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Abstract

The importance of forecast accuracy is increasing in the semiconductor industry due to
two compounding factors. The complexity of the manufacturing process is increasing
which causes manufacturing cycle times to increase as well. Further, the lifecycle of
products is decreasing. Thus manufacturers have to increasingly build ahead of demand
while anticipating customer preference with increasing accuracy. This thesis investigates
the origins of demand forecast inaccuracies at Digital Semiconductor as well as '
characterizes the main supply chain costs of forecast inaccuracy.

The forecasting cycle is a complicated chain spanning several functional groups each with
their own incentives and interests. For Digital Semiconductor, the process is complicated
by having one manufacturing site servicing five product lines which each have very
different customers, competitors and product specifications. A successful process results
in having the right type and number of parts available to customers at the right time. An
over-optimistic forecast results in excess inventory and obsolescence, whereas a forecast
that is too conservative will result in stock-outs and loss of customers.

The thesis starts with a detailed analysis of Digital Semiconductor’s forecasting process.
We then describe the analysis and methodology we used to develop a model of Digital
Semiconductor’s supply chain. This model allowed us to characterize the supply chain
costs of historical forecast errors. The thesis concludes with recommendations to improve
the forecasting process at Digital Semiconductor.

Thesis Advisors:  Stan Gershwin, Department of Mechanical Engineering
Yashan Wang, Sloan School of Management
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1. Introduction
1.1 Background
1.1.1 Background of the Semiconductor industry

The semiconductor industry has grown in the last 10 years at a compound annual growth
rate of 20 %. At the same time it has become increasingly competitive and complex with
most of the US based companies transitioning away from DRAM:s into making integrated
circuits (ICs) and Multiple Processing Units (MPUs). These products have followed an
exponential growth in performance. This growth in technological performance is being
achieved with a combination of decreasing line width; increasing transistor density and
increasing die size. Further, the product life cycles throughout the industry have been
shrinking as well. Thus in order to keep up with constant technological innovation and
decreasing life cycles all semiconductor manufacturers have had to increasétheir capital
costs dramatically. The semiconductor industry gross capital expenditures grew more
than four fold from 1990 to 1995. Further, in recent years a larger share of capital assets
were retired annually, reflecting the rising share of equipment technological obsolescence
in the industry. In addition to the rise in capital and research and development costs, the
effective cost of semiconductor dévices has fallen dramatically. The rate at which
technological advancements enable electrical functions to be placed on individual die far
exceeds the rate of manufacturing cost increases. The increase in capital expenditures and
rate of innovation combined with falling prices has put semiconductor manufacturing
companies under intense pressure to reach critical break even volumes for their product
by being at the forefront of technology and marketing. The leader in the industry is Intel
with close to 80 percent of the market share of MPUs. Smaller companies are left
searching for niches where they can sell enough product to leverage the ever increasing
capital and research expediters required to remain in the business. To that end, most
electronics companies with semiconductor operations are increasing the emphasis on their
external IC business and turning semiconductor operations, traditionally captive to the

company, free to pursue external business.
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1.1.2 Background of Digital Semiconductor (DS)

Ken Olson created the Digita'l Equipment Corporation (DEC) in 1957. Under his -
leadershlp the company soon grew into a manufacturer of mainframes and workstatlons

It was also the pioneer in data storage and networking equipment in the late 70s and
throughout the eighties. In 1982 Digital 'Equipment Corporation broke into the personal
computer market as well. The semiconductor division of DEC, Digital Semiconductor
was created in 1974 as a second source to the industry for DEC’s key strategic
semiconductor products. In 1992 Digital Semiconductor announced its Alpha program, a
totally new, open, 64 bit architecture, when the rest of the industry was still at 32 bits. In
order to continue the Alpha chip’s technological lead, the Hudson fabrication facility was
built. However after a few years of divsappointing sales _6f its flagship product, the
division transitioned from a captive supplier to a merchant integréted circuit manufacturer
with both an internal customer, DEC, and a variety of external ones. This shift in business
strategy was required to reach critical break even sales volumes to leverage the
investment in capital equipment of the Hudson fabrication facility. The semiconductor
division now engineers and manufactures a variety of products. in the Hudson
manufacturing facility in addition to the Alpha chip. These new products include neiwork
chips, low voltage chips for hand held devices as well as bridge chips. In the last twd
years the division reorganized to service their new customers. The semiconductor ,
.divisvion grew an external sales organization, a distribution organization with a network of
- distributors, an order fulfillment organization and product line-organizations aligned
around the variety of products being sold to the external market.

1.2 Motivation

The semiconductor industry is very volatile due to decreasing life cycles and intense
competitiéﬁ based on consta.nt' technological innovation. Yet the structure of the supply
chain in the semicbnductbr business is ir‘nherently rigid. The manufacturing process

"' requires very high cépital e’xpendithres on equipment that reqUirés vér'y lbng lead times.
Most of the lead times on equipment exceed the life cycle of the products. Fuli'ther,‘the' '.

average manufacturing cycle time of the products is three to five times lon ger than the
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average lead time quoted to customers. Lastly, in the case of Digital Semiconductor, there
" are six different product families sharing the same manufacturing facility. In this
environment, an accurate customer demand forecast combined with supply chain policies
that match the accuracy level of the forecast is necessary to be able to service customers
and optimize the use of very expensive capital equipment required for semiconductor

manufacturing.

1.3 Thesis Objective

The objective of this thesis is three fold. The first is to quantify the cost of past forecast
inaccuracy levels. By using empirical data for past forecasts and demand patterns we will
create an awareness of the potential supply chain cost savings that a more accurate
forecast would yield. The second objective is to yield an understanding of the tradeoffs
between capacity, inventory, expediting, lead times and service levels in the complex
supply chain of Digital Semiconductor. A better understanding would allow Digital to
structure their supply chain to minimize cost while meeting their strategic customer
satisfaction objectives. The third objective is to identify and describe business process
changes internal to Digital that would allow for more accurate customer demand

forecasts.

1.4 Scope and Limitations

In order to understand the cost of forecast inaccuracy and the trade-offs of these costs
throughout the supply chain we developed a model that was used in conjunction with
empirical data. The mathematical model is a simplification of the actual supply chain.
The supply chain is modeled as a three stage line. Each stage mirrors an actual stage in
the supply chain of Digital Semiconductor. Each stage is modeled with deterministic.
cycle times and yields but variable forecasts and release policies. There are three buffers
separating the three stages. Although simplified the model captures the main qualitative
and quantitative trade-offs of the actual supply chain by modeling the imperfect flow of
information and variable demand. The demand and forecasting history of each product
line at Digital Semiconductor was characterized using a probabilistic approach. We then

input these mathematical descriptions of past forecasts and demand patterns into the
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model to obtain the cost of poor forecasts, both long term and short term. We were able to

quantify the return'on forecast accuracy.

Using the same probabilistic description of past forecasts and demand we then changed

~ the release, inventory and capécity practices to determine an optimal set of supply chain
policies given the inherent variability of demand in this industry. These policies remain at
the device and supply chain level. The model does not involve plant floor scheduling |
policies but rather remains at the level of high level supply chain. The model assumes that
thé‘whole fabrication facility is one black box. Further, the model only addresses one
device throughout the supply chain. The opportunity cost of running once device at the ..

expense of another is not modeled.

: Finally, the recommended changes to the current business practices that are required to -
achieve better forecast accuracy are the result of series of interviews, observations and -
rbenchm'arking of the industry. We were not able to implement many of these
recommendations due to a sudden change of ownership of the division. These

recommendations nevertheless apply.

1.5 Deliverables of the Thesis

The project undertaken at Digital Semiconductor had several objectives and deliverables
in thind. The project was originally designed to reengineer the forecasting processes of -
Digital'Semiconductor. The model creation was necessary to justify the substantial
investment in tools and energy required for the reengineering effort. The model was
developed to bring an awareness to the substantial costs of poor forecasting and what -
supply chain options were available to minimize these costs. The reengineering effort had
to be put on hold and remained at the stage of recommendations after the model was -

cbmp]ete. The deliverables of the thesis include:

o Description and development of a model of the supply chain of Digital

Semiconductor
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. Description of the inputs to the model (past forecast accuracy and demand pattefns)' '
and the processes used to characterize this data in probabilistic form.

e Description of the outputs of the model

* Results of the model quantifying the costs of poor forecast for two product lines
during fiscal year 1997

* Investigation of the effects of demand variability on the supply chain costs

e Conclusions and recommendations on inventory, capacity, lead time and expedite
tradeoffs drawn from the analyses

» Recommendations regarding changes in current business practices to improve forecast

accuracy

1.6 Thesis overview

The rest of the thesis is broken down into seven sections. The first is chapter 2 and
describes the existing forecasting process at digital semiconductor. This section details
the purpose behind the existing methodology at Digital Semiconductor and the
interrelationships with all the organizations involved in the creation of the monthly
forecast. This section also maps out the information flow and feedback between the
different groups involved in forecasting as well as the existing accuracy metrics. Chapter
3 describes the creation of the model. It begins with a general overview of the model and
the mathematical relationships existing in the model as well as their link to the constraints
and information flow of the actual supply chain. Then we characterize the model past
forecast accuracy and the role and effect of forecast errors on the supply chain. The next
section covers the output of the model. It highlights the main costs of forecast inaccuracy
and their relationships and tradeoffs as determined by the model. . These results were
obtained by numerical experiments run on the model. Quantitative results of the model
are also in chapter 4 in which we report the supply chain costs of past forecast
inaccuracies. Chapter 5 covers the use of management processes that do not allow the
leveraging of the necessary information resident in the company to achieve an accurate

forecast. This chapter recommends some practices that would allow Digital
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Semiconductor to achieve better forecast accuracy. Chapter 6 summarize the key |
learnings and recommendations for the whole thesis as well a the possible future studies

building on this one.
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2. The forecasting cycle

There are two main forecasting cycles at Digital Semiconductor. The first is done
annually and the second is done monthly. The annual forecast is a long term strategic
planning document, whereas the monthly forecast drives the manufacturing floor as well
as the short to medium term sales and marketing efforts. This thesis focuses on the

monthly forecasting process because it is mostly this monthly forecast that drives the

business. The thesis will cover the demand planning aspect of the forecasting process, not -

the plant floor scheduling or supply planning aspect of the forecasting process. The
monthly forecast is a rolling 2 year forecast. The monthly forecasting process is designed
to begin with the customer signal and ultimately end with a monthly production quota
that manufacturing can follow. The length of the forecasting cycle, one month, is dictated

by the length of time required'to have all the departments involved in the forecasting

process complete their work in a mostly linear fashion. The following chapter begins with -

describing the intended purpose of the monthly forecast in section 2.1. The next section,
seétion 2.2 then has a brief overview of all the different departments involved in 4
forecasting future demand and the process by which they all link up to create a monthly
forecast. Section 2.3 then focuses on the information flow and feedback between
organizations for the purpose of identifying the key areas for improvement. Lastly, the

metrics used to track forecast accuracy are presented and discussed in section 2.4.

2.1 Purposes and nature of the monthly forecast

The monthly forecast at Digital Semiconductor serves many purposes. First it is used to
determine what material should be started in the upcoming month to satisfy customer
demand at the end the manufacturing cycle time. Second, it is used to determine whether
demand is going to outstrip capacity in the upcoming 6 to 12 months. If that is the case,

the monthly forecast could be used to build ahead enough surplus stock, above and
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beyond customer demand within the manufacturing cycle time, to meet démand. Third,
the monthly forecast is used to determine capacity expansion if the upcoming demand is
thought to be greater than capacity for a significant length of time. In that case the
decision to buy new tools could be based upon the demand numbers in the monthly
forecast. Lastly, the monthly forecast is also used to set revenue targets and track -
variances from these targets. Because revenue has to be adjusted for customer and
distributor product returns, the monthly forecast could have negative sales in the

upcoming month if a large number of returns are expected.

‘Within each product line, the monthly forecast is broken down by part number and within.
each part number, by processing speed: Therefore, all transitions from one variation of a

- part to another variation are also tracked and predicted in the monthly forecast. The
monthly forecast is a rolling forecast and spans two full years. The granularity of the
forecast is monthly. All products sold by Digital Semiconductor are tracked with the
monthly.fc')recast. This applies to products sold through distributors or directly to

- customers, whether these are external or whether they refer to the mother company of
Digital Semiconductor, the Digital Corporation. Further, the monthly forecast tracks chips
as well as boards sold 6ut of Digital Semiconductor. Further, the monthly forecast
includes prototypes and free sﬁmp]es offered to customers in an effort to obtain design

wins from them.

The monthly forecasting process was designed to be broken down in two parts, the
demand planning and the supply planning. The demand plan is created by the marketing,
sales and distribution organizations. It only encompasses customer demand and the
expected customer requirements. The demand plaﬁ is referred to as the Demand
Requirement Forecast (DRF). The DREF, created once a month, is then transmitted to the
organizations responsible for executing and meeting the customer demands. After these
organizations have translated customer demands into manufacturing requirements the

forecast becomes the build plan. An overall high level description of the process is in
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figure 1. This thesis will focus on the demand planning aspect of the monthly forecaét as

this initial stage drives the rest of the forecasting process.

External Customers »|Marketing - Organization
Customer Sales - Organization
Demand Distribution - Organization
Signals Revenue Assurance - Organization
Internal Customer:
Digital Equipment Corp.
v
Demand Requirement Forecast
Distributors (DRF)
Manufacturing scheduling Organization ¢ -
Business Operations Planning & Strategy Organization -Yields Forecast
v 4 4 \Capacity Forecast
Build Plan
Raw Materials Availability
v Subcontractors Availability

Manufacturing Execution

B o Figure 1: High Level Demand/Supply Planning

2.2 Organizations of DS involved in forecasting

This section contains a brief explanation of the organizations of DS that are involved in

the forecasting process as well as their role in the forecast generation.

2.2.1 Sales

The sales organization is divided by geographic regions throughout the world. Each
region is headed by an Area Sales Manager (ASM) who is responsible for direct customer

contact and sales for all Digital Semiconductor products in his/her area. Working for each
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Area Sales manager are a number of sales representatives who will call on clients and o
establish initial contacts. The sales organization is not aligned along individual products

and is given revenue targets on a regional basis, regardless of what products they sell.

At the beginning of every month the Area Sales Managers afe responsible for submittihg
a forecast of customer demand for all products sold in their area for the upcoming 6 to 9
months. The ASMs compile this forecast based on conversations with custome‘re and their
sales representatives. The forecast they submit fnonthly_ is indepeﬁdent from the revenue
targets handed to them annually. The monthly submission is only to allow better customer
service as well as guarantee that the demanded products will be available for the

- customers when they require it. The submission of the ASM forecast is the first formal
step in thie forecast generation process. The ASM forecast is transmitted to Revenue
Operations. |

2.2.2 Revenue Operations (ROPS)

~ Revenue operations is responsible for receiving and recording all inceming orders as well
as closing receivables for Digital Semiconductor. Updn receipt of an order, ROPS records
the revenue amount and passes the required product, quantity, customer and due date to
the Business Operations Planning Strategy group in order for the order te be filled. In
addition, Revenue Operations (ROPS) consolidates all the ASM forecasts. The purpose of
ROPS involvement in the.forecaSting process is to transform a forecast divided into
regions for all DS products into a forecast divided into pfoducts for all regions. ROPS
sums up all the forecasted sales for a given product across all regions. Further, ROPS also

“consolidates the forecast from the regional distributors in a similar fashion. After
consolidation into products and aggregating the products into product lines, the ROPS
group passes both the distributor forecasts and the ASM forecasts on to the respective
product lines. The ROPS group has one week from the receipt of the ASM and distributor
forecasts to the handoff of the consolidated forecast to the product lines. The product
lines then create their own forecast, the product line forecast, loosely based on the ASM

and the distributor forecasts, and return this third forecast back to the ROPS group.
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2.2.3 Product Lines |

The product lines are the marketing arm of Digital Semiconductor. They are aligned by
large product segments: bridges, microprocessors, networks, chips fof low voltage hand
held devices, custom chips and multimedia chips. Each product line is responsible for the
profitability of its product segment. The product lines have a matrix organization that link
them to the engineering side of Digital Semiconductor. The product lines also have a
customer/supplier relationship with the manufacturing organization of Hudson. The
product lines order parts and pay manufacturing competitive transfer pfices for them. The
product lines set pricing, prodhct promotions and manage customer relationships to
secure adoption of their chips. They are also ultimately responsible for the demand
forecast that will drive manufacturing. In order to create this forecast, the product lines
base their forecast on the forecasts received from the Area Sales Managers and the
distributors through the intermediary of the ROPS group. Further, the product lines also
may base their forecast on conversations with customers or manufacturing, the run rate of
customer orders that are hitting the books or any changes in the market place that théy can
foresee. The methods used vary widely across product lines as reported in table 1. We
obtained these results through extensive interviews. Each product line has one week to
compile a forecast for their product. The one week time frame begins upon their receipt
of the ASMs’ and distributors’ forecasts. At the end of one week, the product lines return
their forecast to the ROPS organization, which then aggregates all the different product
line forecasts together into the DRF.

2.2.4 Business Operation Planning and Strategy (BOPS)

The Business Operation Planning and Strategy group (BOPS) is the link between the
product lines and the manufacturing organization. The BOPS group is responsible for
balancing the demands placed by all the product lines on the manufacturing organizétion.

The BOPS group is responsible for taking the five sets of demands from the five product
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lines and supplying the manufacturing organization with a single coherent demand signal.
Further, the BOPS group is in charge of filling an order received and logged by the ROPS
group. After receiving the DRF from the ROPS group, BOPS translates that demand
_signal into a schedule of starts that the manufacturmg organization can operate by To do
| S0, the BOPS group uses the latest forecasts of manufacturmg ylelds and capa01ty as well
as raw product avallablhty and machme up-time. The resultmg document that the
manufacturmg orgamzatron executes agamst is the Build Plan. From receipt of the DRF

to the fmallzatlon of the build plan the BOPS group has a week.

2.2.5 Distribution

About two thirds of Digital Semiconductor’s external clients pu'rchase Digital’s products
through d1str1butors while the rest purchase directly through the ROPS group The
distribution group is the link between the array of dlstrlbutors dispersed throughout the
world and Dlgltal s sales and product lines orgamzatlons. The distribution group at

- Digital is reSponsible for the supply of products through the distribution channels. To do
so, the group momtors the purchasm g and stockmg patterns of the dlstrlbutors as well as
their returns and their responsweness to Dlgrtal s customers. The distribution | ' ' _
orgamzatton creates a monthly forecast as well. ThlS forecast is based upon conversatlons
they have with the distributors as well as their mventory levels ThlS forecast is passed on

to the ROPS orgamzauon

2.3 Forecasting process

The forecasting process at Digital Semiconductor can be characterized as both linear and

unsystematic (Figure 2).
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Figure 2: Step by Step Forecasting Process ( Distribution forecast omitted ) v

The forecasting process is a set of sequential steps: At Digital Semiconductor the
forecasting procéss has a cycle of a month. This cycle begins with the sales
representatives submitting a forecast for their region to their Area Sales Managers who
then approves it and passes it on to the next organization in the forecasting chain. All the
forecasts from the different Areas Sales Managers are then disaggregated and
reaggregated according to product by the Revenue Operations Group. The later then

passes this information under its new form to the product lines who are each responsible
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for a given product. The product lines approve the forecast and passe it on to the Business

| Planning and Operations (BOPS) g’rdup by way ‘of the Revenue:Olpér‘atic;ns; G}oup. The

BOPS group then translates this forecast into an operational form for manufacturing to
execute against. Only at this stage in the forecasting process does the first forum for any
iterétive activity exist: during a one two hour meeti.ng, staff from manufacturing, 7
marketing (the productz lines) and BOPS get to discuss and debate the forecast. However,
at this very late stage m the procesé the conversations are gcared towards either crafting
reaction strategies to either resolve manufacturing bottlenecks that are stopping DS from
delivering what is forecasted or understanding how a very low forecast ifnpacts the short

term financials of the organization.

The relationships between the groups involved in crafting the forecast are c'omparable to
the traditional “throw it over the wall” i;ntcfactions between engineefing and
manufacturing that were prevalent a decade ago in most traditional US manufacturers.
These relationships are institutionalized by the overall structure of the process‘through
both the timing of each step and the role played by the Revenue Operations Group
(ROPS). The current process is designed so that each group has barely enough time to
analyze their section of the forecast during their allotted window. This wiﬁdow is ;
delimited on one side by the day they receive the necessary information and on the otheé
by the day they need to pass it on to the next stage. Also, the exchange of forecast |
information between group is almost alwﬁys done through the ROPS group. By‘ serving as
intermediaryv bethen group, the ROPS organization serves to break down the

communication links between the groups generating the forecast (Figure 3).
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Figure 3: Organizations involved in forecasting

The forecasting process is unsystematic: At Digital Semiconductor the product lines were
ultimately responsible for the forecast accuracy and its generation. Each product line
followed the same sequence of events but developed its forecast using a variety of
methods and sources. Even though all the product lines interfaces with the same
organizations such as Sales, BOPS and ROPS, each product line interacted with and
trusted the information from these organizations in a variety of ways. Further, internally
to each product line the attention paid to forecast accuracy varied dramatically as well.
The summary of these differences are in table 1. |

As shown in the table, there are vast differences across product lines. For example, even
though the Area Sales Manager’s forecast is supposed to be the basis for the general
forecast, less than half the product lines use it to develop their own forecast. Another
interesting metric is the length of time each product line feels comfortable forecasting out
to. Keeping in mind, that each month the product lines issue a forecast that spans 2 years,
the longest any product line feels comfortable forecasting out to is 6 months, whereas
most would not vouch for their forecast further than 3 months out. Lastly, only two of the
‘product lines had a dialogue about the forecast with the Area Sales Managers (ASMs)
whereas the other three product lines we surveyed did not. In conclusion, even though
officially, all the product lines forecast in a similar manner in the sense that they all go

through the same motions, each and every product line uses different sources of
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information. Each product line then uses judgement and intuition to then create the .

improve forecast

accuracy

forecast. : | ;

' Product Prdduct Produ;ct Product Produc; Line

| Line1 Line 2 Line 3 Line 4 s
Use ASM forecast No Useitasan | Yes, itis the No Occasionally
indication of | basis fbr the
future trends | monthly
forecast

Dialogue w/ ASM No No Yes Sometimes No
about forecast - ,
Long term No Informally No * Use DEC Informally
forecasting done forecast
Time horizon for 3months | 3 months | 3 months 6 months 6 months
accurate forecast : P
Use current orders Yes Yes No No Barely
to correct forecast : o ‘
Update Often | Yes No No v | No - No
(frequency of (I/week) | (1/month) | (l/month) | (I/month) | (1/month)
updates) o ' ’
Include BOPS in No Yes Yes No Yes
forecast
generation E o , _ s
Past forecaéting | Ycé Yes ‘No ‘_Not‘ ; Yés
accuracy ' : | ifnportant |
adequate ? o
Use feedback to No ‘No Yes No Yes

Table 1: Differences in information sources used for forecast generation across product lines
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2.4 Information flow and feedback between organizations

The informatibn flow and feedback between the organizations involved in the creation of
the forecast is documented in figure 4. The basis for the creation of the forecast is the
short term sales forecast issued by the Sales Representative to his/her Area Sales
Manager. As the information is progressively passed on fo the marketing and to the

manufacturing organization, the time horizon of the successive forecasts increase.

The central role of the Revenue Operations (ROPS): the ROPS group has a central role in _
the forecast generation. It is this group that translates the area specific forecasts from the
Sales Managers into product specific forecasts for the Product Lines. The ROPS group
also Vthen consolidates the product specific forecasts issued by the product lines into a
general forecast that will be passed on to manufacturing. The forecast that is issued by the
Sales and Distribution organization is given to the ROPS group as well. Only if the Sales
and Distribution forecast is significantly different than expected does Revenue Operation
share it with the rest of the organization. Communicating the forecast from the
distributors is up to the discretion of the ROPS group. Most often it is not communicated
to the product lines who are ultimately responsible for the forecast. The impact of this
lack of information sharing is only slowly becoming understood as the Revenue
Operations group begins tb understand the impact of the ordering patterns of the
distributors on the internal supply chain of DS. The marketing forecast that drives
manufacturing attempts to predict customer demand, not distributor orders. The later can
differ substantially from the former depending on the ordering patterns and inventory

strategies of the distributors.

Insufficient feedback: the second striking aspect from this figure is the lack of appropriate
feedback to the Area Sales Managers (ASM) even though their forecast should be the
basis for the overall feedback. The ASMs receive two types of feedback. The first is
through the “Flash report”. This report, issued by the Revenue Operations Group,

compares the monthly ASM forecast spanning the one month horizon to the actual
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customer purchases during the forecasted month. Although pertinent, this feedback is
focused on the extreme short term. The overall cycle time is longer than one month,
making an accurate one month forecast of only limited use. The second feedback
a\railab]e to the ASMs are the “waterfall charts’; These charts compare the short and long
term forecast of the product lines with the actual number of customer orders fora grven
product This feedback mechanism is ﬂawed for two reasons. Frrst it is focused on the
forecast issued by the product line not the ASMs These two forecast can differ

substantra]ly since nearly half of the product lines do not even take the ASM forecast 1nto

‘account when creatm g their own. (Section 2. 3) Second, th1s feedback mechanism reports

how many of a given product were sold for all of the US, Asia and Europe The ASMs
cannot make use of this information because they are responsible for the forecast for their
reglon A document reporting how many of a grven product was sold is of no use to them
unless its granularrty is at the Regional level. Thus the Area Sales Managers who most

often are offsite in remote locations, cannot 1mprove upon their forecast accuracy because

they do not have any feedback as to therr current and past accuracy

Low frequency: ]astly all the information ﬂow and feedback occurs only once a month

Since the forecastmg process itself is a sequence of consecutlve steps and takes a month
from the time the Sales Representatrve issues a forecast to the time manufacturing
receives a build plan the final forecast that drives manufacturmg could be as much as two
months outdated. Two month in this industry is more than two third of the cycle time and

can be as much as a thlrd of the product life cyc]e
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_ - v
2.5 Forecast accuracy metrics ' ' |
The only forecast accuracy metric that was used at Digital Semiconductor was the

“waterfall chart”. These charts compared the forecast accuracy on a rolling basis as far as |

12 month out and were called “waterfall” charts due to their shape.

Month 1 Month 2 Month 3 Month 4 Month 5‘ Month 6 Month 7 Month 8

Month 1 1000 2000 3000 5000 400 200 400 8000

Month 2 100 5000 9000 550 60 _ 80 400
Month 3 - | 8900 /§Og|l 300 - 70 400 200_

4 \ / 77 666 80 5000 340
Mopth Thus, in month 3, 4.

the forecast for
Month;\ month 4 was 8000 | - /
Month 6 \Assum carrent The actual demand
e

Month 7 month is month 4 for month 4 was 770
Month 8

In month 4 , the forecast for month
-7 is 5000

Figure 5: Example Waterfall Chart

The granularity for the “waterfall chart” was one month. Thus the chart documented the
forecasted demand for a given month over various time horizons and:when the month
passed, the chart would compare all the previous forecasts with the actual demand. These
charts were used for every device within each product line. Forecast accuracy for each bin
or specific speed within a given part was not tracked. The layout of one of these charts is
illustrated in figure 5. Further, for every month, the actual inventory was included as well
for reporting purposes. Although useful, these waterfall charts were lacking some key
elements. First, there were no confidenc_e levels included in the forecast. Idéally, each
forecast should have a level of certain_fy associated with it. Second, each nhmber in the

chart should have been given aran ge to which the confidence level applied. For example
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instead of simply predicting 8000 units for month 4 in month 4, the correct approach
would have been to predict that the actual demand for month 4 was 8000 +/- 2000 with a
85 % certainty. The added range and confidence would allow much more effective

planning and optimizing of the supply chain.
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3. Constructing a supply chain model

Chapter 2 presented a detailed step by step description of the forecasting process and the
information flow across organizations. The focus was on the forecast generation steps. In
this chapter we take forecast inaccuracy as given and build a model of the internal supply
chain of Digital Semiconductor in order to understand the effect of forecast error. The
first section is a brief overview of the model purpose and a description of its capabilities.
The second section delves into the dynamics of the supply chain. These occur due to
decision heuristics carried out at Digital Semiconductor. This section also describes how
the model attempts to replicate them. The next three subsections consist of a brief
explanation of the three main stages of the supply chain followed by a description of how
we modeled each of their key characteristics and the links between each of them. We then
analyze past forecast accuracyv and characterize it in a probabilistic form that can be input
into the model of the supply chain. The last two sections of this chapter focus on how we

incorporated the probabilistic description of forecast error into the model.

3.1 Model purpose and description of inputs and outputs

This section will begin with an overview of the model purpose as well as the general
layout of the model. Then a brief description of the general model inputs and outputs will
be given. The mathematical relationships behind these inputs and outputs is given in

section 3.3.

Model Purpose

The purpose of the model is twofold. The first objective is to determine the cost of
forecast inaccuracy using historical demand and historical forecasts. The second is to
determine how best to trade off the various costs of forecast inaccuracy within the supply
chain. In order to achieve these two purposes, the model needs to be a high level

representation of Digital Semiconductor’s internal supply chain that will be able to
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capture the dynamic effects of forecast error as they ripple through the supply chain over

time.

Model Overview

r"I‘he ‘mode] simplifies the supply chain into the three maiﬁ manufacturing stages that
chips transition through before being shipped to the customer. The three stages are
fabrication, assembly and test (Fi gure 6). The decision ruies pertaining to late orders and
expediting through each stage are modeled as well. Further each stage also has an
associated cycle time and capacity. All stages are linked by inventory buffers which have

associated target safety levels that the supply chain constantly strives to maintain. -

The model is a discrete time stepping model of Digital Semiconductor’s supply chain.
The model spans 52 weeks with a time step of a week: each week the model determines
how many units to start at each stage of the supply chain. To determine how many units
the model desires to starts at each stage and during each week, the model trades off the: '
following quantities:

H amount of material at each inventory storage location

B the forecast 1, 2 and 3 month out

B the backlog of customer erders |

B the weekly inyentory strategy at each inventory location

After determinin g the desired amount of msterial to start at each stage at each week, the
mode] fakes capecity and raw material constraints inte accoﬁnt as well. Each stage ean
only start a maximum amount determined by either a capacity constraint or an upstream
raw material constraint. The capacity constraims for each stage are variable each week.
The model.is a fairly accurate, yet simplified, representation of the actual supply chain.

See section 4 for a more detailed discussion of the model applicability.
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Stage 11 ~ |Stage 3:

Fabrication | % Test w
Inventory Inventory
Location Location

Figure 6: High Level Mép of Supply Chain

Model Layout and Structure:

The model is an Excel based model. It is divided into three Excel sheets. Each sheet
corresponds to a manufacturing stage and the inventory storage location downstream of
it. The three sheets are as follow:

e sheet 1: Fabrication stage and die bank (DB) inventory location

o sheet 2: Assembly stage and ahead of test (AOT) inventory location

e sheet 3: Test stage and finished goods (FG) inventory location
Each sheet is comprised of input cells, output cells and calculation cells that relate the
two. On each sheet the columns represent successive weeks whereas the rows represent
the relevant inputs and outputs for each week (Figure 7). Many of the rows are calculation

cells that relate the input and outputs of each sheet to each other and to the other sheets.

Model Inputs:

Inventory strategies:

For each inventory storage location (DB, AOT or FG ) and for every week, the user of the
model can enter a multiple of the forecasted demand for that week. This is the amount of
material that will be available during that week at that inveniory storage location as a
safety stock above and beyond what the forecasted demand is. The multiple entered for
that week will multiply the forecasted demand to determine the target buffer stock at that
inventory location. The model will adjust to attempt to start enough material in the weeks

prior to the week in question to guarantee that during that given week there is the

requested safety stock.
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The model will also react to changes in forecasts or inventory strategies. If the forecast

for a given week decreased from one month to the next, causing there to be excess '

~ inventory, the model will take that excess into account when assessing the required starts
to match the inventory strategy retluested by the user for later weeks. The same reasoning
applies to changes in inventory strategies. If the model user decreases his/her inventory
strategy from one week to the next, the model will assess the extra inventory caused by
changes in the inventory strategy when dec1d1ng how much to start during a given '

| subsequent week. By following the logic described above, the mode] reproduces the
thought process and actions that the planners at Drgrtal Semlconductor go through to plan

and smooth production.

Maxzmum starts capaczty during the week »
Each week the user can specify the maximum number of units possrb]y started at each
stage of the supply chain. The maxnmum specified by the user constitutes the capacity

“constraint at that stage for that week.

Actual Demand for ngltal Semtconductor _
Each week the user can enter the amount requested by customers durlng that week The
customer requests come out of the finished goods inventory but are nevertheless

communicated to all stages of the supply chain.

Forecast of actual ships from ngltal Semzconductor _
There are three forecasts that drive the mode] forecasts one, two and three months out.
Each week the user enters the forecasted amount for that week accordmg tothe 1,2 and 3

months forecast.

The fab stage of the Supply chain requires' the three forecasts: 1,2 and 3 months out. The
assembly stage only requires the 1 month forecast and the test area doesnot require a
forecast at all, since in the model, the test stage only has a 1 week window into the future.

The model assumes that the one week forecast used by test is completely accurate.
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3.Model Outputs:

Desired starts during current week to satisfy forecasted demand, inventory strategy and
backlog ' A |
This is the nurhber of starts that the model desires during the week. The desired starts is
determined by comparing the current WIP and inventory strategy at the given stage of the
supply chain with the forecasted demand from that stage. The demand forecast that is |
relevant is the upeomirtg forecasted demand within the Cycle time of the stage under
considefation. (Figure 8) The desired starts do not take capaeity and raw material into
account. In figure 8 for example, the amount desired started during the current week is A
+ B, where A is the amount desired started due to past forecast error and B is the amount

desired started to meet future demand.
Actual starts during the week

The actual starts durmg the week at each stage of the supply cham is the desired starts
during the week hmlted by capa01ty and raw material. The model will start the desired
amount prov1ded there is enough capacity at that stage during that week and there is
enough raw material in the :tnventory location just upstream of the given stage of the

supply chain.
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ithin cycle time Week (T=0) for future fnventory strategy
demand and  |[Y: Future Demand
inventory within cycle time
fnracactad)

Figure 8: Illustration of the Model’s Computation of the Desired Starts during a given week

If the desired amount exceeds one or both of the later quantities, the model will start as

many parts as possible gated either by raw material or capacity, whichever is the lowest.

Inventory level at the beginning of the week

The amount of inventory at a stage of the supply chain during a given week is equal to the

~amount in inventory at the beginning of the previous week minus what was shipped to the

downstream stage plus any parts that were started one cycle time prior to the given week.

Backlog that was created during the week

This is the amount of customer orders that were not met by the finished good inventory

location during that week. If there was a demand during the week that was larger than the

number of parts in the finished goods inventory at the beginning of the week, the deficit

will be recorded here.

The quantity recorded in this line can be negative. A negative quantity signifies that there

was more shipments out of finished goods than there was demand. In that case, the model
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over-shipped during the week to decrease the outstanding backlog that resulted from prior

weeks. -

Outstanding backlog at end of the week |
This is the cumulated backlog at any given week. The cumulated backlog is the total
number of outstanding orders that have not been met to date. It is the sum of the backlog

that was created'during the week from the beginning of the year to the current week.

Service level

The serice level is the ratio of orders met on time to the total number of brders over the
course of the whole year.

Weeks took to resolve baéklog .

This output indicates each week the amount of time it took the supply chain to resolve
any backlog created during the current. The model looks forward in time and calcu]atgs '
how long the model required before the customer order that was only partially filled

during that week was fully resolved.

3.2 Dynamics of the model

This section describes the overall dynamics of the supply chain. These dynamics occur
because of the very intricate links between the three stages of the supply chain and also
because of the inventory and expedite decision criteria prevalent. at Digital
Semiconductor. The model faithfully replicates these decision heuristics through the use
of key variables and logical relationships between them. This section explains how these -
key variables within the model interact with the main inputs and outputs of the model, -
namely the number of starts and cumulative backlog each week and at each stage. The
section begins with the definition of some key variables used in the model as well as an
explanation of how they map onto the decision making heuristic of production planners at
Digital Semiconductor. Then a simple example in a sihgle stage supply chain is given and

explained in these terms.
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3.2.1 Definition and description of key terms and supply chain links

Forecasted shipments from Die Bank or Ahead of Test during current week
In the model there are actually several separate variables under this heading. Each
variable éorresponds to a different forecast. This variable translates forecasted customer
demand from Digital Semiconductor into forecasted demand from a specific inventory
holding facility within the supply chain. For example, production planners for the
fabrication facility at Digital Sémiconductor will use the forecasted demand to then
calculate when the fabrication stage will have to have product ready to ship to the
downstream stage. There is therefore a shift in time of customer demand. This shift

amounts to the cycle time of the downstream stages. (Figure 9)

Assume following cycle
times: _
test: 1 week
assembly: 3 weeks
fab: 8 weeks
Fab starts the Test starts the order
forecasted order: ._.;"Fl}z ul
T+1 ulls materia ﬁ'om
(3 months AOT
forecast) A
1 I—XI 1 ] | R
|I me — 1 1 & T 1 | 4+ +T 111 1 >
‘ Assembly starts T +13
the forecasted Forecasted
order: Customer
T+9 Order Due
(1 month forecast)

hus, for a forecasted order at time T+13:

W Assembly need to have the required material in OAT at T+12 (cycle time of downstream operation is 1
week )

W  Fab needs to have the required material in DB at T+9 (cycle time of downstream operations is 4 weeks )
Figure 9:Illustration of the shift in time of the forecasted customer demand in the supply chain

Demand seen by the fabrication facility from assembly during the week
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This is the amount of material that the assembly stage desires to pull from th‘e Die bank
inventory storage location durmg the week. If there is not enough material at the
beginning of the week to satisfy that demand, the demand from assembly w1ll dlffer from
the actual shipments from die bank to the assembly during the week. If the assembly stage
-demands are greater than the upstream capécity,' the demand will default to the capaéity of
the assemb]y stage. The same applies to the 1nterrelat10nsh1p between the test stage and

its upstream mventory storage locatlon Ahead of Test

Amount exj)édited
This output quantifies the arhount of material that was expedited through the assembly
operation. Expedited material has a cycle time that is two thirds that of a non-expedited
material. The assembly operation occurs overseas. Thus an expedited part is simply one
that has a shorted transit time.

In the model material, is expedited under the fo]]owirig conditions: if there is spare
capacity and raw material and if there is either backlog created during the current week
and/or an outstandmg customer backlog. Much like planners at Dlgltal Semiconductor,

only under these conditions will the model authorlze expediting.

_Exira needed A

This is the number of starts driven by inventory strategy. It is the amount of starts desired
above and beyond both the amount required for the forecasted demand and the current
backlog. Extra needed captures the number of starts required dué to changes in either the
actual inventory strategy multiplier and/or changes in the forecasted demand which also

lead to changes in the level of safety inventory requirements.

- Cumulative backlog of extra at end of period

This is the number of added starts required by the inventory strategy‘that were nbf
realized because of capacity, backlog or demand constraints. The number can be either
positive or negative. A poéitive number reflects the cumulative number of starts that were
required to meet the inventory strategy but that were not actually started. There are

several causes for the creation of a‘positive backlog: not enough capacity or raw material
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to release the added starts réquireci to fulfill the invénfory strategy in the face of actual
demand and an actual backlog of orders, both of which take precedence over inventory

strategy.

A negative backlog reflects the cumulative number of reductions in starts caused by
changes in inventory strategy. As the inventory strategy or the forecasted demand drops,
production planners realize that Digital Semiconductor is holding more inventory than its
inventory strategy requires. Therefore the planner will want to start less than the
forecasted demand to bring its inventory level down. However, if the forecasted amount
is smaller than the reduction in starts required to bring inventory levels down, the planner
cannot starts negative wafers so he/she will simply register the difference between the
desired reduction and the amount he/she would have started without consideration of the
inventory strategy as a negative backlog. During the next weeks, the planner will strive to
reduce future starts and bring the backlog up. The model exactly duplicates this behavior
(Figure 10).

Changes in backlog of extra .
This is the amount by which the backlog of extra changes. There are two separate entries
in the model for the two distinct cases where extra is positive and extra is negative. The

formulation behind those two cases differ.

The model compares the desired amount without the extra starts with the desired amount
taking the extra starts into account. The model will also take the amount that the model
was capable of starting that week into account. These last two quantities will differ if the
model is constrained by capacity or raw material that week. Further, the model will
compensate for any Extra starts that have not been addressed in the past few weeks. The
change in backlog of extra during the week will be reflected by the Cumulative backlog
of extra in the following week. Through these comparisons the model duplicates the

behavior of a production planner faced with an erroneous or uncertain forecast (Figure

10).
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Extra realized

This is the amount of extra starts that the model'could address this week. The amount ‘in
this cell can differ from the desired amount of extras depending on whether the model is

~ constrained by raw material or capacity. The amount in this cell is the amount that the

" model refers to in future weeks to balance the WIP w1th the forecasted demand.

Extra realized is the model’s way to capture_ the thought process of a planner who realizes
that he/she has released some material into a given stage of the supply chain only to meet
inventory.buffer targets, NOT to mee’t"ac'tu:al demahd Thus the added amount that was

‘released in the supply chain needs to be taken account by the planner when prOJectmg

future WIP requ1rements

3.2.2 lllustrative example

This example is for illustration pu:pOSes only. It applies to a single stage supply chain,
whereas the model and Di gital Semiconductor’s has three stages. Further, the example
shown does not incorporate forecast error. It assumes a perfectly accurate forecast. The
model developed for Digital Semiconductor does incorporate forecast error. However,
even though the example is a s1mp11f1ed one, it illustrates the basic phenomena occumng
at D1g1tal Semlconductor S supply chain. The behavror of the key variables defined in
section 3.2.1. is illustrated in flgure 10. There are four phases in the flgure. The first,

. phase A, has the system in equilibrium. The second, phase B, sees an unChanging
customer demand but in increase in the mventory strategy through an increase in the
targeted parts on hand” desired. Th1s mcrease in inventory strategy, causes positive
desired extra starts and an 1mmed1ate increase in the desired inventory level. This positive
number of desired extra causes an increase 1n n'the number of wafers released in the supply
chain. These starts are not to meet extra demand but rather are caused by the i increase in
inventory strategy. Further, not all the desired extra starts can be made in the next time

- period because of a capacity constraint. Because not all the desired extra starts are
completed, there is also a posrtrve backlog of extra that is formed Because there was an
increase in the number of parts released there is a gradual increase in the 1nventory level.

After two time periods all the desired extra that was required because of an increase in the
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inventory strategy has been made, the new higher inventory level has been reached and

the number of parts released each time period returns to equilibrium.

During the third phase, phase C, the inventory strategy decreases and the process operates
in reverse. There now is a negative Extra starts and there are no more parts released in the
supp]y chain because the inventory level has to be decreased in the face of unchanging
demand. However, the drop in parts started is not sufficient to compensate for negative
extra starts. There can be no negative starts. Because the decrease in starts was
insufficient to meet the negative starts due to the change in inventory strategy, there is a

negative Extra Backlog.

Phase D is the only phase during which there is an actual increase in customer demand.
The effects throughout the supply chain are identical to an increase in inventory strategy.
During these four phases there was no forecast error and no creation of backlog, both of
Which are present in the model presented in this thesis. Backlog would increase the
desired starts in the system until the backlog decreases through shipments above and

beyond current demand.
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3.3 Mathematical relationships at each stage of the supply chain

This section describes the characteristics of each stage of the supply chain and details the

modeling techniques and assumptions that were used. For the mathematical descriptions

of the relationships between the different variables in this supply chain model the

following convention was used:

* subscripts: time index

e superscripts: stage index

e t: time variable

e X: generic variable

e MAX(A.B): largest of A or B

o If( statement, A, B ): formula which will take the value of A if the statement is

true and take the value of B if the statement is false
. LHE‘ (expression): summation over time of the expression from T=1 to T=t_

e MIN(A,B): smallest of A or B

Further, the following abbreviations were used to describe the relationships between the

variables of interest:

Desired starts, or parts released, for a given stage at a given time t: DS, *'%¢°
Shipments required from a given stage of the supply chain during the current week to
meet customer demand according to the 4, 8 or 12 week forecast: Sn, *“®° where n is 4
weeks, 8 week or 12 weeks to represent the different forecasts of interests.

Inventory strategy for a given stage at time t: In,**#° where n is 1 for die bank (DB), 2
for ahead of test (AOT) and 3 for finished goods (FG).

Actual number of parts released, or started at a given stage during week t: R, ***&°

Number of parts that would be released at each stage without consideration of the

backlog of extra starts during week t: RE (%

See section 3.2 for an explanation of the terms extra starts and backlog of extra starts.
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Number of additional parts that need to be released because of a backlog of extra parts

during week t: RN, **°

‘Changes in the backlog of extra, if extra is negative during week t: CEN **°

Backlog of orders that was created during week t: B (**°

Changes in baéklog of extra starts during week t: CB ,*&°

Changes in backlog of extra starts, if extra is positive during week t: CBP , *'*&°

Changes in backlog of extra starts, if extra is positive during week t: CBN ; **&°

Cumulative backlog of extra starts during week t: SB o

Amount of extra starts that was released during week t at a given stage: ER **¢°

Desired amount released in order to meet forecasted inventory and backlog

requirements during week t: DFIB , "¢

Amount released in the system during week t, while being capacity limited: RC, &

Amount desired released during week t; including parts started because of extra starts:

WD . stage

“Cumulative backlog of orders at the end of week t: SB, **¢°

Maximum possibly released during week t: MR  **°

Desired amount released in order to meet forecasted inventory, backlog and

expediting requirements during week t: RIBE , *&°

Inventory level during week t: I, **&°

Shipmenf from stage n: Hn | where n is 1 for fab, 2 for assembly and 3 for test

New backlog of order created during week t: NB &

Desired inventory level during week t: DI *&°
Forecasted shipment from stage n, during week t and according for a forecast m
‘weeks hence: FmHn, -

Demand from a given stage during time t: D, stage

Maximum starts capacity allowable during week t: M, *'*&

Maximum poSsibie started during week t: MR $%&°
Amount expedited during week t: E, **&° '

stage

Amount desired expedited during week t: DE,
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e Customer demand during week t: CD,

e Number of extra parts needed during week t because of either changes of inventory
strategy of changes in forecasts: EN ¥%°

e Number of parts desired released without taking extra parts or backlog of extra parts

into account: WOD '8¢

For example the formula for the extra starts at time t that are needed for changes in

forecasted demand is as follows:

assembl assembl test assemb]
= (54 144 Y -S4 s Y* (R w3 ™+ Rus ¥)

3.3.1 Fabrication/Probe and Die Bank

The fabrication and probe stage is the first stage of the supply chain and has the longest
cycle time of the three steps in the supply chaih. There is no upstream inventory storage
location and the model assumes that this stage is never starved. This assumption is a good
one since lack of raw product is rarely an issue at this stage of the supply chain. The main
inputs into this stage are the one, two and three month forecast. The model does not allow
expediting through this stage of the supply chain. In the actual supply chain there is the
possibility to have product expedited. However, the quantities that can be expedited vary
tremendously by product line. For some product lines at Digital Semiconductor the
amount of die that can be expedited is negligible whereas for others that is not the case.
These large difference occur because of variations in die per wafer and yields across the

product lines.

Desired starts during the week to satisfy forecasted demand in assembly: DS (***™"

DS . assembly =S4 4 assembly

Desired starts during the week to satisfy forecasted demand in fab:DS  foo

DS tfilb - Slz +12 fab
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Desired inventory in DB, 8 weeks from current week:DI; aab

DI fab Il fab sk DS[ fab

Sthments from DB durmg current week ( 4 week forecast ) F4HI t
F4HI,= s4' “assembly :

Shipment from DB during current week at time t ( 8 week prtor ): F8H1,
F8HI = S84 "™ ‘

Extra needed in fab: RN ™

Extra needed at time t is the sum of the added quantity required due to inverttor'y strategy
‘changes and the added quantity required due to changes in forecasted demand. In the fab,
these extra starts have to take both the inventory strategy of the assembly stage and the
test stage into account. The general structure of the formula has two parts: part 1 accounts
for the chartges in forecasted demand and patt 2 accounts fot the changes in inveittory
strategies. | N

Extra needed due to inventory Strategiés = 'part“l + part 2

Pért 1.:,
In genera]
(changes in forecasted demand )*( 1nventory strategy of fab + mventory strategy of

assemb]y + mventory strategy of test )

Specifically: .
Part 1 of RN % (S12 1410 ™ - S12 1115 ™) * (12 1y ™Y +13 (17 4 11 gy )

Part 2:

In general: ‘

(inventory strategy changes from week to week in DB ) * ( forecasted demand ) +
(inventory strategy changes ftom week to week in OAT )* ( forecasted démand )+

(inventory strategy changes from week to week in FG ) * ( forecasted demand )

50



Specifically:

Part 2 of RN, fab =(S 12 111 fab) * (12 412 assembly _ 12 assembly)+
(S12 w1 ™) * (M 12 ™ - 11 o1y ™)+(S12 11 ™) * (13 1012 - By

With extra desired: WD , 28

WD, &= RN , ™ 4 RE,

Changes in backlog of extra if extra is positive:CEP ,

The formula for changes in backlog of extra has two parts. The first applies if the actual
number of starts made during the week is positive while the second applies if the actual
number of starts made during the week is zero. The difference stems from the
requirement that there cannot be negative starts. Thus when the number of starts is 0, the °
desired starts is most likely a negative number. This negative number will be reflected in
the desired starts and must be truncated to compare the actual starts with the desired starts
in a meaningful fashion. |

CEPt fab = H:(R ¢ fab > O , IF((R ¢ fab_RE t fab) <=O, RN ‘fab, RN (fa‘.‘) _ (R ¢ fab_ RE ¢ fab))

+
IF((R . "-MAX(RE , "°,0))<=0, RN ™ RN . (R ,™- MAX(RE , ™,0))))

Changes in backlog of extra if extra is negative:CEN , "™ ,
The formula is separated in three parts. The first part applies if the Extra starts required is
different than O and the amount desired without the extra starts is positive, the second part
applies if the Extra starts required is different than 0 and the amount desired without the
extra starts is negative and the third applies if the extra starts required is 0. (Figure 11)
CEN ™ = IF (AND (RE ™ >0,RN " <>0),

IF (RE ™ >=-RN ™, 0,RE, ™ +RN,™) 0)

+ .

IF (AND (RE,™<0,RN,**<>0),RN,™,0)

+
IF (RN =0, -R " + MAXRE ,0) -MAX(0,B ™ .,0),0)
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CaseII.1: Extra starts =0

4Case I.2a: Without extra'desired |
CASEII. Extra starts ’
equired is equal to or
smaller than 0

#{Casc 11.2: Extra starts

Case I1.2b: Without extra

Case 1.1.1. Started less than what was

CAS.E 1 .Extra starts R Cas'e 1.1.: Starts <:desired without extra added in
required is greater during week > Case I.1.2. Started more than what was

than 0 0 desired without extra added in

A

|Case 1.2.1. Started less than what was
Cas.e 1.2.: Starts <:desired without extra added in- :
during week = Case 1.2.2. Started more than what was

desired without extra added in

Figure 11: Logic flow of equation for the change of the backlog of extra
Changes in backlog of extra:CB,*"*¢

This entry simply picks which of the cases in figure 11 to use depending on the sign of
the extra starts required: .

CB, ™ = IF (RN " <= 0,CEN  *, CEP , **)
Cumulative backlog of extra at end of period: SB **¢

This is simply the sum from week 1 to present of the changes in the backlog of extra:

SB . fab = CB t fab + SB 1 fab

stage

Extras realized: ER
ERt fab = N lfab - CB ) fab

Desired starts during the week to satisfy fareca&téd dezﬁand and inventory Sirategy.'DFI
This entry attempts to balance the W]P with the fc;récasted demand. The forecasted
demand from die bank at any time t is br;)keh doWn into three éategbfies: short terfn
| (week t +1 and t 42 ), medium term ( week t+3,t+4, t+5 ) and long term ( week t+6, week
t+6) ‘

52



For the short term the model looks at the 4 week forecast, for the medium term the model
looks at the 8 week forecast and for the long term the model looks at the 12 week
forecast.

The WIP is simply the amount of material that was started in the past 7 weeks minus the

amount started because of inventory Strategies throughout the supply chain.

Thus in general we have:

amount required started = forecasted demand from DB 8 weeks from now
+ forecasted demand from DB in the next 7 weeks |
- amount started in the past 7 weeks

+ amount started because of inventory strategies

Specifically the formula is:

: DFI . fab = DSl,fab + 2-/1_:‘+6T=t+7(s 12 . fab ) + D[‘=[+3T=t+5(88 T fab ) + Zr=t+]T=t+2(S4Tfab)
_ E]":t-7T=t-] (R T fab) + 2T=t-7T=t-1 (ER T fab)

Desired starts during the current week to satisfy forecasted demand, inventory strategy
and backlog: DFIB "¢

DFIB , ** = DFI, "+ SB ,

Starts made during the week, capacity limited: RC, ™

At this stage the model adds With extra desired to the cumulative backlog of extra starts
desired due to inventory strategy. After adding them the model will start the maximum of
the following two quantitiés: maximum capacity for the week or With extra desired
added to the cumulative backiog of extra required for the inventory strategy. Further, the
model will also assure that there will be no negative starts even though the inventory
strategy or changes in forecasted demand might warrant it. For the fab stage the model

assumes that there is no constraint on the raw material available.

Note that With extra desired is the sum of the starts required for the forecasted demand

and the starts requ'ired for the order backlog.
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The specific formula the number of starts made, capacity limited is:

Rthab = MAX(]F(Wthab'l‘SB(-] fab> MR(fab, MR(fab WD fab+SB fab) 0)

Demand from assembly operatton during the week:D ™Y

This records what the demand from the upstream operation is. However, if the upstream
operatron demands are greater than the upstream capacrty, the demand will default to the
upstream capacity. Further, the model will not allow negatrve demand from the upstream
stage. o '

D assembly MAX ( MIN ( R]BE t assembly MR assembly) O )

stage

Inventory level in DB at the beginning of the week: I,
It fab — It-l fab _ SHI ) fab + Rt-8 fab

Shipments from DB to assembly during week: SHI ~ :
SH]( fab = Rt.assembly . ' - .

Backlog created during week and cumulative backlog.'NB( fab™
This is the same backlog and backlog creation as in the test stage.
NB, "°=NB |

3.32 Assembly and Ahead of Test

The assemb]y stage of the supply chain is done offshore through a subcontractor Thus
parts can be expedited through this stage by reducing the shrppmg time. The cycle tlme of
expedlted parts is two thirds of that of non expedited parts. The added costs of expedltmg
is s1gmﬁcant The bas1c mathemat1ca1 formulas underpmnmg the modelmg of this stage
are 81m11ar to the fabrrcatlon stage. However the assembly interfaces with both the |
upstream operatlon and inventory storage locatlon ( Fabrication and Die Bank ) as well
as the downstream operation, test. This interface causes some of the formulas from the
fabrication stage to be altered as well as the creatlon of some new ones. These new or

altered formulas are explamed below
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Desired starts during the week to satisfy forecasted demand in assembly:DS , ***¢°

DS . assembly =S4 od assembly

Desired inventory in AOT, 3 weeks from current week:DI  **5°

DIt AOT =12 r+d assembly 4 sS4 . assembly

Forecasted shipments from AOT during current week ( 1 week forecast JFIH2,
FIH2, = S1"

Forecasted Shipment from AOT during current week at time t ( 4 weeks prior ):F4H2 ,
F4H2[ = S4 41 assembly

Extra needed in assembl: EN ;%™ |

Extra needed at time t is the sum of the added quantity required due to inventory strategy
changes and the added quantity required due to changes in forecasted demand. In
assembly these extra starts have to take the inventory strategy of the assembly stage and -
the test stage into account. The general structure of the formula has two parts: part 1
accounts for the changes in forecasted demand and part 2 accounts for the changes in

inventory strategies.

Extra needed due to inventory strategies = part 1 + part 2

Part 1:

In general:

(changes in forecasted demand )*( inventory strategy of assembly + inventory strategy of

test )

Specifically:

assembl assembl assemb] test
(S8 18 Y- S8 7 V¥ (R Y 413 47 )
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Part 2:

In general:

(inventory strategy changes from week to week in OAT ) * ( forecasted demand ) +
(inventory strategy changes from week to week in FG ) * (forecasted demand )
Specifically: ' o -

(SS (48 assembly) * (12 48 assembly _ 2 47 assemb]y) +(SS t+8assemb]y) * (I3 t+8te5t -I3 t+?test)

Without extra desired: WOD té‘sscmbly
This is simply a copy of the Desired starts during the current week to satisfy both

forecasted demand, inventory strategy and backlog for that same week.

With extra desired: WD, assembly

WD 25sembly = BN assembly | R , assembly

Changes in backlog of extra if extra is positive: CBP ,osseml.

The formula for changes in the backlog of extra has two parts. The first applies if the
change in tﬁe number of parts released during the week is positive while the second
applies if the number of parts released during the .week is zero. The difference stems from
the requirement that there cannot be negative starts. Thus when the number of parts
released is 0, the desired starts was most likely a negative number for that week. This
negative number will be reflected in the desired starts and must be truncated to compare’

the actual number of parts released with the desired number of parts released.
CBP %™V = part 1 + part 2

Where

Part 1 =IF (R . assembly >0, IF((R . assembly _ WOD tassembly ) <=O, EN tassembly ,
EN[ assembly _ (R . assembly _ WOD 'tass_embly )) :

Pal’t 2 = IF ((R ¢ assembly _ MAX( WOD tassembly ’0))<=0, EN ] assembly ,
EN . assembly ( R . assembly MAX (WOD tassemb]y 0 ))))
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C'hanges in backlog of extra if extra is negative: CBN ,**™Y

The formula is separated into three parts. The first part applies if the Extra starts required
is different than 0 and the amount of desired parts released with the extra starts is
positive. The second part applies if the extra starts required is different than 0 and the |
amount desired without the extra starts is negative. The third applies if the etxra starts

required is 0.

CBN ™ = part 1 + part 2 + part 3
Where
Part 1 =IF ( AND( WOD . assembly >0,EN . assembly <>0)’
IF (WOD, assembly \>=-EN, assembly 0
WOD . assembly +EN . assembly ) 0)
Part 2 = IF( AND( WD tassembly < O, EN‘assembly <0 )’ EN tassgmbly ,0 )

Part 3 =IF ( EN . assembly =0’ _ RCtassembly + MAX( WODtassembly ,0)’
-MAX( 0, B,**™Y, 0) ,0)

Changes in backlog of extra: CB , ™"

This entry in the model picks which of the cases, extra positive or extra negative, is

appropriate for the current week:
CB . assembly = IF( EN . assembly <=0. CBN . assembly CBP . assembly )

Cumulative backlog of extra at the end of current week: SB "%
- This is simply the sum from week 1 to present week of the changes in the backlog of
extra:

SB ‘assembly =CB tassembly +SB [-lassembly
Extra realized: ER ™V

This is the amount of parts released due to a backlog of extra.

ER tassembly =EN . assembly CB lassembly
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Desiréd starts during the week to satisfy forecasted demand and inventory strategy
This entry attempts to balance the WIP with the forecasted demand. The forecasted -
demand from AOT at any time t is foreéasted demand in the upcoming 3 weeks.

The WIP is simply the amount of material that was started and expedited in the past 2 -
weeks minus the amount started because of inventory strategies throughout the supply

chain.

- Thus in general we have: .
| amount required started = forecasted demand from AOT 3 weeks from now =

+ forecasted demand from AOT in the next 2 weeks |

- amount started in the past 2 weeks

- amount expedited in the past 2 weeks

+ amount started because of inventory strategies in past 2 weeks

Specifically the formula is:

DS . assemb]y=DF . assembly +2/T=(+]T=t+2(F4H2 T ﬂSSemb‘y)_Dr=t-2T=t-](R T assemb?y)_
Er=‘-2T=t-l (E T assembly) + ET=1-2T=H (ER T assembly)

Maximum possibly started during the week: M, dssembly
The model will compare the amount of raw material with the weekly capacity. The
smaller of the two number will be the maximum possibly started during the week:

Mt assembly = MIN ( Mtasscm§ly’ Itfab )

Demand made of DB during the week: D 4™ »
The model quantifies how much material the assembly stage wants to pull from DB '
during the week. This amount might differ from the act.ual'amount pulled from DB if

there is not enough material in DB at the beginning of the week.
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DV, assembly _ MAX ( IF(DFIBE ) assembly > M . assembly, M . assembly, DIBE . assembly)’O)

stage

Actual starts during the period:R ,
The model will start the desired amount or the maximum possibly started depending on
which is greater. The model will not allow negative starts.

Rt stage _ MAX ( IF ( MR( assembly > D]BEt assembly , MR( assembly’ -DIBE[ assembly)’o)

Production available in 3 weeks: P3,
This is the amount of starts that were not expedited.
P3, =IF (DE, assembly>0’ MAX (O,R, assembly_ DE, assembly)’ R, assembly)

Amount expedited: E
This is the number of starts released during the week that were expedited
Et =1IF (DE( assemb1y>0’ MIN(DE( assembly’ MR( assembly)’ 0)

Demand from test made of AOT during the current week: D , '
Dt lest_:MAX(O , RCtICS()

Backlog requested by test + demand from test made of AOT ddring the week

backlog+demand = D, "'+ SB, **cmbl¥

Shipments made from AOT to test operation during the week: H2,
H2t - MR( test

Inventory in AOT at the beginning of week
ry g 8
It assembly= It-l assembly 'H2t-l assembly + P3t-3 assembly + E:.z assembly

3.3.3 Test and Finished Goods

The test and finished good part of the model is relatively simple. The cycle time of this
stage is modeled as one week. There is no forecast error and the only constraint to

meeting the customer demand occurring during the week is either lack of material from
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- Extra needed in test: EN

the upstream inventory storage location or insufficient capacity. When orders are not met,
the backlog increases and vice versa when the backorders are fllled This backlog is
communicated to the other stages of the model. Most of the equations are similar to the
ones found in the fabrication and assembly stages. The more relevant equations are as

follows:

Desired inventory in FG, 1 week f;om current week: DI {
DI, =13, * F1H3, o
Desired starts during the week_tb satisfy forecasted demand: DS ;"'
DS, "' = F1H3 4

test
e

Extra needed at time t is the sum of the added quantity requirea due to inventory sfrategy
changes and the added qUaﬁtity required due to changes in forecasted demand. In test
these extra starts have to only take the inventory strategy of test stage into account. The
general structure of the formula has two parts: part 1 accounts for the changes in
forecasted demand and part 2 accounts for the changes in inventory strategies.

Extra needed due to inventory strategies = part 1 + part 2 |

Part 1:

In génera]:

(changes in foreca'sted demand )*( inventory strategy of test )

Specifically: _
(F1H3 022 test _ F1H3 a1 test ) * ( 12 1 asscmbly)

~ Part 2:

In general:

(inventory strategy changes from week to week in FG ) * ( forecasted demand )
Specifically: - _ o '

(Fl H3 t+]!€51) * (13 H‘](est _ 13 llCSt)
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Cumulative backlbg of extra at end of period: SB "'

This is simply the sum from week 1 to present of the changes in the backlog of extra:
SB ) test - CB . lCSt+ CB 1 test

Shipments out of FG during the week: H3,
The model will ship the number demanded during the week, provided there is enough

material in FG. Any deficit will be recorded as a creation of backlog for that week.
H3t =IF (I( test > CD(+ SB ) test, CD(‘*‘ SB ) test ,It test)

Backlog created during the week: NB "
NB . test =CD ¢ test _ H3t

Cumulative backlog at end of period: SB "
SB . test - SB ¢ test + NB ) test

3.4 Characterizing past forecast accuracy

The demand forecasts aré the key inputs into the model. Each stage of the supply chain
will base the number of desired starts during the week on the forecast rather than the

actual demand. The full cycle time spans almost a quarter whereas the forecast is updated
once a month and the decision as to how many parts to release at each stage is made once

a week. Thus the number of starts made each week no only reflects what needs to be

started today to meet customer orders at the end of the cycle time but also reflects updates

or corrections to the past forecasts. Therefore, the relevant forecasts for our model are not

only those spanning the cycle time, but also those forecasts with shorter time horizons.
' The later serve to correct the former and cause the supply chain to react. The relevant

forecasts are the 1, 2 and 3 months forecasts.

In order to characterize the forecast error we plotted past forecasts for the whole fiscal

year 1997 (Figure 12) As a measure of error we tracked the ratio of actual demand to the
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forecasted demand for forecasts with a 1, 2 and 3 months time horizon. Thus unity on the

x axis indicates a forecast that was on target. Where a number larger than one indicates a

forecast that over predicted what the demand was. We plotted the frequency with which

the forecasts fell within each range of error as indicated on the x-axis. The resulting

histogram resembles a lognormal distribution heavﬂy skewed towards under-forecastmg

_ Therefore we can approximate the short term forecast accuracy w1th such a distribution if

we can determmc appropriate values for the mean and standard deviation. In order to fmd

-these defmm g variables, we need to logarlthmlcally transform the dlstrlbutlon of flgure

12. We took the natural logarithm of all data points. The resultmg dlstrlbutlon of such a

‘transformation is shown in figure 13. As expected the data now-appears more Gaussian

and simple calculation reveals the mean and standard deviations. (Table 2) These values

will be used in the model to understand the tradeoffs of various costs of forecast

inaccuracy.
Forecast, Imonth Forecast, 2months | Forecast, 3months
horizon | horizon horizon
Mode in Lognormal 0.85 0.65 ‘ 0.6
Distribution
Mean in Normal -0.070 -0.187 -0.221
Distribution
Stanrdard Deviation 0.21 0.2

in Normal

Distribution

- 0.18

Percent forecasts
larger than 2X -

actual demand’

12

15

BT

Table 2: Statistics of Forecast Error
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Frequency [%]
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Figure 12: Distribution of Forecast Error for FY97

Tranformed Distribution of Forecast Error
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Figure 13: Transformed distribution of forecast error for FY97
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3.5 Role and effect of forecasts

There are three forecasts that drive the release of material into the internal supply chain. of
Digital Semiconduétor. Given that the cycle time of most products is 3 months, the 3
‘months forecast dictates how much material should be started today in order to meet
customer demand at the end of the ovérall cycle time. However, the three months forecast
~ contains errors. These errors are progressively discovered at the time horizon 6f the
forecast decreases. Thus, the two month and one month forecasts allow the internal
supply chain of Digital Semiconductor to learn about and react to errors in the three
month forecast before the forecasted date occurs. This section details and explains how
the one, two and three months forecasts. affect the release of métérial at each stage of the
supply chain. In order to detail the effect of each individual forecast, we ran some
simulations using simple cases asrillustrati}on of the dynamics of the model. Included in
the illustrations are outputs from the model.

In all the simulation runs the customer demand is fixed throughout the year at 10000 units
per week. For the purpose of simplicity we set the capécity at each stage to be infinite. -
The inventory strategies that are included in the model are very similar to the ones used at
Digital Semiconductor: a target of 6 weeks parts on hand in Finished Goods (FG) and a
target of 4 weeks parts on hand in die bank (DB). The inventory strategy targets are based
on the forecasted demand. Further, there was no inventory target set for the inventory
location Ahead of Test (AOT).

3.5.1 Forecast 1 month out

In this case we set the forecasts one, two and three months out to be equal to the actual
demand (10000 units) for all the week except for week 20. For week 20 we set the one
‘month forecast to be only 9500 units for that week (0.95 of actual). We then tracked the
resultin g change in the number of parts released by each Stage of the supply chain:

fabrication, assembly and probe. The results are in figure 14.
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Effect of Error in One Month Forecast on Number of Starts at Each Stage

@ fabrication

W assembly
DOtest

Parts started (parts)

Week

Figure 14: Model 6utput for the éase of error in the 1 month forecast.

As illustrated in the figure, in the case of the one month forecast being inaccurate all stage

of the supply chain are affected.

« Fabrication stage: up until week 16 the fabricatibn stage is in steady state producing
10000 units per week. Referring to the three month forecast, the fab stage releases
10000 parts in week 8 to satisfy the forecasted demand for week 20, assuming a 12
week cycle time. As week 12 approaches the fabrication facility now has access to the
two month forecast for week 20. The fabrication stage compares this forecast with
what has previously been started and stays on track. However, during week 16, the
fabrication stage compares the one month forecast with the work in process and
realizes that according to the one month forecast it has released too much material
into the supply chain. The fabrication stage thus releases less material than what the
latest 3 month forecast predicts will be needed during week 28, 12 weeks hence, in

order to bring to balance of WIP versus the demand in 4 weeks back into equilibrium.
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. However, as week 20 approaches, the fabrication facility again has to readjust the -
WIP level to the actual demand incurred during that week. Thus during week 19, the
model'now releases 15000 parts because the actual demand is now known. The
variation in the number of parts started each week is 10 times greater than 500, which
was the original error in the forecast. This factor of 10 is due to the inve‘ntory
strategies in the supply chain, 4 week parts on hand in DB and 6 weeks parts on hand
inFG.

« The Assembly stage: the assembly stage undergoes a similar change in the number of
parts released each week. There is a sharp decrease during week 16 as the one month

| forecast predicts only a demand of 9500 parts for week 20. As week 20 approaches
though, and the actual demand is known in week 19 to actually be 10000, the |
assembly stage attempts to reestablish the balauce of what was started in thepast and

- the actual demand by starting 13500 during week 19.

e The Test stage: this stage decides how much material to release each week based on
the one week schedule which the model assumes is accurate. Yet even though this
stage is driven by an accurate forecast we still observe a sharp Variation in the |
number of parts started durmg the weeks 19 and 20. This is due to the fact that the test

| stage is lacking the sufficient materxals to release the requlred amount of parts durmg
week 19 to meet the demand durin g week 20, even though the test stage has an

Vaccurate forecast Thus the followmg week the test stage releases more- matenal than

: is required to replemsh the 1nventory level m the fmlshed goods area.

Thus, errors in the one month forecast affect all stages of the supply cham e1ther dlrectly

or 1nd1rectly
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3.5.2 Forecast 2 months out

In this case we kept all the forecasts at an accurate level of 10000 units except for week
20 in the two month forecast. For week 20, according to the two month forecast, the

predicted demand is 95 % of actual. The results are in figure 15.

Effect of Error in Two Month Forecast on Number of Starts at Each Stage
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Figure 15: Model output for the case of the error in the 2 months forecast

As is clear by the comparison of figures 14 and 15, thé effects of the identical error in the

one and two mdnth forecast are dramatically different.

» Fabrication stage: this stage is the only one affected by the error in the two months
forecast. During week 12 the fabrication stage decreases the number of parts started in
order to baiance the forecasted demand with the total number of parts already released

into the supply chain. However, as the one month forecast becomes available, there is

a correction of equal magnitude in the opposite direction.

67




« Assembly and test stages: these elements of the supply chain ere not affected because
they are only driven by the one month forecast and the one week forecast because
their respective cycle times are 1 and 3 weeks. Even though the fabrication stage of

the supply chaln is dramatlcally varying the number of parts started because of
variations m  the two months forecast, the test and assembly stage are buffered from

these variations by the large inventory target in place for DB.

- 3.56.3 Forecast 3 months out

In this case we kept the one and two months forecasts accurate while introducing a small -
error in the three months forecast during week 20 of ouf simulation. The results were very
similar to the case in 3.5.2. The fabrication stage responded to the change in the
forecasted demand according to the three month forecast during week 8. However, as the
" two month forecast became available, the fabrication facility decrea_sed its starts for week
12 in order to bring the balance of WIP and forecasted demand back into eQuilibrium.
.Even theugh the forecast error was only 5 % of actual, the variations in the number of

parts released each week was 50 % of actual due to the inventory strategies.
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4. Costs of forecast inaccuracy

This section takes forecast iﬁaccuracy as a given. The purpose of this chapter is to both
quantify the costs of forecast inaccuracy as well as understand the tradeoffs between them
in order to minimize the total cost throughout the supply chain. The chapter begins with
a description of the main costs of forecast inaccuracy analyzed in this thesis. Then,
beyond a simple description, we use the model of the supply chain developed earlier to |
understand the complex tradeoffs that exist between these five costs. Finally, we report
the added costs incurred throughout the supply chain due to the actual forecast error over
FY97. |

In our analysis we define forecast error as the variance of the lognormal distribution that .
characterizes the forecasts one, two and threé months out. (Section 3.5) In our
characterization of the effect of forecast error on the costs incurred throughout the supply
chain, we assumed that the mode of the distribution characterizing the forecasts remained
unchanged. We only varied the variance around that mode and mean. Increasing variance

was considered equivalent to an increase in forecast inaccuracy.

4.1 Five Costs of forecast inaccuracy

The five main costs of forecast error are: added lead time, lower service level, added
~ capacity, added inventory and the opportunity cost of manufacturing product A when in
actuality product B was required to meet demand. We will describe each of these costs in

detail.

Added lead time: In our model, lead time is defined as the length of time between the
customer reciuest date and customer ship date. This time could be zero in our model,
meaning that the customer demand during a given week was met during that same week.
However, most often when the forecast is inaccurate the leadtime begins to grow as thé
supply chain is incapable of meeting unexpected customer demand during the week.

There then is the creation of a customer demand backlog, which the supply chain

69



eventually has to ship against. Thus, if all else remains equal an inaccurate forecast can
have no effect on any other aspect of the supply chain if the lead times can grow without
loss of customers. In our model we did not include any customer balking. Thus, no matter
how long the leadtime becomes, customers do no desist to Digital Semiconductor’s
competitors, rather they patiently wait for their products. At the extreme, the leadtime can
become as long as the manufacturing cycle time which would cause short term forecasts -
to be unnecessary.. The model can be used as a management tool to understand the effect
of forecast error on lead times. However, The next step of correlating leadtime and loss of

customers is beyond the scope of the model.

Lower service level: In our model we define service level as the percent of customer
demand that was met during the same week as the demand occurred in. Thus, as the
forecast accuracy decreases so does the customer service levels, all else kept equal. The

| model does not differentiate between partial or complete orders. The model simply
aggregates total demand and calculates for a given week, how much of that total demand

was the supply chain able to meet.

Added inventory: The single largest costs of forecast inaccuracy is the added inventory

that the supply chain must carry is order to maintain high service levels and low lead
times despite inaccurate forecasts In order to maintain these high customer satisfaction
metrics while having a forecast that is maccurate itis necessary to build buffers between
the many stages of the supply chain. As the size of these buffers i increase, so does the
margm for error that the forecast can have while the supply chain still meets customer

demand on time.

Added capacity: “This is the added capacrty that was requrred at each stage of the supply
chain because of forecast error. In our model we assume a constant capacrty throughout
the year. Although the model has the capablhty to do s0, we set the capacrty at a chosen
constant level throughout the period of study (FY97). The added capacity requlred
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because of forecast error could have many sources depending on the nature of the forecast

error and the demand pattern:

- Added capacity was required to expedite material

- Material that consumed capacity was released according to a forecast that over
predicted demand. This effect is compounded by the current inventory
strategies in place.

- After under predicting demand, an increase in the backlog occurs, which
causes stages of the supply chain to push through more material in a shorter
period a time than if the forecast was accurate and smoothing of production

could occur over a longer period of time.

Opportunity cost: The opportunity cost is defined as the capacity that was used to
manufacture part A when the actual demand called for part B. We did not consider this

cost in our analysis. (Chapter 6)

4.2 Tradeoffs between four costs of forecast inaccuracy

In this section we report the result of numerical experiments we ran using the model of
the supply chain. Even though the results presented in this section are theoretical, they do
shed some light onto the problem because the mathematical model on which they are
based accurately describes the constraints and general characteristics of the actual supply
chain of Digital Semiconductor. These numerical experiments help us understand the
tradeoffs between the various costs of forecast inaccuracy. Thus, with these results,
managers can determine what tactics are best suited to minimize the total costs of poor
forecasts as well as determine the costs associated with achieving their strategié goals.
For example, a manager might decide that customer service levels cannot drop below
90% for the business to be viable. With this model, he/she can uhderstand the various

costs that he/she will have to bear to achieve this target.
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4.2.1 Treatment of demand and forecasts in our numerical experiments

Treatment of Demand:
The results that follow are not based on a stochastic description of demand. Rather, we

chose a demand pattern that was fairly typical of the ones facing Digita] Semiconductor.
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| v EIMuItimedia Mica+
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Figure 16: Normalized Monthly Demand Patterns for 4 Typical D.S. Parts

This demand pattern was then used as an input to our model and an invariant throughout
‘our numierical experimentS; In figure 16 the demand pattern we input into the model was
normalized and the outputs made relative to the input signal. Thus, the results can be
generalized to most demand patterns faced by Digital Semicondﬁcitor.- The specific:
‘demand pattern we chose to base our calculations off of was the demand pattern of the
Alpha CPU, 400 Mhz. T RS

Treatment of Forecasts:

In order to input the forecasts into our model we uised the probabilistic distributions
described in section-3.4. As a proxi for a measure of forecast inaccuracy we varied the

variance of these forecast distributions while maintaining the same mean and mode. In
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the following descriptions “forecast error” will refer to the variance in the lognormal
distribution of the forecasts. For each data point we ran the model 1000 times and thus
obtained a second variance, this one associated with each output. We varied all three
forecast together in a uniform fashion for most of the experiments.

All other inputs such as capacity and inventory strategy were considered deterministic.

4.2.2 Effect of Error on Service Level

We varied the error from half of what it was during FY97, to one and a quarter times the
actual forecast error that occurred in the past year. We observed the effect of varying the
error in this way had on the average service level. Further, the standard deviation of our
output is included in figure 17 as well in the form of error bars representing two standard
deviations from the mean. For this experiment we kept inventory strategies and capacity
constant, at 6 weeks and infinity respectively. As error decreases the average sérvice level
increases, as expected. Further, the variance in our output decreases as well. The
difference in service level from an error of three quarters historical error to an error of
half historical level is statistically significant to 95 % confidence level. As a rule of
thumb, a decrease in the forecast error from historical levels to half of that will increase

the service level 10 %, without added inventory or capacity.
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Figure 17: Effect of Forecast Error on Service Level and Output Variance

The results in figure 18 yields two conclusions: -

First, as indicated earlier, as error decreases, average service level increases.

Ho"wevér, we learn here that the previously reported gain of 10 % service level that

~comes with the halving of the error still holds for inventory strategies varying from 4

to 8 weeks parts on hand.
Second, keeping the error constant, an increase of inventory strategy from 4 to 8

weeks, increases the average service level by approximately 12 %, as long as the error

* is not larger than the historical error. The marginal improvement of service levels

with increasing inventory strategy decreases quickly if the error is larger than five

fourth historical error.
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Figure 18: Effect of Error and Inventory on Service Level

- 4.2.3 Effect of error and inventory on service level

This numerical experiment had two purposes, the first was to capture the tradeoff
between inventory strategy and capacity while keeping service level constant. The second
was to understand the effect of decreasing error on this tradeoff. We chose to focus on the

capacity at the fabrication stage of the supply chain. This stage involves the highest
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Figure 19: Effect of Forecast Error on the Inventory and Capacity Tradeoff

capital expenses and therefore its capacity is the most valuable in the total supply chain.
We varied the capacity from half to four times its current capacity. For the inventory
strategy we varied the inventory straiegies throughout the supply chain while keeping the
ratios of inventory buffer in finished goods and die bank equal. As expected, for a given
error, there is a nonlinear tradeoff between levels of inventory strategy and capaéity. As
expected the rate of substitution of inventory for capacity increases as the capacity
decreases, and vice versa. At the current level of capacity and error, the fabrication stage
could decrease its capacity by half if the inventory strategy would be raised from 8 to 14
weeks on hand in finished goods, while still maintaining the same service level.

Further, as forecast error decreases the shape of the tradeoff curve remains the same.
Also, the ratio of inventory and capacity that is released because of a decrease in forecast

error seems to remain constant as the error decreases from 5/4 to half of the historical

CITor.
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4.2.4 Effect of error on lead times

We observed no statistically significant effects on the average leadtime of decreasing or
increasing error within the bounds explored earlier. However, the variance around the

average leadtime did increase with the variance of the error in the forecast, as expected.

4.3 Empirical results

In this section we describe the added costs of the actual forecast errors that occurred in
FY97. We input the actual demand, inventory strategies and forecasts that drove the
internal supply chain of Digital Semiconductor during the past year. Our results assume
that the capacity at each stage was infinite while the cycle times were constant. While in
reality this is not the case, the assumption is not a bad one, since the facilities of Digital
Semiconductor were extremely under-utilized for most of the year. Rocket lots, or
material that is rushed through the fabrication facility with a very low cycle time, was an
option available to Digital Semiconductor and was often used. However, only limited
amounts of material cbu]d be processed in that fashion.

Secondly, we assumed that an average of 90 % service level was achieved. This level is
close to the corporate targets that are set for Digital Semiconductor and is in line with
both the rest of the industry and this division’s goal to adequately serve its external
customer base. In conclusion, the following results are an indication of how much past
forecast errors would have costs the division if they wanted to achieve their target service
level given both the poor forecasts they issued as well as the demand patterns that they
faced. The following are averages across the twenty highest revenue generating parts at

Digital Semiconductor

71



The results were as follows:

Production Stage / Excess Capacity o Added Holding &

| Inventory location Consumed ( % ) | Obsolescence Cost ( %)
Fabrication & Probe / Die 20 % ‘ .» 15%
Bank Inv. _ -
Assembly / Ahead of Test ' 0% ) 20%
Test / Finished Goods Inv. 25% . 20%

Table 3: Costs Due ro Forecast Inaccuracy for FY97

The above fesul:te ére a'verages aeroés all ﬁredﬁet liheél ‘Invtoté.l' 20 p'rodilets' were éver:a;ged
and the standard deviation was less than 3 % for all six results | -

The variation across productlon stage and mventory location is due to the spec1flcs of the
*errors in the one, two or three months forecast. The.holdmg and obso]escence costs were
calculated from as a ratio of the monthly endmg inventory |

The resu]ts are strlkmg by their shear magnitude. The opportumty for savmgs both on
mventory holding and obsolescence cost as well as decreased capacity utilizationis

tremendous.
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5. Business process changes required to improve forecast

The following chapter describes the key recommendation uncovered after conducting
more than 40 interviews across all the functional groups of the organization (marketing,
manufacturing, sales, distribution and manufacturing) as well as observing the forecast
generation process. These recommendations address the root cause of forecast error at

Digital Semiconductor.
5.1 Redefinition of forecast purpose

The monthly forecast generation process as described in figure 2 serves many often
conflicting purposes. In essénce, every month the Digital Semiconductor debates and
creates a two year forecast which involves many organizations and which attempts to
serve all of them. This section begins with a list of the numerous goals of the monthly
forecast and an explanation of why they conflict or are detrimental to achieving an
adequate accuracy level for the short term production forecast. Then, we issue a set of
recommendatidns of how to organize the forecast generation process is a way more

conducive to achieving forecast accuracy.

The current forecast has many purposes:

¢ Production planning: the monthly forecast is first and foremost used to determine how
much the manufacturing operation needs to start today in the supply chain in order to
meet their forecasted customer demand at the end of their cycle time. In order to do
this the forecast is broken down to the stock keeping unit (SKU) which details not
only the part numbers but also the specific speed required (bin). Production planning
is focused on a three to four month time horizon and could benefit from as frequent

updates as possible to allow more time for manufacturing to respond to any new

information about customer demand that sales representative might receive weekly of

daily. However under its current format the production planning forecast is bundled
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with a monthly forecast that spans two years. The main cause for this apparent
disconnect is that the same forecast used for production planning is also used for:
Marketing and medium range planning: the same monthly forecast also serves to

determine and document major marketing decisions or events. These could include

‘the growth of new customers, the entrance of new competitors in existing markets or

the targeting of new markets. These projections are more marketing targets rather than
actual short term production forecasts that manufacturing should build against. The

current forecasting process does not incorporate confidence levels into the projected

‘demand, making it impossible to differentiate what is a broad brush marketing goal

from what is a forecasted customer demand that the sales organization is 90'pefcent
sure they are going to sell. Further, the level of granularity that is needed for making |
marketing projections is much less than for production planning. Yet the monthly

forecasting process requires the marketing organization to specify once a month the

~monthly demand for each and every product down to the speed bin level. Although

this level of granularity is required for production planning which has a two to four .

‘month horizon, it only adds confusion and creative guesswork when the process is

carried out for forecasts spanning several years in an industry where the typical life
cycle of a products is between 6 and 18 months. | |
Revenue planning: the monthly forecast is also used to benchmark the monthly
forecasted revenue against yearly budget. Within a tight range, the bottom line
revenue that results from the monthly forecast must correlates directly with the
number of parts the forecast claims will be sold. There are two negative consequences
to tying the monthly production planning forecast to revenue planning. The first is
that the Product Lines (marketing) who are both responsible for meeting their budgets
and creating the forecast, have an incentive to change both the quantity and mix of the
products on the monthly forecast to reflect an even and steady growth of earnings
against their targets regardless of the actual demand. The second consequence of tying

revenue forecasting to the same forecast that drives manufacturing, is that customer

_returns and other revenue altering activities will be reflected in the forecast. Thus it is

possible to have a monthly forecast that will have no demand for a product because
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the expected number of returns is approximately the same as the expected number of
sales. Even though it might not be possible to sell the returned merchandise from
customer A to customer B because of branding or timing iésue, still the monthly
forecast will reflect no demand for that month. _

o Long term capacity planning: another purpose of the monthly forecast is for long term
capacity and utilization planning. Every month, the marketing, revenue operations and
manufacturing organization debate the long term utilization and capacity planning of
the internal supply chain. To address these issues every month is unnecessary and
diverts attention and energy away from the short term production p]anning issue. By

~ including the purpose of capacity planning with the purpose of achieving an accurate
short term forecast that drives manufacturing the current forecasting process at DS
confuse demand planning with production planning. The latter consists of
understanding how the manufacturing organization will meet the forecast and the
former is understanding whether the forecast is accurate. By merging them, most of
the attention at DS is spent debating production planning strategies instead of

focusing on improving and understanding the forecast.

All these different and often conflicting goals of the monthly forecast detract from
achieving an accurate short term forecast that can be used to drive manufacturing. The
recommended solution to these issues is to separate the long term revenue planning from
the short term production planning and forecasting. Thus the forecasting process with a
horizon of 6 months or less should be done monthly by the sales, manufacturing andAto a
lessor extent by marketing at the SKU level. The long term (6 months to 2 years)
forecasting process would have a quarterly cycle and would involve mainly the sales,
markg:tin g and BOPS organizations. The long term forecasting would be at the product
level, not the device or SKU level and would be reconciled with the short term forecasts

once a qua_rter.
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5.2 Information and assumption sharing across organizations

Currently the fo;ecasti:ng process at Digital Semiconductor is very linear with each

organization involved completing their task and passing it to the next organization in the

forecasting chain. Further, the linkages‘between'th'e organizations are through the -

~ Revenue Operations g’rdhf). This Vefy’ fragmented process causes the many organizations

“involved in the process to not share or know the assumptions behind the forecast they are
given by ihe-organizétionhpstréam of them. Consequently, many of the organizations
who develop the forecast sequentially will dupli'Cate the same assumptions as the others.
For example, an Area Sales Managers will make an asSumption as to the effect of an
increase in the price on the upcoming demand for a pfoduct, create a forecast and pass it
on to the Product Lines through the Revenue Operations Group. The Product Lines will
then further decrease the forecast, not knowing to what extent the Area Sales Manager
took the increase in price into account, if at all. Further, as described in Chapter 2, there is
no adequate feedback loop to the Area Sales Managers as to the accuracy of their product
specific long term forecast. In order to resolve this lack of communication the forecasting
process needs to be changed in two ways. LaStly, because the process is'sequential and
linéar, new information received by a Sales Representative about the forecast could
possibly take as long as 2 months before it is included in a formal feedback. -

Theré are several initiati;'es that need to be taken in order to resolve these issues. First,

“the process needs to transition from a linear to a parallel proéess. The main participants in
thé forecast generation, the Product Li'nes,‘ Area Sales Managers, BOPS, Revenue -

'Operations and Sales Distributions, need to simply meet twice a month do discuss their
assumptions behind the forecast and share aﬁy new information that is pertinent to it.
These meetings would occur separately for each product line and could be as short as two
hours and still fulfill their purpose. "The current lack of communication is increased by
‘the intermediary step of having to channel the forecast through the Revenue Operations
(ROPS) Group at almost every step in the forecast generation process. Thus the "
information technology tools need to be put in place to allow the organization to bypass

the involvement of the ROPS group in the forecasting process. All these tools would have
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to do is allow the product lines to receive and consolidate, through a simple filter, the

forecasts from the Area Sales Managers.

5.3 Information and assumption documentation for root cause analysis

As described earlier in section 6.2, there is little to no assumption sharing across
organizations involved in the creation of the forecast. Once the sharing of product and
market assumptions does occur according to the recommendations outlined in the
previous sectibn, these assumptions should be agreed upon by all parties involved and
recorded. The recording of these assumptions will allow some root cause analysis to be -
performed once the forecast comes due and there can be comparisons drawn between the
~ forecast and the actual demand. If there exists a significant difference between the two,
the recorded assumptions can be reviewed and an understanding of which assumptions
are erroneous can be derived. In this way, there will be some organizational learning
taking place and progressively the forecast accuracy will improve as all the organizations
involved in the forecasting generation understand what is reasonable to assume and what
is.not. For example, the ramp up of new products was often underestimated in terms of
the magnitude and the date of the ramp up. In order to avoid the reoccurrence of the same
error month after month as occurs now at DS, it is important for the product lines and
sales organization to understand what assumption caused them to repeatedly misjudged

the market.

5.4 Implementation of realistic metrics

The product lines are ultimately responsible for the accuracy of the monthly forecast.
However, currently they are evaluated using the waterfall charts described in section 2.5.
These waterfall charts show the forecasted demand for various time periods as compared
to the actual demand. This metric is very binary, the forecasts are either right of wrong.
By their very nature forecasts are almost always going to be wrong. Thus, any kind of
metric against which forecast accuracy should be measured, must allow for a range of

error. The question then becomes what range of error is acceptable. In our case, we used
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~ the model described in chapter 3 to define a range of acceptable error in the 1, 2.and 3

months forecast.

First we broke down the existing products sold by Digital Semiconductor into three types

of demand patterns The three genericr categories were growth steady/decline and cyclical

demand patterns Usmg the model of the supply chain developed earher and the historical

demand pattem of several parts that fit into one of the three categorles we could plot the

range of error that COuld exist in the one, two and three months forecasts while still

meetmg the target service levels for a glven ‘inventory strategy Further, this range of error

varies increases dependmg on whether the forecast improves from month to month.
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Figure 20: Graph to determine the acceptable range of error in forecast depending on rate of

lmprovement of forecast accuracy.

As is clear in figure 20, if the forecast accuracy increases from the 3 to the 2 month and

finally to the 1 month forecast, the starting range acceptabie range of error is far larger

than if the forecast did not improve. Further, as the target inventory levels increase so

does the possible forecast error for a given service level. These results are averages and
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varied depending on the demand pattern we were analyzing. Further, in all these cases we
assumed that there was infinite capacity available.

Thus, with these tools, the product lines could focus on achieving a realistic target
accuracy range instead of just trying to either be right or be wrong. If their forecast
accuracy was within the target range then, given the target inventory strategies, there
should be enough flexibility in the supply chain because of inventory and capacity buffers

to meet the desired customer service levels.
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6. Conclusion and Recommendations

This section is meant to complement chapter 5. The later outlined some specific changes
in the forecasting probess required to improve forecast accuracy, whereas the following
section discusses some key high level recommendations to both increase forecast
accuracy and well as reduce the cost of forecast inaccuracy. Second, the key learnings I
have gained from this internship are also included in this section. Lastly, we finish with
some suggestions for future study at Digital Semiconductor, and pertaining to supply

chain in particular. -

6.1 Recommendations

Inventory strategies:

The first key recommendations pertains to the use of inventory to buffer against poor
forecasts. At Digital Semiconductor, the approach taken to inventory buffers was one of
setting inventory strategies. Thus, instead of setting absolute inventory levels, the target
buffers are set as factors of the demand itself. The reason behind this choice is the very
short life cycle and uncertain demand patterns of the semiconductor industry. Because
most of DS’s product lines supplied chips to a very concentrated customer base, the
demand patterns were inherently lumpy. An unexpected large order from one of the few
larger customers could double the order run rate. To protect zigainst this, the standard
inventory strategy was as high as six times the forecasted demand. |

While setting absolute targets for inventory level is not appropriate for such a market and
customer base, neither is setting an inventory strategy based on forecasted demand which
often is two to three times the actual. By setting inventory strategies based on forecasted
demand, the supply chain of Digital Semiconductor was essentially institutionalizing the
“beer” game. Further, these inventory strategies were set at several locations within the
supply chain, which just compounded the problem. In total, Digital Semiconductor was

targeting to have as much as 10 weeks of the forecasted demand of added inventory as
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WIP in the supply chain at any point in timé. Consequently, any error in the three and two
months forecast was multiplied 10 times before it reached the beginning of the supp!y
chain. | ' | : .

The solution is to set inventory strategies based on the current, known demand. For
example instead of an inventory buffer of six times the expected demand 12 weeks-from
the current week, the inventory strategy should be a buffer' of four times the current

- demand. By doing so, the safety buffer will be preserved, without amplifying the forecast

€ITOr.

Rigorous analysis of information resident in the organization:

Currently, the staff generating the forecasts do not have the expertise or the necessary
tools to rigorously analyze the information available to them. There is little possibility to
conduct any statistical analysis of past demand run rates and forecasts. Neither is there
any software in house that would allow the marketing group to conduct correlation .
studies relating marketing events to changes in the demand and ordering patterns of their
customers. However, commercial software with the capabilities to not only easily -
aggregate all the demand information disseminated throughout the organization but also
to analyze it, is readily available in the market. After some benchmarking and analysis we
determined that the best supplier of such a software is either i2 techhologies or
Manugistics. :

Further, the expertise to conduct analysis of information is not resident in the marketing,
sales or BOPS group. Many organizations in industries with short life cycles and
uncertain demand patterns have a forecasting group, which supports marketing and .
manufacturing. In the forecasting group, the necessary expertise to develop accurate
forecasting models and to use the software required to analyze the information resident in
the organization is developed. We recommend the creation of such an independent
forecasting group to allow better forecasting to take place within Digital Semiconductor.
The adv>antage of creating such a group is twofold. First, it would allow the concentration

of knowledge and skills as well as continuous improvement. Second, the group’s mandate
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to create an accurate forecast would not be in conflict with the many other incentives that
the current marketing organization faces, such as reaching marketing and revenue targets.
In conclusion, currently the forecasting decisions made by the product lines are not based
on analysis and data, but rather on knee-jerk reactions which causes the inherent volatility

of the demand to be amplified.

Alignment of incentives:

The sales organization’s lack of incentive to achieve an accurate forecast was one of the
main impediments to improving the short term forecast accuracy. The sales force was
almost exclusively rewarded with growing the business and increasing revenue not the
accuracy of their forecast. An order from a customer meant a commission for them,
regardless of whether the supply chain could actually deliver on that order. Because
Digital Semiconductor’s external business was still in its infancy and most of the
production facilities underutilized, the negative impact caused by the practice of
promising products and not being able to delivering on them due to poor forecasting had
not yet been felt by the sales force. The later did not see a link between an accurate
forecast and having the material ready to ship to the customer on their request date. Had
the sales force incentives been linked with those of marketing and manufacturing, the
sales organization would have been more responsive to implementing initiatives that
increased forecast accuracy. It is only a question of time before the loop linking forecasts

and service levels will close and sales will be lost because inaccurate forecasts.

6.2 Key Learnings

The main learning in this project was the importance of formal communication channels
across the different organizations of Digital Semiconductor. Most of the root causes
behind the poor forecasting performance of Digital Semiconductor were related to the key
decision makers, the product lines, not being able to access the information resident in the
organization in a timely and rigorous manner. This lack of access was prevalent despite

the fact that there was open communication between them and the variety of groups that
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possessed the information relevant to making an accurate forecast. However, no formal,
rigorous business processes were in place to capture, document and keep track of the
information that was communicated.‘The outcome was a piecemeal, inconsi_stent flow of
demand forecast information between the Sales Organization, the Product Lines, the Sales
- Distribution organization and BOPS. | o

Further, the little formal communication that did occur was through the Revenue
Operations Group (ROPS). The later did not add any new information to the forecasting
process, but rather only consolidated the information it received from varioué sources
before passing it on to the next organization in the forecast generation chain. However, by
having the ROPS consolidate the ihformation as it traveled from one group to another, the
clear communication between these groups was broken and delayed. The involvement of
the ROPS group also increased the overall length of time required to create a for_écast.
This added time then increases the required time horizon of the forecast while decreasing
the time available to respond to a forecast error. The function of the ROPS group in the
forecasting generation could almost be entirely replaced by a commercial demand
planning software. (Section 6.2) v [

Further, the importance of incentives was driven home when we attempted to implement
bmanyfof the initiatives described in chapter 5. Although a]most all the organizations
believed and acknowledged the validity of the analysis and the description of the -
problem, very few responded and only after extensive prodding. The main issue was that
the metrics by which they were measured were only indirectly related to forecast
accuracy. Even though all the groups involved in the forecast generation were partially
responsible for it, they were hardly accountable for the forecast accuracy in any formal
way. Rather, it was the manufacturing organization that ultimately was responsible for
meeting customer requests, irrespective of the original forecast error.

Lastly, the importance of clearly separating demand planning and supply planning was
made clear on numerous occasions. In a fast growing organization such as DS, the. '
distinction between creating a forecast, demand planning and meeting the forecast, supp]y

planning, is critical to understanding the root cause of poor forecasting.
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6.3 Future Study
This last section describes the possible next steps to continue and conclude this research.

Model Validation:

In order to understand fundamental trends and tradeoffs the model was intentionally kept
at a relatively high level with most of the details of the supply chain omitted. However, to
truly optimize the supply chain in terms of minimizing inventory and capacity in the face
of a giveh forecast error, the model would have to be extended. The key addition would
be to model multiple products sharing the same manufacturing facility. With this added
complexity the model could actually be validated against empirical observations of

inventory levels, customer service levels and lead times across the six product lines.

Opportunity Cost:

Because the model only handles one part being processed at a time, the opportunity cost
of a poor forecast wés not included in our treatment of the costs of a poor forecast. With
an extended and validated model, the opportunity cost of making one product at the
expenS_e of another could be determined. Thus, the manager would be able to make

| tactical decisions that would minimize the overall cost of a poor forecast by trading off
low margin products for high margin products when capacity is an issue or poor

forecasting drives those choices.

Effect of various reaction strategies:

In our analysis the reaction strategies now practiced at Digital Serhiéonductor were taken
as a given. Thus, for example, when a backlog of part was created because of a poor
forecast, new parts were released immediately. We took these material release rules as
given because we wanted to understand the current costs of poor forecasts. However, a

~ rigorous analysis of the effect of these various reaction strategies would yield an
understanding of which one is most appropriate for Digital Semiconductor to its strategic
objective while minimizing the overall cost of doing so. A general understanding of

which strategies would be most cost effective can be carried out with the model
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- developed in this thesis. Specifically, a study of added inventory vs. more frequent

expediting would be appropriate.

Cost 'Inodelingv" v' |

Ideally, a model of the cost of capacrty, mventory and service level should be
superimposed upon the model developed for this the51s Such a cost model would y1eld
some ms1ghts as to the accounting costs of many of the practlces and tradeoff presented in
this thesis. The current ana1y51s remained at the level of parts and percent capacrty, not at

the accounting. level

6.4 Conclusions

In conclusion, this thesis showed that the costs of current poot fereeasting are Signifieant
both in terms of the addedninventory and the added capacity that is required to meet
customer service levels and lead times. Further, these costs can be sngmflcantly reduced
through the reengmeerm g of the forecastmg process to make it s1mp1er more rigorous
and more focused. Further, the model developed in this paper was able to prove that there
are many complex tradeoffs among the various costs of forecast i inaccuracy that are
possible These tradeoffs can limit the total costs of forecast error. Further, understanding
these costs enables managers to make tactical choices and weigh the effect of these

choxces on the various elements of the supp]y chain.
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