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Abstract

Supercritical water oxidation (SCWO) is a process which runs at 250 bar and 400-
600° C to effect rapid and complete destruction of aqueous organics. The SCWO
process streams are very corrosive and pose a materials performance challenge to
even noble metals and the most advanced alloys.

Corrosion in chlorinated, acidic streams at transitional temperatures (100-400° C)
in a Hastelloy C-276 tube is examined through post-failure analysis and controlled ex-
posure experiments. Dealloying and intergranular corrosion were observed. Dealloy-
ing rate was found to be strongly correllated with temperature and dielectric constant.
Intergranular corrosion behavior was found to be affected by the alloy hardness.

In order to understand the fundamental chemistry of localized chloride-assisted
corrosion initiation, a density-functional calculation of CroO; was performed and
validated against experimental data. The (0001) surface of a-Cr,O3 was computed
and found to experience strong relaxations in the terminal oxygens. The surface was
found to be susceptible to attack by electron-rich species; this might be defeated by
p-doping the oxide. Further, the chemically relevant states at the surface assumed a
ferromagnetic order. Effects of a variable dielectric medium upon the chemistry of
the surface were assessed for the bare surface and adsorption of H and Cl.
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Chapter 1

Introduction—Supercritical Water
Oxidation (SCWOQO) and the

Corrosion Challenge

1.1 Background on Supercritical Water Oxidation

Properties of water in the critical region. Pure water has a critical point
at 374°C and 221 bar. Near this critical point water has a large heat capacity,
typically 2 to 6 times that of liquid water, and its isothermal compressibility is very
large (= 0.04 bar~!). In this region, the solvation properties of water also change
dramatically—correlating directly with density changes that are sensitive to pressure
and temperature.! For example, at 250 bar, sodium chloride is very soluble (37 wt%)
at 25°C, but at 550° C the solubility is only 120 ppm. Water’s ability to shield
charge diminishes as its dielectric constant decreases from 80 at ambient conditions
to approximately 2 at 250 bar and 400° C. Conversely, in the critical region, non-polar
compounds and non-condensible gases become soluble. For example, benzene above
300° C and 250 bar is completely miscible in water over all concentrations (Rebert
and Kayv 1959; Connolly 1966). Gases such as oxygen (Japas and Franck 1985a),
nitrogen (Japas and Franck 1985b), carbon dioxide (Mather and Franck 1992), and
even methane (Krader and Franck 1987) are also completely soluble in supercritical
water. With these solvation characteristics, supercritical water is an excellent medium

! Although the supercritical solutions discussed in this thesis are multicomponent systems, fre-
quently with properties that significantly deviate from the pure-water case, the term “critical
point” used in this thesis always refers to pure water conditions to provide a constant frame of
reference.

13



to carry out oxidation of organics contained in aqueous waste streams.

Destruction efficiency. Supeicritical water oxidation (SCWO) systems provide
high destruction efficiencies for orgarics within short residence times. Typical de-
struction and removal efficiencies (DRE) can exceed 99.999% for normal operat-
ing conditions of 250 bar, 600° C, and residence times of 80 seconds or less. These
DRE levels meet requirements for destruction of EPA-controlled substances and DOD
chemical weapons stocks. A SCWO system is entirely self-contained, allowing for cap-
ture and storage of reaction products for analysis and further treatment, if necessary.
Under normal operating conditions, hydrocarbons are converted to carbon dioxide
and water. Although carbon dioxide is a greenhouse gas, it can be recovered at pres-
sure and liquefied for reuse or sequestration. Heteroatoms such as phosphorus and
sulfur react to form to phosphate and sulfate anions, which, depending on pH control,
will remain as their respective acids, or, if neutralized, may precipitate at supercritical
conditions as solid salts (such as NaCl and Na;SO, when NaOH is used). Nitrogen
heteroatoms are abstracted to form primarily Ny, with trace amounts of N,O, but not
NOy, which forms under higher temperature conditions (Webley et al. 1991; Webley
et al. 1990; Webley 1990).

1.1.1 Applications of SCWO

Environmental Protection Agency (EPA) regulated wastes. Dilute aqueous
wastes containing organic residues can be effectively treated using SCWO to accept-
able destruction and removal efficiency (DRE) levels for a wide range of toxic com-
pounds, from low-molecular-weight solvents (such as methanol, methylene chloride,
and trichloroethylene), to common aromatics (such as benzene, toluene, and phenol),
to high-molecular-weight polycyclic aromatics (such as polychlorinated biphenyls).

NASA human waste treatment. NASA has investigated SCWO for use in reme-
diating biomass and human metabolic waste for long-term space flight. As resources
in space are scarce, and payload size and weight is critical, it becomes necessary for
spacecraft personnel to quickly and efficiently treat and recycle cellulosic metabolic
waste materials which would normally be remediated on a longer time scale by the
Earth’s ecosystem. SCWO has been shown to be effective in oxidizing cellulosic
biomass and urine {Webley et al. 1990).

14



Department of Defense (DOD) chemical demilitarization. The chemical
weapons stockpile of the United States has been targeted for destruction. To this
end, various technologies for hazardous waste destruction are under evaluation for
feasibility, reliability, and cost-effectiveness. Among these are SCWO, incineration,
molten metal treatment, electrochemical oxidation, and flash photolysis. The chem-
ical weapons stockpile presents a considerable challenge to SCWO in terms of oper-
ational logistics, as the chemical agents are frequently transported in non-toxic form
as “hydrolysate,” which is a hydrolyzed form of the agent formed by reaction with
sodium hydroxide. This detoxification process dramatically increases the pH, which
also changes the corrosion regime, and could have a major impact on the treatment
process selected. Further such agents as mustard gas? and VX3 contain sulfur, chlo-
rine, and phosphorus heteroatoms, which will produce H,SO,4, NaCl, and NazgPO, in
the product stream.

Department of Energy (DOE) mixed waste remediation. The DOE is con-
sidering SCWO as an option for removing the organic components of mixed low-level
radioactive wastes (MLLW). As the inorganic components, which harbor the ma-
jority of the radioactivity, are sparingly soluble in supercritical water, the SCWO
process lends itself naturally to separation of the radioactive inorganic components,
while simultaneously mineralizing all organic components to CO,, H,O, and N, and
acid products for any heteroatoms present, for example HCl, H,SO,4, and H3POs.

Commercial SCWO and Competing Technologies. SCWO has recently gone
commercial. In 1994, EcoWaste Technologies (Austin, TX) successfully used SCWO
to treat wastewater sludges. General Atomics acquired the MODAR process (Natick,
MA) and has demonstrated that it can be used for the destruction of US DOD chemi-
cal weapons and solid rocket propellants. Japanese companies have also developed an
interest in SCWO: Organo and Hitachi are in the process of developing commercial
SCWO processes.

While incineration is the chief competitor to SCWO for concentrated wastes, other
waste treatment technologies target the same market. These include catalytic oxi-
dation, molten metal treatment, electrochemical oxidation, flash photolysis, and mi-
crobial degradation. SCWO is particularly well-suited to dilute aqueous wastes with

2 1,1’-thiobis[2-chloroethane].
3 Methylphosphonothioic acid S-[2-[bis(1-methylethyl)aminolethyl] O-ethyl ester.



total organic carbon (TOC) contents from 1 to 20 wt%, which are too concentrated
for absorptive (activated carbon) remediation and too dilute for effective incineration

or molten metal reforming.

1.1.2 Limitations of SCWO

Just as supercritical water oxidation is well-suited to rapid destruction of organic
compounds, the thermal environment of sub- and supercritical water is generally
too aggressive for most organic synthesis reactions. Notable exceptions are selective
hydrolysis reactions, and the Kolbe-Schmitt synthesis of carboxylic acids (Holliday
et al. 1997; Krammer et al. 1999). While the idea of a tunable solvent, in terms
of dielectric constant and density is attractive from the point of reaction kinetics
optimization for rate and selectivity, the critical temperature for water is 374°C.
As many organic compounds oxidize or hydrolyze readily at such temperatures, the
scope of organic reactants for which this is a viable synthesis medium is very limited.
The high pressures needed also are a drawback in that pumping power requirements
and system containment are important concerns for SCWO to meet operability and
economic criteria as a waste treatment option.

1.2 Overview

1.2.1 Process Equipment and Flowsheets

A typical SCWO system, as depicted in Figure 1-1, begins with two or three feed
streams—an oxidizer stream, an organic stream (the destruction target), and possibly
an auxiliary fuel stream. Usually these feed streams are brought up to pressure
separatelv, and preheated separately. Reactant streams proceed to the reactor, which
may be either a vessel reactor or continuously fed stirred-tank reactor (CSTR), or a

tubular, plug-flow type reactor (PFR).

CSTR. The vessel and continuous stirred-tank reactors have prolate vertical aspect
ratios. They employ two major temperature zones which are designed to facil-
itate solids handling and mitigate corrosion. The top zone is the hot reaction
zone, which operates isobarically at supercritical pressures with temperatures
ranging from 400-650° C. Most of the oxidation takes place in this top zone,
producing mainly CO, and H»O. The large differences in local fluid density
(which depend strongly on temperature and concentration) drive the mixing;
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Figure 1-1 General process flowsheet for supercritical water oxidation showing major
process steps and relevant areas of research.
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the buoyancy forces create substantial convective transport rates. Depending
on the pH of the feed streams, heteroatoms such as P and S which oxidize in
the hot zone (to PO}~ and SO3~), can either precipitate out as salts, for ex-
ample, NaySQy, or persist as acids, such as HoSO,4. Solid precipitates settle
into the lower, cooler zone, while lower-density fluid-phase products are carried
upwards through an exhaust port. The lower zone is a cool zone in which a
dense brine, liquid-like phase, redissolves the salt which precipitated in the up-
per (hot) reaction zone. The brine phase is normally continuously removed to
prevent crystallization of salt on the reactor walls.

PFR. The plug-flow reactor serves the same purpose as the CSTR, but is generally
a very long small-diameter tube. Rather than having different temperature
zones in the PFR, solids management is controlled by fluid velocity. The linear
velocity of the fluid is always kept above that which is required to suspend any
resultant crystals in a slurry. In some schemes mechanical action is used to
enhance re-entrainment and to remove any sticky salt deposits that may have
deposited on surface. In a newer design (LaJeunesse et al. 1997; Haroldsen
et al. 1996), the reactor is fitted with small jets that transpire water through
the reactor wall to create a boundary layer of relatively pure water to prevent
attack from aggressive species and/or precipitation of sticky salts.

Leaving the reactor, the fluid phase products reject their entrained solids, cool
down and de-pressurize. Often heat recuperation or integration is used, where hot
product effluent is cooled by incoming reactant streams to preheat the feed to reaction
conditions. Such heat integration reduces the required heating value of the target
waste fed to be self-sustaining. This autogenic condition corresponds to a state where
the net heat of combustion per unit feed produces enough thermal energy to sustain -
the reaction without additional heating.

In certain applications, the process reactor is placed in a deep well with the re-
action zone at the bottom of the well, where supercritical pressures exist due to the
hydraulic gradient. This configuration has the advantage that the pumping power
requirements are much less than for SCWO plants located on this surface.

Each portion of the flow sheet in Figure 1-1 is connected to one or more areas of

research:

Feed preparation and pressurization. While the feed streams may seem inher-
ently simple to handle, it is often necessary to estimate the fuel value of the tar-
get waste. Additionally, there is the strategy of pH control, which requires anal-
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ysis of the feed for halogens, sulfur, and phosphorus; a corresponding amount
of neutralizing agent may be added to the feed to promote effluent neutrality.
There are also different methods of obtaining high concentrations of oxygen
in the feed—using a pure oxygen feed is one, but another is using hydrogen
peroxide, which catalytically decomposes to O, and water (Croiset et al. 1997).

Heat exchangers. The heat exchangers must endure thermal and mechanical (pres-
sure) lead cycling, and are commonly the site of the most aggressive local-
ized corrosion in the system. Current research aims to identify thermodynamic
(T, P, z;) conditions which promote corrosion initiation in the preheater sec-

tions under acidic conditions.

Reactor. Upon entering the reactor, the feed streams mix. As mixing time is an
important parameter in determining reaction effectiveness, quantitative charac-
terization of mixing rates has been conducted (Phenix et al. 1999). In addition,
reaction kinetics measurements have also been performed to determine over-
all “global” reaction rate expressions and to characterize reaction networks to
illustrate how more rate-limiting or “refractory” compounds are produced as
intermediates from the faster initial oxidation and/or hydrolysis of more labile
compounds. The reactor is also an area in which the kinetics of corrosion are
very relevant. General corrosion rates in the reactor have been observed at rates
up to 750 mpy for Hastelloy C-276 and Inconel 625. Corrosion can also be ag-
gravated by salt precipitation, which as a deposit can promote crevice corrosion,
or when entrained can cause erosion-corrosion or flow-assisted-corrosion (FAC).

1.2.2 Critical Engineering Issues Affecting Development

Key engineering issues affecting the commercial development of SCWO technology
include salt and solids management, knowledge of reaction rates, and materials per-

formance.

Salt and solids management. Many of the feed stocks for SCWO produce insol-
uble salts. Corrosion and metal atoms in the feed stream can also produce insoluble
oxides. While the oxides can be entrained by control of fiuid velocity near process
surfaces, the salts are often very sticky, and tend to adhere to reactor walls and block
the process streams (Hong et al. 1995). Further, these entrained solids can cause
erosion of process piping and valves.
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Reaction rates. Fluid density and solvent effects such as molecular-scale clustering
can play a major role in determining reaction rates. Solution pH, a parameter often
used in predicting and controlling corrosion, becomes difficult to measure or even
define, as the ionic disscciation constant of water plunges near the critical point of
water (Marshall and Franck 1981). Water’s dielectric constant, highly tunable in the
critical region (Uematsu and Franck 1980), determines the ability of the medium to
support polarized transition states, and therefore to support ionic reactions or reac-
tions in which transition states have a large dipole moment. Whereas ionic reactions
are supported at 250 bar and T'<300° C, at 250 bar and above 450° C free-radical
reactions are preferred. With the high water densities at 500 bar it is expected that
ionic reactions are again a major reaction pathway for all temperatures.

Materials performance. General corrosion or “wastage” occurs in the main re-
actor when an aggressive feed stocks (containing S, P, and halogen atoms) are en-
countered. Corrosion-resistant alloys such as Inconel 625 and Hastelloy C-276 have
been observed to corrode at a rate of 740-750 mpy (18.8-19.0 mm/y) (Mittoi: et al.
1995). Worse, however, is the localized corrosion observed in the heat exchangers
used for preheating and cooling of process streams. Localized attack, such as stress
corrosion cracking (SCC) is difficult to detect because the amount of material lost is
small. Stress corrosion cracking accelerates in a preferred direction and is isolated to
localized sites, and so can quickly cause through-wall failure.

1.2.3 Fundamental and Applied Research

SCWO technology provides an opportunity for significant process improvement uti-
lizing insights obtained from both fundamental and applied research. Reactor and
process design technology of SCWO systems is still hindered by the sparsity of ther-
modynamic data for hydrothermal aqueous and supercritical solutions of salts and
metal oxides and hydroxides. A more fundamental understanding of the fluid me-
chanics and mass and heat transfer in such systems would aid in development of
mixing strategies as well as the resolution of many key solids-deposition and entrain-
ment issues. Mixing effects can be critical for optimal reaction and residence time:
vessel reactors rely on convective transport to homogenize the reaction mixture, but
required residence times could be reduced if the manner in which the reactants are
mixed as they enter the reaction vessel were optimized (e.g., using jet-impingement
mixing). A combined knowledge of heat transfer, natural and forced flows, fluid
mixing and diffusion rates, and salt solubility/deposition is required to prevent salt

20



fouling of heat exchange surfaces.

Detailed molecular-level understanding of the reaction kinetics for the limiting re-
actions for a particular feed stock may lead to the development of reactors whose size
and shape are specifically optimized for high ccnversion with proper solids handling
appropriate to its task. Knowledge of the water chemistry produced by this feed
stock and its products, in conjunction with an understanding of the thermodynamic
stability limits of the reactor material (or its protective surface layer) will allow pro-
cess designers to select materials based on cost, containment and safety criteria for
specific applications. Such kinetic and thermodynamic factors ultimately depend on
molecular-level interactions between the solvent and solute. Thus improved under-
standing of these phenomena will augment the experimental criteria currently used
to select equipment and set system design parameters.

1.3 Engineering Issues and Technical Challenges

1.3.1 Water Chemistry

Behavior of K, and D,. Self-dissociation behavior (indicated by the magnitude
of K,,) and dielectric strength (D; = €/¢o) drop off markedly in water at supercritical
pressures as temperatures approach and exceeds the critical point. As shown in
Figure 1-2 for example, at 250 bar, the dielectric strength of water drops from 80
at 25° C to less than 2 above 450° C. Also at 250 bar, pK,, ranges from 14 at 25°C
to approximately 22 at 450° C—an eight order of magnitude change in the molal ion
product K,, = [H*][OH™] of water.

Aqueous chemistry and electrochemistry in SCW. Molecular simulations of
solutions performed by Johnston et al., investigate the pH and dissociation of boric
and sulfuric acids at supercritical conditions (Wofford et al. 1998; Xiang et al. 1996).
This work has yet to be experimentally verified. Research continues for development
of electrodes for electrochemical parameters in hydrothermal and supercritical water
(Lvov and Macdonald 1997; Ding and Seyfried 1996), but the techniques have not
been developed to a degree such that they are used widely. Work by Bard and co-
workers has overcome numerous technical challenges {e.g., corrosion, electrode design)
to explore some high-pressure electrochemistry of hydroquinone and iodide (Liu et al.
1997). At temperatures up to 385° C, this work not only prcduced some measurements
for diffusion coefficients in near- and supercritical water, but also provided insight into
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Figure 1-2 Ion product K, and dielectric constant D; of pure water at 250 bar. From
Uematsu and Franck (1980) using Haar et al. (1984).

the redox behavior of iodine and hydroquinone. From the magnitude of their diffusion
coefficients, aqueous ions were found to exhibit normal Stokes-Einstein behavior.

Hydrogen bonding. Another aspect of water that is markedly different at hy-
drothermal and supercritical conditions is hydrogen bonding (Gorbaty and Kalinichev
1995; Mizan et al. 1995; Chialvo et al. 1996; Chialvo and Cummings 1996; Mizan et al.
1996a; Mizan et al. 1996b; Bellissent-Funel et al. 1997; Ikushima 1997; Kalinichev and
Bass 1997; Botti et al. 1998; Gorbaty and Gupta 1998; Ikushima et al. 1998). Fig-
ure 1-3 shows radial distribution functions for a 21 wt% aqueous brine solution for
temperatures spanning 177-427° C under 250 bar of pressure. Radial distribution
functions (RDF’s, expressed mathematically as g(r)) express the local density of a
“target” species at a certain distance r from the “source” species. Figure 1-3(a) shows
the RDF for water and water while Figure 1-3(b) shows the RDF for Na* and Cl-
ions, as computed from molecular dynamics (see Reagan et al. (1999) for details).
Whereas room-temperature water has an RDF with many peaks, the structure of
hydrothermal and supercritical water has a less-well-defined structure.
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Figure 1-3 Water-water (a) and Na-Cl (b) radial distribution functions from a molecular
dynamics simulation of a 21 wt% NaCl-HO solution at 250 bar. Energy for water inter-
actions is computed using the simple point charge (SPC) intermolecular potential model
for pure water. Energy for interactions of the solvated ions is handled using 2 Huggins-
Mayer potential plus Coulombic and Lennard-Jones attraction potentials. From Reagan
et al. (1999).

1.3.2 Solution Thermodynamics

Equations of state. Equations of state which can predict the PVTz; behavior of
SCW solutions are needed to design and simulate process steps in SCWO. A volume-
translated, hard spheres, van der Waals equation of state was developed which ac-
curately captures the density behavior of dense liquid and supercritical fluid phases
(Kutney et al. 1997). Other, more complex equations of state are available, such as
the one developed by Anderko and Pitzer (1993) for the NaCl-H;O system. These
equations, which typically require fitting many adjustable parameters, have success-
fully been used to represent a large amount of data. The SCWO community has also
benefitted from the extensive work of geochemists, as much effort has gone into charac-
terizing ionic solutions at hydrothermal conditions (Shock and Helgeson 1988; Tanger
and Helgeson 1988). Recent efforts have discovered a marked similarity between the
Zeno line observed in high density PVT data with predictions from equations of state
and molecular dynamics simulations using an SPC-E water potential. The Zeno line
is a locus of points in density-temperature space for which the compressibility factor
(Z) of a fluid is again 1.0, similar to the ideal-gas state, except the densities and
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temperatures are far from ideal gas conditions. Numerical simulations predict the
observed experimental Zeno behavior as closely as, or in some instances, more closely
than other equations of state.

Molecular simulations. The simulation of dense NaCl brine solutions at near-
and supercritical conditions using Monte Carlo and molecular dynamics techniques
has been an active area in one research group at MIT. The major interest lies in
exploring whether relatively simple intermolecular potential models for ion-ion and
water-ion interactions can predict complex phase equilibria such as mixture critical
points, phase transformations, and solid salt formation in supercritical water (Reagan
et al. 1999). Figure 1-3(b) shows a typical RDF for Na—Cl at 250 bar and 177-377°C,
where the growth in the initial peak indicates a strong tendency towards ion pair
formation as temperature increases.

1.3.3 Chemical Kinetics

Experimental methods. Several groups perform kinetics experiments on model
compounds in isothermal, isobaric plug flow reactors (PFR) (Tester et al. 1991; Web-
ley et al. 1991; Webley and Tester 1991; Holgate and Tester 1993; Tester et al. 1993;
Holgate and Tester 1994; Rice et al. 1994; Brock and Savage 1995; Brock et al. 1996;
Hanush et ol 1996). The MIT group has extensively used a PFR reactor system
shown in Figure 1-4. Two feed streams, an aqueous oxygen stream and an aqueous
model-compound-containing stream, flow through separate preheaters into a mixing
tee, where the plug flow reactor begins. The preheaters and the tee are made of
Hastelloy C-276 and the PFR is made of Inconel 625. The preheaters and the reactor
(each coiled) are heated by immersion in a heated fluidized sand bath. After the
reactor, flow proceeds to a shell-and-tube cool-down heat exchanger, then to a back-
pressure regulator, and finally on to separators and analytical equipment. Kinetics
measurements using this apparatus are restricted to conditions in which the reactants
are dilute enough that the reacting stream does not deviate measurably from isother-
mal conditions. Oxygen concentrations are limited either by the amount of hydrogen
peroxide added into the feed stream, as the H,O, catalytically decomposes to O
and water, or in other configurations that use a O, saturator, with concentrations
set by the Henry’s Law equilibrium of O, at various pressures over water at room
temperature (Webley and Tester 1991).
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Figure 1-4 Bench-scale apparatus for kinetic studies of hydrolysis and oxidation in a
tubular PFR reactor system (Holgate and Tester 1993; Webley 1990; Phenix 1998; Marrone

1998; DiNaro 1999).
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Figure 1-5 Arrhenius behavior of assumed-first-order oxidation rate constants for several
model compounds in supercritical water.

Experiments. Kinetic measurements have been performed at MIT under condi-
tions of controlled temperature, residence time, composition, pressure, and density
(and, for catalytic effects, surface-to-volume ratio of reactor material Inconel 625)
for various compounds, including benzene, methanol, pherol, glucose, acetic acid,
ammonia, carbon monoxide, hydrogen, MTBE, methylene chloride, and thiodiglycol
(Webley et al. 1991; Webley and Tester 1991; Tester et al. 1991; Holgate and Tester
1993; Tester et al. 1993; Holgate and Tester 1994; DiNaro et al. 1999; Tayloer and
Tester 1999; Salvatierra et al. 1999). Figure 1-5 illustrates the Arrhenius behavior of
first-order rate constants for several model compounds.

Elsewhere, numerous other oxidation kinetics studies have been performed, in-
cluding studies of phenol (Oshima et al. 1998); alkyl aromatics (Holliday et al. 1998);
pulp and paper mill sludge (Blaney et al. 1996); methanol (MeOH), phenol (PhOH),
methylethylketone (MEK), ethylene glycol (EG), acetic acid (HOAc), methylene chlo-
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ride (CH,Cl,), 1,1,1-trichloroethane (C2H3Cl3), ethanol (EtOH), and n-propanol (n-
PrOH) (Croiset and Rice 1998); HOAc, NH; (Lee et al. 1996); TrimSol (Garcia 1996);
2,4-dichlorophenol (Lin et al. 1998); p-nitroaniline (Lee et al. 1997); isopropyl alcohol
(Hunter et al. 1996); methane to MeOH (Lee and Foster 1996); GB, VX, mustard
(Downey et al. 1995); and hydroquinone (Thammanayakatip et al. 1998). While
many of the initial kinetics investigations were studies of global destruction rates of
target waste mixtures (such as sludges, solid rocket propellants, and chemical weapons
agents), later studies tended to focus mostly on single model compounds under very
narrowly controlled reaction conditions.

The model compounds chosen are those which are more refractory, and thus rate-
limiting, in the overall oxidation process, and include benzene, acetic acid, formalde-
hyde, methane, and ammonia, and their related products hydrogen and caroon mon-
oxide. Specific attention is given to the extent of catalytic effect exerted by the reactor
walls (often Inconel 625 or Hastelloy C-276), the determination of global rate laws,
and chemical pathways for hydrolysis and oxidation.

Kinetics modeling. Oxidation reactions at high temperatures are often modeled
using traditional combustion free-radical reaction networks. This approach has been
adapted to model oxidation at the high densities in SCWO systems. In particular,
reactions between water and related free radicals are now very significant, as water
is the primary third-body collider. Also radical quenching can be important.

A key issue in practical free-radical modeling is determining which of the hun-
dreds of plausible reactions are important in terms of capturing the behavior of the
reaction system. In addition, developing a quantitative appreciation for the effects of
uncertainties in specified elementary reaction rate constants and thermochemistry on
global oxidation rates is crucial.

Often at SCW conditions the data needed to support free-radicai modeling are
incomplete, making quantitative predictions untractable. Nonetheless, fundamental
knowledge of the reaction system can be of great value in providing estimates. An
alternative approach is to consider lumped macroscopic reaction steps. A case in
point is the Sy2 hydrolysis reaction of methlyene chloride with water, where the only
previous experimental data was limited to conditions at 80 to 150° C in liquid water
(Fells and Moelwyn-Hughes 1958). When these data were extrapolated to supercrit-
ical conditions, there was a wide disparity with new experimental data. As will be
explained below, this disagreement between extrapolated and measured reaction rates
is the direct result of a change in the medium properties, and can be quantitatively
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described with theory developed by Kirkwood (1934).

Effects of medium. Hydrolysis and oxidation reactions are sensitive to the den-
sity of their molecular environment. The effectiveness of intermolecular interactions
between the solvent and reactants influences the rates of both hydrolysis and oxida-
tion reactions. In order to resolve the aforementioned disparities between measured
CH,Cl, hydrolysis rates and extrapolations from published data, the effect of changes
in solvent properties was investigated. Theory developed much earlier by Kirkwood
(1934) relates the Gibbs free energy of activation (used in conventional transition state
theory) to the radii and dipole moments of the transition state complex, reactants,
and products, and to the solvent’s dielectric constant. Estimates for the transition
state dipole moment and radizs were then derived by computing the transition state
charge density distribution using ab initio methods (Marrone et al. 1998; Marrone
1998). By compensating for the effect of the medium on the free energy of the reac-
tion transition state, the disparity between measured and predicted hydrolysis rates
based on extrapolating low-temperature rate data was resolved.

In a more rigorous study, Tester et al. (1998) place the electron density distribution
of the transition state (from the previous ab initio study) into a molecular dynamics
simulation using SPC water molecules. Here an averaged inhomogeneous dielectric
structure of the fluid can be approximated rather than assuming a constant dielectric
environment for the medium. Another similar study was pursued by Pomelli and
Tomasi (1997) focusing on methyl chloride (CH3Cl), which made extensive use of
quantum mechanical methods.

Another consideration is the role of the reactor materials themselves on reactions,
which might either catalyze or poison the reactions. Investigations of Webley et al.
(1991), Webley and Tester (1991), and Holgate and Tester (1993) compared results
from Inconel 625 plug-flow and packed-bed reactors to show that ammonia oxidation
is sensitive to the extra surface area in the packed bed, while methanol and methane
oxidation rates were independent of surface area effects over this range. Holgate, using
the same apparatus, later showed that CO and H, oxidation is slowed slightly by the
extra metal surface area, probably through termination of free-radical species (see
Holgate (1993), Holgate and Tester (1993), and Holgate and Tester (1994) for details).
Later, work of Salvatierra et al. (1999) determined that reactions with CHyCl; are
neither catalyzed nor poisoned by the Inconel 625 reactor surface.
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Figure 1-6 Potassium sulfate (K2SOy4) salt deposits. These deposits formed at supercrit-
ical conditions (T > 374° C, P = 250 bar) in laminar flow from a 4 wt% K2SO4 solution.
From Hodes (1998).

1.3.4 Macrotransport Rates

Salt deposition. Metal oxides and salts are two main categories of insoluble in-
organic compounds which are produced during SCWO. The metal oxides come both
from the feed stream, which may contain metals, or from the reactor wall, where
corrosion has taken place, and the oxide has become detached. These solid metal
oxides are generally brittle and relatively inert chemically and are easily entrained in
the process stream (particularly in PFR type systems). The salts, in contrast, can be
very sticky, and under prevailing supercritical process conditions are relatively insol-
uble (Hong et al. 1995). These sticky salts can hinder heat transfer, harbor corrosive
agents, and tend to aggregate and obstruct flow.

An MIT-NIST collaboration (Hodes et al. 1997; Hodes 1998) focused on describing
the deposition of salt in supercritical water under simulated SCWO process condi-
tions. Experiments at NIST examined the behavior of an immersed, heated cylinder
exposed to a constant flow of salt-containing supercritical water to study salt depo-
sition on a surface (see Figure 1-6). Here deposition kinetics and morphology were
quantitatively related to diffusion and convective transport phenomena.

29



Diffusion and mixing. In a separate study, M. Kutney, K. Smith and J. Tester are
working with D. Cory of MIT’s Francis Bitter Magnet Laboratory to explore the use of
NMR to quantitatively capture molecular and bulk fluid motion in supercritical water
solutions. This method has the advantage that it is completely non-intrusive. Using
a gradient-field pulsed-NMR approach, an electromagnetic signature is assigned to
the water molecules in arbitrarily thin cross sections of a control volume at an initial
time. These signatures are tracked as time evolves in order to measure the rate of
displacement to determine molecular diffusivities or fluid velocities in a 2-D cross
section.

1.3.5 Materials Performance

In general, the materials of construction for SCWO systems (especially in critical
components such as the reactor, salt separator, preheater, and heat recovery units)
must be able to withstand high temperatures, high pressures, and corrosive process
streams. Heat transfer media must additionally be able to withstand the thermal
stresses induced by large temperature changes. Proper selection of materials, from
both performance-oriented and economical points of view, requires an understanding
of the rates and mechanisms of corrosion and erosion, and how adaptations in the
process conditions may be able to sustain materials performance at acceptable levels.

General corrosion / wastage. In the presence of more “aggressive” feed stocks
(i.e., compounds containing halogens, sulfur, and/or phosphorus), significant general
corrosion occurs (Garcia and Mizia 1995). During corrosion tests at MODAR (now
General Atomics) using a halogenated mixed solvent, TrimSol, as the feed stock,
Mitton et al. (1995) exposed coupons of various alloys to the environment for 66.2
hours. High general corrosion rates were found, e.g., 2000 mpy (50.8 mm/y) for
316L, 740 to 750 mpy (18.8 to 19.0 mm/y) for Inconel 625 and Hastelloy C-276.
Metallurgical and electrochemical analysis of these coupons indicates that a thick
but non-protective oxide layer was generated in this highly oxidizing, chlorinated
environment, in which much intergranular corrosion was also observed (Mitton et al.
1999). Ceramics are not immune to attack, either. Research of Boukis et al. (Boukis
et al. 1997; Schacht et al. 1997; Schacht et al. 1998) investigates corrosion of zirconia
ceramics in the presence of mineral acids, and le Clercq (1996) describes attack of
supercritical sea water on an alumina-lined reactor.

With sufficient thermodynamic data, proper materials selection for SCWO sys-
tems may be assisted by using Pourbaix diagrams to identify conditions commensurate
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with corrosion or oxide-film passivation. To produce Pourbaix diagrams of SCWO
systems, we must extend thermodynamic data into higher temperature and pressure
regimes. Huang et al. (1989) derive methods for such extensions, and identify the
requirement for heat capacity data (for entropy contribution) and enthalpy data (ex-
plicitly or using heat capacity, thermal expansivity and isothermal compressibility)
in order to obtain the free energy change of reaction at hydrothermal temperatures
and pressures. Kriksunov and Macdonald (1995b) combine this approach with the
HKF equation of state (Anderko and Pitzer 1993; Shock and Helgeson 1988; Tanger
and Helgeson 1988) to more accurately determine the Pourbaix diagram for metals
in SCW. See Section 3.4 for more on equations of state.

Localized Corrosion. It has been generally noted that the worst corrosion in
SCWO systems occurs in the heat exchangers, where the fluid is hot but subcritical
and can sustain ionic reactions (Mitton et al. 1996; Garcia and Mizia 1995; Peters
1996; Hong 1995). In the heat exchangers, the dominant mode of corrosion observed is
localized, usually as stress corrosion cracking. Mitton et al. (1996) examined multiple
through-wall preheater failures generated during the MIT group’s CH,Cl,-related
experiments. As these failures occurred in hot acidified streams containing HCI,
pH and water chemistry control was recommended. Localized corrosion is difficult
to detect and quantify, as only a very small amount of material is actually removed
before the process piping is compromised—but due to locally accelerated rates, failure
can occur very rapidly.

Erosion. Entrained solids (oxides, salts) can erode process piping, particularly at
bends, valves, and other discontinuities. These effects are exacerbated when the
materials of construction obtain their corrosion resistance by maintaining a passive
layer, as this will be the first component to erode—continually providing a fresh metal
surface for oxidation.

1.4 Research Needs

1.4.1 Density Effects on Reaction Rates/Mechanisms

Density of the medium may have a strong effect on chemical reaction rates, not only
by concentration of specific reactants in the system, but also through changes in
dielectric constant and therefore the ability of the medium to sustain dipoles and/or
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ionic charge separations. Another density effect is that of the water medium as a “third
body” for reactions, which in conjunction with molecular cage effects would promote
deactivation of active species (Holgate and Tester 1994; DiNaro 1999). Also, under
SCWO conditions, water itself is a reactant, and as such can contribute significantly
to the free-radical pool, and will promote reactions which require water or consume
water reaction by-products.

1.4.2 Electrochemical Data for Hydrothermal Salt Solutions,
P>25 MPa and T>300°C

By obtaining and using data and/or equations of state for conditions above 300° C,
Pourbaix diagrams relevant to SCWO systems can be generated which would vastly
expedite the selection of proper combinations of materials and water chemistries for
best materials performance. Work by MacDonald et al. (Kriksunov and Macdonald
1995a; Kriksunov and Macdonald 1995b; Kriksunov and Macdonald 1997), uses the
data of Helgeson et al. (Shock and Helgeson 1988; Tanger and Helgeson 1988; Anderko
and Pitzer 1993)%, from the HKF equation of state for hydrothermal systems, to
predict the Pourbaix diagram for iron above 300° C, without requiring approximations
such as the Criss-Cobble entropy correspondence principle (Criss and Cobble 1964).

The majority of the corrosion data for high pressure steam systems exist for tem-
peratures below 300° C. To this end, there is a need for widely available pH and ref-
erence electrode technology (Kriksunov et al. 1994; Sunkara et al. 1996; Eklund et al.
1997; Liu et al. 1997; Lvov and Macdonald 1997) which can continually withstand
SCW operational conditions. Once more widely available, electrochemical impedance
spectroscopy and other modern tools of electrochemistry can be used to map out
the stabilities of various materials under a wide range of operating conditions and

chemistries.

1.4.3 Pourbaix Diagrams for Alloys

The majority of Pourbaix diagrams available are for single-element systems at near-
ambient temperatures. As a first approximation, a pseudo-pure component approach
can be applied to multicomponent alloys, but the properties of atoms in alloys are
most often different from pure compcnent behavior. However, as yet there is no

4 The paper by Tanger and Helgeson (1988) is a revision of the HKF EOS.
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general work for Pourbaix diagrams which include non-ideal effects of alloying, such
as incorporating mode!ls for activity coefficients of the alloyed elements explicitly.

1.4.4 Molecular Modeling of Solvation, Corrosion Initiation,

and Metal-Ion Interactions.

Numerous molecular dynamics simulations have explored the fundamentals of ion
solvation (Johnston et al. 1995; Balbuena et al. 1996; Chialvo and Cummings 1996;
Chialvo et al. 1996; Biswas and Bagchi 1998; Reagan et al. 1999) and hydrogen bond-
ing (Mizan et al. 1995; Mizan et al. 1996a; Kalinichev and Bass 1997; Gorbaty and
Gupta 1998; Reagan et al. 1999) in supercritical water, and have in many cases been
able to provide semi-quantitative information regarding solvation structure, including
solvation and clustering in sub- and supercritical water (see Figure 1-3(b), for exam-
ple). But molecular modeling can be extended—for instance to examine transition
states for reactions other than CH,Cl, hydrolysis in various solvent environments for
detailed reaction modeling. A fuller understanding of solvation and solvent cage ef-
fects can be used in modeling the effectiveness of collisions between reacting species.
Further, for purposes of catalysis or corrosion modeling, models are needed which
take into account interactions between the aqueous ions and the metal reactor walls.

1.4.5 In-situ Process Diagnostics

Spectroscopy. Spectroscopy can be used to directly measure concentrations of re-
actants, and sizes and populations of particulate matter as well as to characterize
solvation dynamics, clustering and or structural changes induced by reactant-solvent
interactions. Steeper and Rice (1995) used Raman spectroscopy to measure concen-
trations of CHy, Oy, Ny, CO and CO; in situ during SCWO of methane. Johnston
and co-workers have used absorption spectra to probe pH in water at conditions of
approximately 350° C and 240 bar, using indicators such as 2-naphthol (Wofford et al.
1998). A broader extension of spectroscopic methods would benefit industrial appli-
cations by providing detailed data regarding the progress of the reaction, perhaps
changes in water chemistry relevant to corrosion control. Another relevant appli-
cation is determination of particle size distributions using dynamic light scattering
techniques. Such methods can be used to characterize nucleation and growth kinetics
of the insoluble species.
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Electrochemical noise analysis. Electrochemical noise analysis is being investi-
gated as a means to detect corrosion in situ (Sunkara et al. 1996; Liu et al. 1994). Such
analysis would provide a valuable tool from both a safety and operational standpoint,
as engineers could monitor systems continuously to assess corrosion effects. Other
descriptions of research needs can be found in Tester and Cline (1999), Tester et al.
(1991) and Peters (1996).

1.5 Summary

This chapter presents supercritical water oxidation and its subsidiary research re-
quirements and outlines the rationale for defining the objectives of this thesis. The
application of fundamental knowledge obtained from well-defined experiments and
from macro-transport and molecular modeling has had a direct impact on many as-
pects of process selection and performance enhancement, in, for example, salt and
solids handling. Clearly there is still much more to be gained by steering process
engineering science with knowledge of fundamental phenomena at a molecular Jevel
(Tester et al. 1991; Gloyna and Li 1995; Peters 1996; Macdonald 1997; Tester and
Cline 1999).

Of particular interest to the author are the problems of materials performance as
outlined in Section 1.3.5. Materials performance issues may have the greatest impact
upon the economic success of the technology, as it will directly affect the initial capital
outlay, the operating cost (in terms of both repairs and planned replacements), the
market (reactor may be tailored to certain feed streams), and safety engineering. Were
it not for the materials performance issues, the rapid chemical kinetics, the thermal
autogenicity of the system, and the self-contained nature of the SCWO system would
make this technology a clear winner. By fostering a fundamental understanding
of the chemistry and metallurgy of the system, new strategies® can be developed
and implemented to alleviate the economic burden of the now-mediocre materials

performance.

5 Example strategies used in other systems include materials tailored to the feed, new material
coatings or treatments, identification of crucial planned-replacement piping, cathodic protection,
anodic protection, sacrificial coupons, and water chemistry control.
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Chapter 2

Objectives and Approach

2.1 Corrosion Science in Supercritical Water

As observed in Chapter 1, supercritical water oxidation (SCWO) reactors and heat
exchange media are susceptible to severe corrosion in the presence of chlorinated feed
stocks.! Perhaps the most critical corrosion regime is the localized corrosion and stress
corrosion cracking (SCC) exhibited in the heat-exchange media (Mitton et al. 1996),
which is associated with HCl-containing streams at temperatures in the range of 290-
380° C. Figure 2-1 shows a through-wall failure produced in a bench-scale SCWO
preheater tube (0.010 in thick), when exposed to a feed of CH,Cl; and water for an
aggregate exposure time of 40 h. Such a failure represents an average penetration
rate of 2.2 in/y. Localized corrosion such as this speckles the surface with “pits,”
with the inter-pit spacing dependent on the material, the chloride concentration and
the oxidation potential. Local corrosion removes little actual metal, but insidiously
compromises the material structure such that sudden and catastrophic failure can
occur.

Still severe, but perhaps less dramatic, is the general corrosion which has been ob-
served at the higher temperatures and lower fluid densities (T >500° C, p <0.2 g/cc).
Inconel 625 and Hastelloy C-276 have been observed to corrode at rates of approxi-
mately 750 mpy under conditions of high oxidation potential and high chloride con-
centrations (see Section 1.3.5, page 30) during SCWO of TrimSol.? General corrosion

! Many of the candidates for SCWO treatment are chlorinated, so the capability to successfully
treat them is a process engineering objective.

2 TrimSol is a cutting fluid of proprietary composition used in nuclear applications; it contains
phosphates, chlorides and other aggressive species at high concentrations (e.g., [C17}=3000 ppm
in the SCWO reactor).
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Figure 2-1 A through-wall crack in a 1/16-in Hastelloy C-276 preheater tube exposed to
a feed of CH,Cl, for 40 h. The top of the photo is the inner surface of the tube, while the
outer surface is at the bottom. From Mitton et al. (1995).
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experienced during this exposure is significantly slower than the penetration rate
of the local corrosion, especially since the TrimSol system contained high levels of
other aggressive species (chlorides, phosphates, etc.). Here, the metal is still attacked
intergranularly, but with a broad and uniform penetration at high local rates.

Sections 2.1.1 and 2.1.2 below detail the mechanistic differences in the types of
corrosion. In the context of these corrosion mechanisms, the specific thesis research
objectives will then be introduced.

2.1.1 Localized Corrosion

Localized corrosion takes place upon passive-film-protected materials, and involves
local inhomogeneities in the passive oxide film (Jones 1996). Without a passive film,
corrosion reactions can occur across the metal uniformly. With a non-porous barrier
oxide (or other passive film) in place, the oxidation potential of a system can rise
without any subsequent oxidation—the metal is protected. In an electrochemical
system, when the film is somehow disrupted, the entire oxidative capacity of the
environment is focused on the tiny area at which bare metal is exposed. Because
the system is electrically continuous, the species in the environment are drawn to the
metal by the field caused by its electrical potential. In an electrochemical system,
the cathodic reaction and the anodic reaction are not necessarily adjacent, because
the current can flow through the conductive metal. In local corrosion, this leads to
a dramatic effect upon the current density because the tiny bare-metal site’s anodic
current must offset the cathodic current. Since the cathode area (which may, for
instance, include the passive film itself) is vast compared to the area of the exposed
bare metal, the current density at the exposed metal site is large, and the corrosion
rate there is, correspondingly, also very large. The resulting attack is deep and rapid,
producing a void or “pit” in the metal. This type of local electrochemical attack
requires that charge, in the form of ions, be carried through the aqueous medium.
Thus localized corrosion is generally associated with a relatively high polar-solvent
density. (See Jones (1982) for a review of iocal corrosion.)

2.1.2 General Corrosion

At lower water densities, a different form of corrosion is relevant: the general ox-
idative attack of the alloy. At these higher densities individual ions are generally
only sparingly soluble, because the dielectric strength of water is low (D, = ey <6),
making its solvation characteristics similar to an organic solvent. Instead of reacting
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with aqueous ions, the alloy reacts with oxygen (or other oxidizing species) directly,
transferring charge directly from reactants to products at the site of the heteroge-
neous reactions. Damage is caused at the surface of the alloy. For the reaction to
persist, its products (such as oxides or metal halides) must either porous, volatile,
or otherwise discontinuous. If a continuous, adherent, chemically resistant oxide film
develops atop the alloy, it will be protected from the corrosive environment.

2.1.3 Effect of Film Formation on Corrosion

The instantiation of either local or general corrosion is dependent on the solubility
and/or morphology of the metal oxides. If the oxide is porous, or if it does not adhere
well to the underlying metal matrix, then it may present little more than a diffusion
barrier between the bare metal and the environment. If the oxide is soluble, then
there is nothing to protect the metal at all. If the oxide is non-porous and adherent,
then the metal will be protected.

In an alloy, there is more than one element. This complicates the corrosion process,
as alloying elements may preferentially dissolve (dealloying). This potentially makes
the corrosion layer more complex, as it may be composed of any combination of
alloying elements, oxides or hydroxides of alloying elements, and perhaps voids where
other alloying elements have dissolved.

The corrosion problem in SCWO is very broad, and spans the full spectrum of
corrosion chemistry (from “wet” to “dry”). In all situations the metal is going to
be oxidized, although the consequences of the change in oxidation state vary based
upon the properties of the medium. It is thus the interplay between the material,
the corrosion products, and the environment which determine the corrosion rate and
mechanism, and it is this interplay which must come under scrutiny.

2.2 Focus

The entire interplay, of course, merits the work of many theses, and so the scope
of the investigation must be narrowed. This investigation of corrosion addresses in
essence two very basic problems: (1) the problem of not knowing when it occurs, and
(2) the problem of understanding the relationship between the immediate SCWO

environment and the commencement of corrosion.
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2.2.1 Defining Corrosion Conditions

“The Problem of Not Knowing When Corrosion Occurs”

To address this issue, one must experimentally observe corrosion in a (supercritical-
water + aggressive-agent)-containing system. Previous studies (see Section 1.3.5)
were chiefly of a lumped-effect design, in which the materials are exposed to multiple
aggressive agents simultaneously in order to screen for the best performers. This type
of experiment can very effectively sort materials based on overall performance, but in
the case of SCWO it must be noted that even the best performers had some serious
deficiencies. For instance, a protective layer of gold simply dissolved in an HCI-
containing stream at 24 MPa and temperatures of ~350° C (Boukis et al. 1996). The
lumped-effect type of exposure study does not, however, lend itself to any detailed
mechanistic interpretation, and thus its utility in suggesting a possible corrective

action is quite limited.

For example, consider a hypothetical metal M with passive film P. Unbeknownst
to the observer, aggressive agent X causes the film P to develop some abnor-
mal porosity, allowing aggressive agents Y and Z to attack M right through it.
Without isolating the effect of X, it might never be known that P is otherwise
impervious to Y and Z.

In the absence of a clear “winner” in the lumped-effect studies, there is much to be
gained by developing a fundamental and systematic understanding of the complex
interplay between the metals, their oxides, and the hydrothermal constituents. To
effect this, we must first start by examining the effect of one hydrothermal constituent
upon one material. Chapter 4 contains a detailed study of corrosion of Hastelloy C-276
by hydrothermal hydrochloric acid.

2.2.2 Understanding Environmental Influences

“The Problem of Understanding the Relation
Between the Immediate SCWO Environment

and the Commencement of Corrosion”

To address this topic requires some foreknowledge of the metal-water interface. SCWO
reactors provide a highly oxidizing environment, making it likely that oxides are
present atop the metal surfaces. It is not a priori obvious whether the oxides are
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protective or if in fact the oxygen can penetrate the oxide (via diffusion or a mechan-
ical defect) to the metal. On the other hand, the heat exchangers in SCWO systems,
which experience the severe localized corrosion, might be exposed to either oxidizing
or oxygen-depleted conditions. Usually, localized corrosion is observed only when
general corrosion is stifled, i.e., when a passive oxide film is present on the metal—
indicating that a passive film is present upon the heat exchanger material, at least in
the neighborhood of the localized attack.> With metal oxide being present in both
the reactor and in the heat exchangers, and furthermore with the oxide properties
being pivotal to the initiation of the very-dangerous localized corrosion, it is of the
broadest interest to study an interface with an oxide film.

Localized corrosion has been studied for many years by electrochemical means
(Jones 1996; Jones 1982), providing great insight on the chemistry which surrounds
the formation and propagation of pits and cracks. However, within this same litera-
ture there is vast disagreement as to the critical step of “initiation,” which precedes
the formation of the neo-pit (or neo-crack). While new advances in technology are
beginning to make atomic-resolution observation of an in situ passive film more ac-
cessible (McKrell and Galligan 1995), still it is forseeably difficult to observe and
characterize the actual initiation reaction as it takes place. The difficulty is greatly
magnified when it is compounded with the high-temperature and high-pressure con-
ditions of a hydrothermal water system.* With the key elements of a mechanistic
model for corrosion initiation still experimentally inaccessible, we must turn to a
more theoretically-based approach. Density functional theory is a tool developed
by Nobel laureate Walter Kohn (Hohenberg and Kohn 1964; Kohn and Sham 1965).
Both the complexity and applicability of the density functional model will be justified
in Chapters 5 and 6, where an ab initio description of the a-Cr,O3 (0001) surface
and its interactions with hydrogen and chlorine is presented.

3 It cannot be completely ruled out at this point, however, that the localized attack might simply
be a manifestation of metal inhomogeneities: differences in grain-boundary composition, or, in a
pure material, changes in the Fermi level at the grain boundaries, could incite an electrochemical
reaction which attacks the metal preferentially at the grain boundaries. This type of attack, how-
ever, is expected to rapidly excavate individual grains from the metal surface, causing observable
grain-shaped irregularities in the metal surface.

4 An interesting experiment would be to provide a room-temperature and pressure solvent with a
D, equivalent to supercritical water, and do an in situ AFM or STM study.
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2.3 Specific Research Objectives and Approach

The following are the specific objectives of the work, pertaining to the studies men-
tioned in Sections 2.2.1 and 2.2.2.

2.3.1 Experimental objectives

To design experiments which expose Hastelloy C-276 to hydrothermal HCI.
This apparatus is capable of making repeatable, safe, multiple-day exposures. The
instrumentation is also capable of sensing events and taking the proper corrective
action. Temperature and pressure data are logged. The experiment exposes pressure-
bearing tubing to the aggressive environment at a constant pressure and temperature
over a defined time period. The experiment uses Hastelley C-276 and HCI to take
advantage of a direct comparison with post-failure analyses (Marrone 1998; Mitton
et al. 1996).

To determine the temperature dependence of the corrosion phenomena. A
map of corrosion as a function of temperature for Hastelloy C-276 in an acidified non-
oxygenated SCWO system at = 246 bar is developed. This corrosion is characterized
in terms of its form, its chemistry/metallurgy, and its rate.

To further validate the heat transfer model used in kinetics studies. Ki-
netics measurements performed by Marrone (Marrone et al. 1998; Marrone et al.
1995; Marrone 1998) employ heat transfer models in order to determine the temper-
ature history of the fluid in his preheater tubing, and to back out the reaction rate
constant. The Marrone heat transfer computer model is modified to describe the ex-
periment designed for this work. The model is then compared to explicit temperature

measurements in this system.

To describe the corrosion phenomena in terms of thermodynamics, kinet-
ics, and mechanical variables. The corrosion susceptibility is expressed in terms
of the effects of the environment (such as temperature, changes in D, etc.) as well
as the materials properties‘(e. g.. grain size). The thermodynamic stability of the
species involved, as reported in the available literature, is compared with the phe-
nomena observed. A unified description of the corrosion susceptibility in terms of
thermodynamic variables is attempted.
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Another factor influencing the growth of cracks is the stress distribution in the
metal. Stress corrosion cracking (SCC) requires a susceptible material, a corrosive
environment, and stress. External stress is delivered to the point of a crack through
the geometry of the material (expressed through stress intensity factors) and through
the properties of the material and its microstructure. In particular, the grain size has
an influence on the yield stress of a material (Dieter 1986), and therefore its yield
curve. Overall, the stress at the crack tip is proportional to the tangential stress. The
tangential stress tends to pull the crack open, allowing the corrosion to proceed deeper
into the metal (Jones 1996). As the through-wall tube failures (page 42) occurred in
a load-bearing wall, the tangential stress is expected to be a factor in determining the
cracking rate. Thus, a peripheral output of this work is to examine the influence of
stress upon the cracking rate. Cracking is further complicated by dealloying behavior
(Sieradzki and Newman 1987); the interplay between the two will be examined.

2.3.2 Theoretical modeling objectives

To develop a first-principles model of an oxidized surface. In order to de-
velop a model of the local corrosion susceptibility of the system at various tempera-
tures (and therefore fluid densities) as detailed above, it is helpful to have a model for
corrosion initiation which can account for the changes in reactivity as a function of
fluid properties. The fundamentals of the initiation process are not well understood
at the mechanistic level (Jones 1982). The model of the passive surface must be able
to account for the effect of the water medium, as well as being explicit in terms of
chemical bonding and reactivity.

To employ the first-principles model to predict susceptibility to corrosion
initiation. A chemistry-explicit model of the oxidized surface will be developed to
predict the surface reactivity with H* and Cl~ in hydrothermal and supercritical wa-
ter. This model will be explicit not only in the positions of atoms and the interatomic
potential energies, but also in terms of electron density and energies of orbitals. A
model for the important passive-film component Cr,O3 will be developed. The elec-
tronic states and crystal structure of a perfect crystal of a-Cr,O3 will be computed
and validated. From this, a model for the oxidized surface will be computed and
optimized under density functional theory. The highest-energy occupied and lowest-
energy unoccupied orbitals will then be used to explore the chemical reactivity of the
surface.
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To determine the effect of the medium upon the reactive susceptibilities.
Through the dielectric constant D;, the effect of the medium upon the reactions
under consideration is assessed. To obtain a general magnitude and trend of the
effect of a dielectric upon the a-CryOj3 surface, a slab-dielectric will be incorporated
into the density-functional calculation. The response of the orbitals of CraO3 to the
induced field will be assessed. The magnitude of the effects of the dielectric upon the
adsorption energies will be explored.

2.3.3 Anticipated Results

This thesis is organized into three major sections: experimental, theoretical, and
summary. In the experimental portion it will be shown that the corrosion of Hastel-
loy C-276 with hydrothermal HCI produces a profile which depends on temperature
through the activation energies and changes in diffusivity. A probable mechanism
for the development of intergranular stress corrosion cracking (IGSCC) in narrow-
diameter Hastelloy C-276 tubes will be presented. Finally, it will be shown that the
most dramatic corrosion penetration occurs in a narrow temperature regime in which
dealloying and intergranular corrosion act synergistically to create an environment
conducive to IGSCC. It will be shown that, for a given material and wall stress,
changes in dealloying behavior influence directly the extent of penetration and crack
development.

Chapter 5 of the theoretical portion presents the development of a quantum-
mechanical model of crystalline CroO3; with a thorough validation against experimen-
tal data. It will be shown that the local spin-density approximation (LSDA) provides
a satisfactory description of the crystal, and that seemingly subtle effects such as
electron spin affect basic macroscopic parameters of the solid, such as bulk modu-
lus. The oxygen-terminated (0001) surface is modeled in a slab geometry and the
surface oxygens undergo significant relaxations. The surface is found to be vulner-
able to electron-donating species, and it is projected that p-doping the surface may
help decrease this chemical susceptibility. The electronic states relevant to bonding
also exhibit a surprising uniformity of spin-polarization which may impact surface
reactions or catalytic activity.

Chapter 6 presents a first-order ab initio investigation of the effect of a strong
dielectric (such as water) upon the chemical reactivity of the a-Cr,O3 (0001) surface.
This computation employs a simple slab dielectric. The work shows that the reactivity
of a bare Cr,O3 (0001) surface is almost unaffected by the presence of a dielectric.
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However, calculations of the effect of the dielectric upon the adsorption energies of
adsorbed species such as Cl suggest that the presence of water may strongly enhance
the adsorption of Cl onto the surface.
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Chapter 3

A Review of Electrochemical
Thermodynamics at Elevated

Temperatures and Pressures

Computing the thermodynamics of electrochemistry at elevated temperatures and
pressures requires reformulation following reconsideration of the assumptions which
are valid for room-temperature electrochemistry models. Several works (Macdon-
ald and Butler 1973; Lee 1981; Huang et al. 1989; Kriksunov and Macdonald 1995;
Kriksunov and Macdonald 1997) describe different approaches and approximations
for high-temperature and high-pressure extensions to this modeling. In general, the
theory is presented using standard electrochemical nomenclature, which makes it
somewhat less accessible to the chemical engineering community. Many efforts, par-
ticularly those related to geochemistry, use well-established computer models such as
SupCrt92 (Johnson et al. 1992) and therefore do not report the nature of the thermo-
dynamic assumptions in the calculations or models employed, except to first cite the
computer program and then detail the properties of the particular system studied.
This chapter begins by introducing the reader to the elementary electrochemistry
of corrosion. Next, an extension to elevated conditions will be presented, followed by
its application to Pourbaix diagrams, and ending with a discussion of sources of data.

3.1 The Nernst Equation

The equation which connects electrical physics to solution chemistry is the Nernst
equation. Below, the Nernst equation is derived from familiar thermodynamic con-
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cepts. (See Odenweller (1990) for an alternative derivation with specific applications
to semiconductor electrodes.)
The total differential energy of a system is usually expressed as

dU = 6Q — 6W = TdS — PdV (3.1)

Here let us introduce a new term in the energy equation, the work term for electrons.
The electron work is the potential that the electrons traverse multiplied by their

charge, or
(electron work) = FE dn, (3.2)

where E = V, — V) is the change in electrical potential, F is the Faraday constant, and

ne is the number of electrons. The net energy change corresponds to the removal of an

electron from one substance and the addition of an electron to a different substance.
The electrical work is incorporated into the equation for internal energy:

dU = TdS — PdV — FEdn, (3.3)

The last term of Equation 3.3, FEdn,, has a negative contribution, which will now
be verified. By convention, U decreases when the system considered performs work
or otherwise moves to a state of lower potential or internal energy. Consider the
system of the electron. The electron is at a potential V;. Somewhere else accessible
by the electron the potential is V,, where V, > V). Naturally the electron, with
its negative charge, is attracted to the more-positive V, potential, and minimizes its
energy by moving to the region of more-positive potential. In this picture, for an
electron moving up into a more-positive potential, the sign must be negative, as the
system of the electron is losing energy and moving to a more favorable state.

The second Legendre transform of Equation 3.3 is the Gibbs free energy,

dG = —SdT +V dP — FE dn, (3.4)

which will now be used to analyze an electrochemical process at constant 7" and P.
Consider the half-reaction:

M?-aq) +e — M(m) (35)
It is known that electrochemical reactions such as these need no external input, ¢.e., a
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battery with a resistor across its terminals needs not take energy from its surroundings
to operate. This half-reaction can be split into two processes: an electrical and a
chemical process. In the electrical picture, the system is an electron, and the electron
is moving from one potential to another. In the chemical picture, the system is the
metal ion or atom, M* or M, where the M & M™ reaction is driven by the change of
potential of the electron in the other reaction. Thus the system of {electron + metal
atom/ion} is subdivided into {electron} and {metal atom/ion}.

For the {electron} system, the sole change is the reversible movement of the elec-
tron from one potential to another. Integrating across such a process at constant

pressure and temperature, we obtain
AG = —n FE (3.6)

Complementary to this electrical process is a chemical process within the system
{metal atom/ion}. In this system the metal changes oxidation state and enters solu-
tion. This can also be visualized as one species being removed while another species
takes its place.

The free energy change of this chemical process is described by

AG = Z’/i i ‘ (3.7)

where i € {M(m),M?;q)}, v; is the reaction coefficient for species i (by convention
negative for reactants, positive for products) and u; is the chemical potentials of
species 7. Because the electrical and chemical processes are complementary, their net
effect on the surroundings is zero. The AG from one process equals the AG of its
complement. Equating these, we obtain

AG = -nFE = > vip; (3.8)

Since chemical potential is a relative value, we must include a reference state for
each compound. To adhere to the convention, an electrochemical reference state
pC is used, which refers to a state of infinite dilution extrapolated to unit molality
at the temperature and pressure of the system (see notes at the end of this section).
Subtracting Equation 3.8 between an arbitrary condition (E, y;) and a reference state
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(E°, 1), we obtain

—nF(E —E%) = 3 v (i = 1) (3.9)

= RTZ v; Ina; (3.10)

where a; is the activity of species i. This can be rearranged to the more familiar form
of the Nernst equation,

E = E° -

RT "
—F D [H a } (3.11)

Thus we have an explicit relation between the electrical potential and the chemical
activities of species participating in the net electrochemical reaction of a system.

A Word on Reference States In many mixture applications, the activity coeffi-
cient y; of species 17 is defined in terms of mole fraction z;. This can be expressed with
a pure-component reference state in terms of mixture fugacity f; and pure-component
fugacity f; (using nomenclature of Tester and Modell (1997, Chapter 9)):

~

fi = ’)’il'.,'fi(T, P, .’Ei“—‘l) such that Yi —> lasz; — 1 (312)
or with an infinite-dilution reference fugacity f}*, extrapolated to unit mole fraction:
fi=~zf*(T,P,z;*=0) suchthat ~* —1lasz;—0 (3.13)

Electrolyte applications employ a practical reference state which is based upon mo-
lality instead of mole fraction. For non-electrolyte purposes, the relation maintains
its familiar form:

fi = vmifH (T, P,mf=1) such that v —1lasm; =0 (3.14)

But electrolyte behavior is such that there is no linear limiting slope as concentration
approaches zero. Instead, the limiting slope depends upon molality at a certain
exponent:

lim fii = 3 = km” (3.15)

55



Here, v = v, +v_ the sum of the moles of ions produced when one mole of electrolyte
1j dissociates, and k is a limiting slope which can be estimated from Debye-Hiickel
theory. The equation for the mean ionic fugacity of electrolyte 7j is thus:

f. . = v _]?(’Y_ilrn)—u FO o_
[i;(T, P,m) = k(yzm)” = F ) (T, P,m"=1) (3.16)
where
a v: Vj v v; Vi
e === = (i) ax = a;'a;’ (3.17)

m4

for cation ¢ and anion j, a is the mean ionic activity, and 7 is the mean activity
coeflicient. Constants v; and v; are the atom coefficients in the salt CuA,,.

3.2 The Basic Pourbaix Diagram

A graphical means of showing the stability of metals and metal oxides as a function
of electrochemical potential and acidity levels was developed by Pourbaix as an engi-
neering tool to provide an heuristic visualization of the corrosion resistance of metals
in dilute aqueous ionic solutions (Pourbaix 1964). The Pourbaix diagram (see Fig-
ure 3-1) is a thermodynamic stability diagram for a metal, its oxides, and hydroxides
with equilibrium oxidation potential E plotted as a function of pH at a particular
temperature and pressure. Pourbaix diagrams typically consider one elemental metal
at a time. The solid materials are considered pure and separate. The practical-
basis activities {a;} of the aqueous species are usually taken at 10~® g-equiv/L while
activities for solids and solvents are assumed to be unity.

The diagrams are constructed by applying the Nernst equation (3.11) to the chem-
ical reactions expected in the chemical system. The AGP and AG of the reaction
are converted through the Nernst equation to electrochemical potentials E° and E.
Dependence of the reaction free energy on the activities of OH™ or H* are computed
through the definition pH = — logay+ and ion dissociation constant K, of water, as
needed. A linear equation is formed by substituting the conventional activities into
the equation.

Each line drawn on the Pourbaix diagram represents the equilibrium potential E
and pH of a particular chemical reaction. In between the lines are domains in which
a particular oxidation state of a metal compound in a particular state of aggregation
is thermodynamically stable. Horizontal lines represent reactions which do not have
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Figure 3-1 Pourbaix diagram for iron at 25° C and 1 atm pressure. Adapted from Jones
(1996).
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a pH-dependence but involve a change in oxidation state; vertical lines correspond
to reactions which are pH-controlled and generally correspond to changes in state
of aggregation or extent of hydrolysis. For instance, in a Pourbaix diagram for iron
(Figure 3-1), the reaction Fe* + 2e~ —» Fe is a horizontal line. Below the line, solid
iron is stable. At an oxidation potential above the line, the iron dissolves.

3.2.1 A Typical Reaction Set

A Pourbaix diagram is only as good as the underlying model. Similarly to free-radical
reaction networks, a number of species are involved in multiple reactions which are
interdependent. However, in this case the mathematical relationships are not kinetic
rate expressions, but thermodynamic relations of electrochemical equilibria. Because
these involve charge-transfer reactions, the interplay is even more subtle—not only do
concentrations of ions matter by changing the chemical potentials in the system, but
the electrons being transferred have electrical potentials which can also drive reaction
equilibria. A reaction set for iron specifically for hydrothermal conditions is given by
Townsend (1970):

3Fe + 4H,O & Fe3O4 + 8HT + 8¢~ (3.18)
2Fe;04 + H,O & 3Fe;03 + 2H' + 2e™ (3.19)
2Fe*t + 3H,0 = Fe,O3 + 6H* (3.20)

Fe = Fe?t + 2e” (3.21)

Fe + 2H,0 = HFeO,™ + 3H™ + 2e~ (3.22)
3Fe?* + 4H,0 = Fe3O4 + 8HT + 2e (3.23)
3HFeO,™ + H* = Fe304 + 2H,0 + 2¢~ (3.24)
2Fe?* + 3H,0 = FeyO3 + 6H™ + 2e~ (3.25)
2HFeO,~ & Fey;03 + HyO + 2e™ (3.26)

Note that only reactions 3.18 and 3.26 have no pH dependence and so will appear as
horizontal lines. Reaction 3.20 has no net charge, and is the only reaction which can
be represented by a vertical line.

Two special reactions are also commonly noted on the Pourbaix diagram: the
hydrogen and oxygen redox reactions. The hydrogen reaction can be written either
of the following two ways. The reactions, in acidic and alkaline media, respectively,
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are:

2H* +2¢~ =2 H, (3.27)
2H,0 + 2¢e~ = H, +20H™ (328)

where the difference between the two is the simple addition of OH™ to either side of
the equation. Similarly, the oxygen reaction in acidic and alkaline media, respectively,

is:

0, + 4H* 4+ 4e~ = 2H,0 (3.29)
O + 2H,0 + 4~ 2 40H™ (3.30)

These reactions do not directly affect the thermodynamic stability of the metal and
related compounds, but as can be seen from reactions 3.18-3.26 are involved in the
conversion of some key reactants in the reaction network. Thus they are superimposed
onto the Pourbaix diagram, usually as dashed lines. In between the (lower) hydrogen
line and the (upper) oxygen line, water is chemically stable. Below the hydrogen line,
H, gas is evolved. Above the oxygen line, O, gas is evolved.

3.2.2 Example

To plot a line on a Pourbaix diagram, one starts with the reaction of interest and its
corresponding standard free energy, and then expresses this free energy as a function
of activities using the Nernst equation. The Pourbaix conventions for activity are then
substituted, and the result is a linear equation which can be plotted in E-pH space.
As an example, the hydrogen reduction reaction in acidic media (Reaction 3.27) is
considered. The Nernst equation for this reaction is:

2
E = E° — %,7: In Eg—i-} (3.31)
E=E° - —R%Z: [ln ay, + 2.303 pH] (3.32)

If the equation is presented with OH~ instead of H* as a reactant, the water dissoci-
ation reaction must be used to convert between them. For a more detailed example
of Pourbaix diagram construction, see Jones (1996, Ch. 2).
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3.3 Non-Standard Conditions

Standard Pourbaix diagrams are very popular for ambient-temperature design and
troubleshooting applications, and more recently, at temperatures up to 300°C for
power-generating applications. Existing electrochemical computations for tempera-

3 at

tures up to 300° C, however plentiful, deal with dense water (p = 0.78g-cm™
500 bar to p = 0.72g - cm™3 at 100 bar), whereas at 380° C and 250 bar the water is
significantly less dense (p = 0.45g - cm™3). It is expected, then, that the behavior at
these conditions will not be a simple extrapolation of the previous temperature trends,
but must include the effect of the changing solvent properties of the water. For these
applications, then, more data is required than is currently available. Without further
information in the high-P, T regime it is the only recourse to knit the existing data
with extrapolations based on lower temperature data and equations of state which
explicitly consider the effect of the changing solvent structure on the AG;’s.

As shown in Equation 3.8, the potential E depends on the free energy of reac-
tion. The free energy change for a chemical reaction is the stoichiometric sum of the

chemical potentials of its reactants,

AG'r:m(T'; P,.’L‘l, .- ,-Tn—l) = Zyi/"’i(T’ Pz, ... 7In—1) (333)

where the {v;} are the reaction coeflicients (by convention negative for reactants,
positive for products) and the {u;} are the chemical potentials of each species i, as
noted earlier. Each u; can be related to its chemical potential at a standard state,
12, by integrating through the general expression’

dp; = dG; = —S5;dT + VidP + ) _ (%V’—f‘) dNp, (3.34)
m=1 t/ T,P,Njx

The Gibbs free energy change from standard state can be represented as an excess

function:

i — ps = Efx + Z_G'—:D (3.35)

1 Overbars denote partial molar properties, defined as B; = (6B/8N;)t,p,N, . for arbitrary exten-
sive property B.
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where for constant T and P the ideal Gibbs free energy change is

AG" =RTIn %5 (3.36)
i
The standard partial molar excess Gibbs free energies are sometimes available from
equations of state, such as the HKF Equation of State (Tanger and Helgeson 1988).
The standard partial molar excess Gibbs free energy is referenced to the electrochemi-
cal reference state (u”) which employs an infinite-dilution reference state extrapolated
to a fictitious unit-molality state. It can be shown that while Z—G-:D depends on the
reference state, Efx does not, so long as pressure and temperature are kept constant
(Tester and Modell 1997, p. 356).
For the electrolytes, it might also be convenient, when available, to use activity

models of the form

wi — pe = RTIna; (3.37)
= RTnv; + AG,. (3.38)

where a; is the activity of the species. These are often expressed in terms of mean
ionic activity of a binary solute 77, in which case the activity would be a1 = a;* a;" and
its activity coefficient 4 = (fy,’-"fy;."')l/ ¥. Constants v; and v; are the atom coefficients
in the salt C,,A,,.

3.3.1 An Example at Hydrothermal Conditions
For the reaction

Feq ™ +e™ & Fepg®™ (3-39)

the corresponding Nernst equation is

E=p - L [‘“"-‘“] (3.40)

n I Qpe3+

where n, = 1.
To obtain the proper line for high T and P, most of the work involved is spent
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T HFe2+ HFe3+ AG® E°

[°C] | Pt 500bar =~250bar | Pt 500 bar 250 bar | [cal-mol™] [mV (SHE)]
250 | -15.52 -16.04 -15.65 1322  12.23 12.97 -28.62 +1.24
300 | -13.70 -14.45 -13.89 18.01 16.64 17.66 -31.55 +1.37
350 | -11.89 -12.68 -12.09 2251 21.39 22.23 -34.32 +1.49

Table 3.1 Computation of the standard Gibbs free energy of reaction for conversion be-
tween iron(II) and iron(III). Data from Oelkers et al. (1995). Saturation pressure P5%* was
taken to be the pure water saturation pressure of 165 bar (Haar et al. 1984). Results for
250 bar were linearly interpolated.

obtaining a proper E° value. Rewriting Equation 3.8 for the reference state,

AGP = —n,FE° = Z v; if (3.8

Using the HKF Equation of State calculations of Oelkers et al. (1995) for A—Gf1 of
Fe?* and Fe3*, we find that E° is relatively easily computed for the given conditions
(Table 3.1.) For the reaction at 300°C and 250 bar, the corresponding Pourbaix
diagram line is defined by:

10-°
10-¢

E=(1.37x1073V) — (4.94x1073) V In [ ] = (1.37mV) (3.41)

Thus, with access to thermodynamic data in the correct form, the construction of
a Pourbaix diagram for higher temperature and pressure is achievable with relative
ease. For instance, Mitton et al. (1996) composed a Pourbaix-type diagram for the
Ni-Cr-Mo-Fe system at 300° C (Figure 3-2).

When explicit data for KC‘? are not available, they must be inferred by other
means. With some data, an equation of state can be used to extrapolate and interpo-
late between state points. Lacking this, or proper substitutes thereof, there are some
simpler models which can be employed to estimate properties at high temperature
and pressure. Generally speaking, the thermodynamic data for the aqueous species at
hydrothermal conditions is not available, while for solid materials the data are often
tabulated.
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Figure 3-2 Superimposed Pourbaix diagram for Ni, Cr, Mo, and Fe at 300°C. From
Mitton et al. (1996).
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3.4 Thermodynamic Models for Aqueous Species

3.4.1 HKF Equation of State

While there are many equations of state (EOS) available for describing the thermo-
dynamic properties of aqueous species, perhaps the most popular EOS used in the
corrosion literature today for describing the behavior of aqueous ions at high pressure
and temperature (Kriksunov and Macdonald 1995; Anderko et al. 1997; Kriksunov
and Macdonald 1997) is the Helgeson-Kirkham-Flowers (HKF) EOS (Oelkers et al.
1295). This EOS has a fairly extensive library of compounds treated in its library,
and also has a FORTRAN program, SupCrt92 (Johnson et al. 1992), which provides
a convenient interface between the engineer and the model. It also treats electrostric-
tion explicitly. (Electrostriction, a phenomenon in which the density of an ion’s first
solvation shell is of a higher density than the bulk, is significant at intermediate and
lower solvent densities and is therefore relevant to supercritical water conditions.)
In general, the HKF EOS splits the partial molal properties of an aqueous ion into
solvation and nonsolvation contributions.

(3.42)

where B is an arbitrary partial molal property and subscripts n and s refer to non-
solvation and solvation contributions, respectively. Electrostriction effects are divided
between the solvation and nonsolvation contributions. Solvation effects include the
interactions between ion and solvent, including the electrostatic interactions causing
electrostriction. Nonsolvation effects are the contributions from the intrinsic proper-
ties of the ion as well as the mechanical contributions from structural collapse around
the ion during electrostriction.
Solvation contributions are handled via the Born equation (Born 1920)

AG: ; = w; (— ~ 1) (3.43)

where w; is the conventional Born coefficient of aqueous species j, defined by

wj = wi — Z;wilk (3.44)
J\"AezZ2
abs — J

abs — VAC 45 3.45

7 27'3’]' ( )

where wﬁ’iﬁ is the absolute Born coefficient of the hydrogen ion, N4 is Avogadro’s
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number, e is an elementary charge, and Z; and r.; correspond respectively to the
charge and effective electrostatic radius of j. The electrostatic radius is described in
terms of crystallographic radius 7. ; as

Tej = Tz,j + |Zj|Iz (3.46)
where
Iz=k,+g (347)

where k, is a constant (0.94 for cations, 0.0 for anions) and g is a complex function
of density which is described by the following equations:

g=0.5(—=b+ Vb — 4c) (3.48)
4 4 -1
b=3.72-2n (Z > aijTipj) (3.49)
i=—1 j=0
4 4 . -1
c=3.4571 — 3.727 (Z > aijTi/J’) (3.50)
t=—~1 7=0

where p is the specific density of water, the twenty-one {a;;} are solvent-property
curve-fit parameters,2 and 7 = Nse?/2 is a unit factor. With a functional estimate
for w; the solvation contribution to partial molal properties is determined from

7 We 3Ds\
AV, = _(Ds)z (_3T . (3.51)
. w [(eD\ _ 2 (9D\?]
A’fs,k— (D,)? (apz)T D, (BP)T (3.52)
— _ wT [(8D, 2 (8D,\?]

The nonsolvation contribution to the partial molal properties is handled through

2 The {a;;} do not form a full 5 x 6 matrix.
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temperature- and pressure-dependent functions.

AV, ¢ = arp + 62452 (P) + a3, 51 (T) + a2, 52(P)E1(T) (3.54)
—0 a P e
—AR, & = (a2 + a4x5:1(7T)) 52(P) (3.55)
oP ).
A(Cp),, g = a1k + 2451(T) (3.56)
where
Fi(T)=1+6 [ — 3ao(P) = —
ne *\T -6 M/ Ty p
The constants ayx, ... ; G4k, C1k. Cok, Ok and VU are all solvent-dependent constants.

3.4.2 Other PVTz; Equations of State

Other equations of state which describe solubility phenomena near and above the
critical point of pure water is the Pitzer-Anderko EOS (Anderko and Pitzer 1993).
General purpose cubic equations of state may also apply: Peng-Robinson, Redlich-
Kwong-Soave, Renon-Swartz (Tester and Modeli 1997, Chapter 9).

3.4.3 Activity Coefficient Models for Aqueous Ions

An alternative to a full PVTz, equation of state is to use activity coefficients to
account for non-ideal effects that scale with changes in solvent density or dielectric
constant.

Debye-Hiickel Theory The most fundamental of these models is an extended Debye-
Hiickel theory. The Debye-Hiickel model is based upon the difference in work
needed to charge an ion in a dilute solution vs. in a pure solvent, where the
solvent is assumed to be a structureless dielectric continuum.

_ (ze)? & Vi kT 1 -
kTln~y; = 8neeD. T+ b T BN B 1+ kb T 21n(1 + kb)| (3.537)
where
IFQ allions
2 — o\ 2 -
K° = AT Ej (C3) z; (3.38)
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N, = Avogadro’s number
b = ion radius
V; = partial molar volume of species i

z; = charge on ion ¢

The V;-term in Equation 3.57 is often negligible, producing the simpler expres-

sicn

_ (ze)? &
kT'Invy; =~ 8reaD, 1+ b (3.59)

Pitzer Ion Interaction Model The ion interaction model developed by Pitzer ex-
tends the Debye-Hiickel equation in a manner consistent with the McMillan-
Mayer osmotic-pressure virial expansion. For any :1 or 1:j electrolyte:

3/2
e = |zrz_|f7 +m (2":”-) Bl +m? (?-(i’i’;;)—) cl (3.60)

where

[
f1=-34, I:l_*_b\/f‘l"gln(l-!-b\/f):'
2 ]3/2

1 e
== Naps)? |———
Ap 3(27r(1000) APs) [47r€oDskT

Bl =26, + Z—f} [1 — (1 +aVT —05a°]) exp(-a\/f)]

c1 = -‘;302
I = ionic strength
m = molal concentration
Bo, b, Ci are fitted parameters

o, b are constants

Meissner Corresponding States Model Meissner and Tester (1972) developed a
set of T;; vs. I curves which are analogous to the compressibility charts for
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compressibility factor. The model is defined by

Iy = [1+ B(1+0.11)% — B]Tp#
~0.5107VT

1+CVI
B =0.75 — 0.065 g;

C =1+ 0.055 g5; exp(—0.023 I°)

log;o I‘SH

where g;; is an empirical paiameter. The extension to mixtures involves a sum
on the individual contributions.

lOg I-\r_rg.iz = lzil ai:ons (izil + Izj'l)zXa_: log Te.
100y |2i| + |2;] 7 2|2z;25| 70Ty
IZ-L'} cations (Izi’l + izjl)z
Nl N Y X*log.o IS (3.61
‘2il+lzjl " 2|zi,zj| i 10510 1 /5 ( )

where X!, ; are fractional ionic strengths:

iorj
L2 2
xo = lp_ M e medd
TET TS mad I~y m2
all ions allions

Chen Local Composition Model The model developed by Chen et al. (1982)
combines three types of theories to consider cation-centered cells, anion-centered
cells, and molecule-cetered cells. The long-range effects of an extended Debye-
Hiickel model are combined with a Born approximation contribution and a
short-range local contribution.

As this model incorporates the complexity of three different models, it will not
be mathematically expressed here.

These electrolyte models were first developed for ambient or near-ambient conditions.
While they can be extremely accurate for ambient conditions, performance may de-
teriorate at higher temperatures (Tester and Modell 1997, p. 545).

3.5 Critique

While the Pourbaix diagram is a useful heuristic tool for materials selection and
design, its applicability to supercritical water oxidation systems is not straightforward.
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For instance, when there are significant quantities of metallic contaminants or anions
such as sulfate, phosphate, or chloride, many more reactions become possible which
need to be taken into account. Further, it may be more practical to have a system with
the oxygen concentration itself, rather than the electrochemical oxidation potential,
on the vertical axis, especially in systems where the oxygen concentration fluctuates
the most widely.

Work by Anderko et al. (1997) has broken ground by beginning to generalize
the Pourbaix diagram treatment beyond elemental metals and hydroxides to include
sulfates, sulfides, ammonia, and chlorides. These real-solution stability diagrams
have the potential not only to describe alloys and their stability in water, but also
in the presence of other cations such as sulfates. They are generated by using the
thermodynamic information available not only for half-reactions between metals and
hydroxides, but also for the other non-metal species and all of their expected products.

With the knowledge that aggressive species such as chloride also change the corro-
sion resistance of normally “passive” films (such as Cry0j3), it also becomes necessary
to examine not only the relative thermodynamic stability of the participant species
but also to assess the impact of the aggressive species upon the corrosive suscepti-
bility. A Pourbaix diagram that shows a stable passive film for a highly chlorinated
system cannot be trusted until the behavior of the film in the presence of chlorides
is well characterized. Despite the increases in descriptive capability afforded by ex-
tended treatments, Pourbaix and real-solution stability diagrams are still hueristic
corrosion-engineering tools which depend upon experimental knowledge of passive
layers to evaluate corrosion resistance.
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Chapter 4
Experiments

This chapter presents experimental investigations of Hastelloy C-276 tubing in hy-
drothermal HCl. Section 4.1 reviews and analyzes failures which occurred during
reaction-kinetics experiments. Section 4.2 presents the experiment which was devel-
oped to reproduce and analyze in depth the corrosion which produced the kinetics-
experiment failures (see also Cline et al. (2000)).

4.1 Methylene Chloride Experiments

A number of CH,Cl, hydrolysis and oxidation experiments were performed in sub- and
supercritical water using a plug flow, tubular reactor system. The original purpose of
these experiments was to determine the kinetics of CH2Cl; decomposition under these
oxidative and nonoxidative pyrolysis or hydrolysis conditions. Detailed descriptions of
the apparatus, experimental operating procedures and run conditions, and analytical
techniques used for identification of products are given elsewhere (Marrone 1998;
Marrone et al. 1995; Tester et al. 1998; Marrone et al. 1998). A description of the
heated section of the experimental apparatus is repeated here as it is relevant to the
heat transfer analysis and temperature profile modeling discussed subsequently.

The coiled preheater tubing and main tubular reactor of the experimental system
were heated in a fluidized sand bath (see Figure 1-4 on page 25). There were two
separate preheater coils; one for a pressurized aqueous feed solution of CH>Cl; and
another for a pressurized O,/water solution (for oxidation runs) or just pressurized
pure deionized water (DW) for hydrolysis runs. Each preheater coil was approxi-
mately 3 m in length, with the lower 2.75 m submerged in the hot, fluidized sand.
The tubing had an ID of 0.108 cm and a wall thickness of 0.025 cm, and was made
out of welded, drawn, solution-annealed Hastelloy C-276. (See Tables 4.4 and 4.5
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for details.) Both feeds entered their respective preheaters at ambient temperature
and were heated to a specified operating temperature before reaching a mixing tee
and the main reactor. For the oxidation runs, oxidizing conditions existed only in
the main reactor, after the point at which the aqueous O; and CH,Cl, feed solutions
were mixed. Hydrolysis conditions always existed in the CHyCl, feed preheater coil
in all experiments. Measured mixing tee temperatures were usually within about 5° C
of the sand bath temperature. The main reactor tube was 4.71 m in length, had a
0.171 cm ID and 0.232 cm wall thickness, and was constructed of Inconel 625. The
main reactor was always kept at turbulent (i.e., nearly plug) flow and isothermal con-
ditions, while laminar conditions did exist in sections of the preheater tubing during
some experiments. The reactor exit temperature was measured just before the fluid
exited the sand bath and entered a heat exchanger where the reaction products were
cooled to ambient temperature, followed by reduction of pressure to atmospheric.

Temperature, residence times, and feed concentrations were varied considerably
over all of the experiments performed. Reactor temperatures were always kept su-
percritical and maintained within a few degrees of the sand bath temperature, which
was varied from 450 to 600° C. Temperatures in the preheater tubing ranged from
ambient at the entrance to the operating sand bath temperature. Ambient CH,Cl2
feed concentrations at the entrance to the preheater tubing ranged from 0.006 to
0.038 M. After accounting for subcritical hydrolysis in the preheater (Marrone et al.
1998), the effects of decreasing density with increasing fluid temperature, and dilu-
tion from mixing with the O, feed solution (or deaerated distilled water (DDW) in
hydrolysis experiments), CH,Cl, concentrations at the entrance to the main reactor
were calculated to range from 0.0002 to 0.0006 M. Concentrations of CH2Cl; in the
effluent from the reactor under ambient conditions were measured to be 1x107% to
9x10-3 M. O, concentrations at the entrance to the main reactor ranged from 0.0006
to 0.0021 M. Residence times in the main reactor ranged between 4 and 9 s, while
residence times in the preheater tubing (calculated from temperature profile models
described below) were generally longer, from 7 to 17 s. All experiments were isobaric
at approximately 246 bar.

Severe corrosion, resulting in through-wall failure, was observed in four separate
CH,Cl, feed preheater coils over the course of these experiments. In each case, the
failure occurred in a region between 7 and 29 cm downstream of the point at which
the tubing entered the sand bath. Tube life before failure ranged from 45 to 104 hrs
of use at operating temperatures (see Table 4.1). The liquid effluent pH measured
at ambient temperature typically ranged between 1.5 and 2.5, due primarily to HCl
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Total Time of Position of Tube Position of Tube

Preheater Tube # Exposre to Failure Relative to the Failure Relative to the

Beginning of the Point Where Heating
CH,Clp Feed! (h) Tube (cm) Begins (cm)
1 104 41 11
2 45 59 29
3 56 37 7

Table 4.1 Corrosive failure data for preheater tubing.

t At operating temperatures.

formed from CH,Cl, hydrolysis. HCIl concentrations in the ambient effluent varied
from 4 to 25 mM.

Measured values of CH,Cl, conversion varied from 26+9% to 91+1% for pure
hydrolysis experiments and from 30+9% to 99.9+0.1% for oxidation experiments
{Marrone et al. 1995). The significant conversions observed during hydrolysis exper-
iments, along with the evidence of corrosion occurring early in the preheater tubing,
strongly suggest that hydrolysis of CH,Cl, in the preheater tubing was fairly rapid
and substantial. From a kinetics perspective, knowledge of the axial temperature
profile along the preheater tubing as a function of position and time is essential if one
is to properly infer hydrolysis kinetic parameters from the data. From a corrosion
perspective, however, temperature-time profiles are also important for characterizing
the conditions un’zr which the observed corrosion phenomena occurred in this sub-
and supercritical water system.

4.1.1 Failure Analysis of Preheaters

Three of the four organic preheater tubes (apparatus in Figure 1-4 on page 25) that
failed prematurely during the CH,Cl, experimenss described above were examined.
Each failed by developing an intergranular crack. Ni, Mo, and Fe were depleted in
the corrosion layer, but the corrosion layer exhibited no volume changes, suggesting
dealloying. Grain boundaries, visible in the metal, also extended into the corrosion
layer. Time-to-failure for these three preheaters allows estimation of a minimum crack
propagation rate of 21.4 to 39.8 mm/y, which is within the normal range for stress
corrosion cracking (SCC). Failures were observed only within an approximately 22-cm
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region near the inlet of the preheater, despite variations in experiment flow rate, feed
composition, and sand bath temperature.

Preheaters #2 and #3 were cut into sections of 30 mm, which were cold-mounted,
polished, and viewed on an optical and confocal laser scanning microscope (CLSM).
Figures 4-1(a) and 4-1(b) illustrate the extent of the intergranular and dealloying
corrosion (in terms of % of tube wall) as a function of distance from the preheater
inlet. A temperature profile for typical operating conditions is depicted. The loca-
tions of the final through-wall cracks are indicated by arrows. Both failures occurred
within regions which exhibited a fairly high corrosion rate. In general, the extent of
dealloying was less than but approximately proportional to that of cracking.

Figure 4-1(b) shows two main peaks in extent of cracking. The maximum at
375 mm is attributed to environmental conditions, but the peak at 550 mm corre-
sponds to a region in which there is a tight (radius =~ 10 mm) 90° bend, suggesting that
stress may be a significant contributor to the magnitude of intergranular cracking.

Figure 4-2 is an ESEM image of the tube cross-section 1.5 cm upstream from
the first preheater failure site. Both generally uniform dealloying and intergranular
cracking are visible. Also visible is a banded structure, which appears in many of
the preheater samples. In the cooling-tube experiment (Section 4.2) we find that this
banded structure does not occur unless there are multiple thermal cycles, indicating
that the bands correspond to the operational cycles (thermal and chemical) to which
the tube was exposed. The only detectable difference in composition between light
and dark bands was the oxygen concentration, which, as found in a previous study
(Mitton et al. 1995), is higher in the lighter-colored bands.

Deeper within the banded structure, a chevron pattern, which has good registry
with the grain boundaries, is visible. That the upper bands do not exhibit this chevron
pattern indicates that originally the corrosion front was uniform—without cracking
or other grain-boundary preference—and later evolved such that the grain boundaries
were preferentially attacked. The pattern becomes successively wider as one proceeds
to deeper lamellae; the angle of the chevron point is constant. This corresponds to
the grains being attacked preferentially at the grain boundaries, becoming rounded
off. The pattern does not appear at every grain boundary, suggesting that the angle
of the striations corresponds to an attack-governing feature, such as a crystal plane,

in the constituent grains.
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Figure 4-1 Extent of intergranular corrosion and dealloying for Preheaters #2 and #3 as
a function of distance from the preheater inlet. From Mitton et al. (1998).
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Figure 4-2 Banded structure of corrosion layer in P:eheater Tube #1, as observed by
ESEM. Sample is from a section of tube 4 cm upstream of the through-wall rupture.
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Potential Failure Mechanisms

It is generally accepted that SCC requires (1) a susceptible material, (2) tensile stress,
and (3) an aggressive environment. The preheaters examined have the same nominal
composition. Except in the case of Preheater #3, in which there was a tight 90°
bend, stresses in the tubing are generally random. Because of a lack of extraordinary
concentrations of stress or variations in composition, the restriction of the failures to
the same 22-cm region in three different preheaters must be an effect of the chemical
environment. Below we detail some phenomena relevant to SCC to help explain the
relationship between the tube corrosion and its immediate environment.

Kelly et al. (1993) established a strong connection between dealloying and cracking
for some systems from electrochemical impedance investigations. In this film-induced
cleavage model of SCC, a crack originating in a dealloyed layer achieves crack-tip
velocity sufficient to be injected into the underlying metal. The ability of a dealloyed
film to inject a crack into the alloy is a function of the film’s porosity (larger pores
hinder) and its coherence with the underlying metal. The preheater material never
exhibited cracking where it did not also exhibit dealloying.

Referring to the chevron pattern (Figure 4-2) discussed above, it is also apparent
that local chemistry changes may become increasingly important in influencing the
penetration rate as the number of operational cycles increases. Whereas initially the
bands are flat or slightly indented, later the intrusion is much deeper. It does not
flatten out but rather retains an approximately constant aspect ratio. The grain
boundaries appear to serve as a channel, allowing the solvent to contact the alloy
deeper, sooner. This pointed interface, in combination with the increasingly-thick
corrosion layer atop it, may then begin to function as a crevice. At the wedge-
shaped interface penetrates further into the metal, the diffusion barrier presented by
the porous corrosion layer and the surrounding uncorroded alloy begins to support
diffusion-limited chemistry, such as acidification and high chloride concentrations at
the interface. As the interface moves deeper, then, it is expected that the local
chemistry becomes increasingly acidified and chlorinated. After reaching a certain
pH or [CI7}], SCC will begin. The blunting effects of the dealloying may be further
retarded by electrochemical protection due to the deep local corrosion reactions—
similar to the way in which the metal adjoining a pit is protected by the reaction at
the pit bottom.

Finally, the effect of eristing defects in the material cannot be discounted. The
inner surface of the Hastelloy C-276 tube possesses many defects and discontinutties
which are potential crack initiation sites. A crack was observed at such a defect in
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a section of tube with a “typical” operating temperature of 83-116° C. The absence
of non-defect-oriented cracks in this region of the tube may indicate that a defect is
required under such low temperatures for crack initiation to occur.

The preheaters examined have failed under corrosion behavior which includes both
dealloying and cracking, and at a crack propagation velocity which is consistent with
stress corrosion cracking. In general the extent of the dealloyed layer is less than
that of cracking, and no cracking is observed where a dealloyed layer is absent. Al-
though each of the tubes has a thermal history with some variation in flow rate (and
therefore thermal profile), the conditions of the most severe corrosion have been iden-
tified to occur at hot subcritical conditions. The cracking may occur by mechanisms
of film-induced cleavage o1 diffusion-limited local chemistry changes, and, at lower
temperatures, attack at existing defects.

4.1.2 Heat Transfer Modeling

The water temperature in the preheater tubing was only measured at the preheater’s
endpoints. To characterize the corrosion in terms of temperature, a model was de-
veloped which describes the temperature profile of the tube for a given set of run
conditions. This section provides details of the heat transfer analysis used to charac-

terize the corrosion.

General approach In order to develop the necessary temperature-time profiles
in the preheater tubing for each experimental run, the basic modeling approach of
Holgate et al. (1992} was used. The variation of bulk fluid temperature 7" with the
axial distance z along the preheater tubing was obtained from a differential heat
balance on the feed solution flowing through the tubing:

dT _ 2mrUi(Tew — T)

iz = mCy(T) (41)

where r; is the internal radius of the tube, Ty, is the sand bath temperature, m is the
mass flow rate of the feed solution, C, is the heat capacity of the feed solution, and
U; is the overall heat transfer coefficient (based on inner surface area of the tube).
Because of the dilute feed solutions used, the heat contribution from the enthalpy
of reaction of CH,Cl, hydrolysis was negligible and so omitted from Equation 4.1.
Starting from the point at which the tubing first enters the sand bath, Equation 4.1
was integrated over a small segment dz of the tubing using a fourth-order Runge-Kutta
technique (Press et al. 1992) to yvield T at the end of that segment. Properties within
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a segment were computed using the incoming fluid temperature. The residence time
increase, A7, over any segment n was calculated from incoming solution temperature
T, according to hold-up volume and pseudo-constant density:

Ar, = p(T,)7ri(Az), (4.2)

m

where p(T},) is the temperature-dependent density of the feed solution at 246 bar.
This process was repeated until the end of the tubing was reached. Initially the step
size dz was chosen to be 0.1% of the heated length of the tubing, but this was modified
as the calculation progressed down the length of the tubing depending on the value
of T calculated from the previous segment. In all calculations, the concentrations of
the CH,Cl, and O, feed solutions were considered sufficiently dilute to permit the use
of density values for pure water at the given temperature and pressure. All physical
properties were calculated using the NBS/NRC steam tables (Haar et al. 1984).

Overall heat transfer coefficient U; was considered to be a function of z and was
calculated for each segment using the usual sum of resistances formula:

1 1 twd; d;

U~ i Fudin | doho 3)

where h; and h, are the internal and external keat transfer coefficients, respectively;
d;, do,, and dyp, are the inner, outer, and log-mean tube diameter, respectively; %, is
the wall thickness; and k,, is the wall thermal conductivity.

Calculation of heat transfer coefficients Calculation of h; in this system re-
quired consideration of a number of important factors and phenomena including sub-
stantial changes in physical properties (particularly near the critical point), geometric
and flow effects, and the proper coupling of forced and natural convection. A detailed
analysis is provided by Marrone (1998). Six correlations were taken from the litera-
ture to cover the three different spatial orientations of sections of the tubing (vertical
downflow, horizontal flow, and vertical upflow) and whether the flow was laminar or
turbulent. Sources of these correlations are listed in Table 4.2. All of these correla-
tions are given in terms of the Nusselt number Nu and can generally be written as

follows:

Nu = hids = f(Re,Pr, Gr, %" ——-) (4.4)
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Tube Orientation Flow Direction Flow Type Correiation Source

Vertical Upward, downward  Laminar Churchill, 1984
Vertical Upward, downward Turbulent =~ Watts and Chou, 1982
Horizontal Laminar  Morcos and Bergles, 1975
Horizontal Turbulent Robakidze et al., 1983

Table 4.2 Sources of empirical correlations used for calculation of internal heat transfer
coefficients, h;.

where Re is the Reynolds number, Pr is the Prandtl number, Gr is the Grashof
number, p,, and p are the fluid densities at the wall and in the bulk, respectively, 5,,
is the average heat capacity between wall and bulk temperatures, and C, is the bulk
heat capacity.

Values for the tube wall conductivity, k., were calculated from a temperature-
dependent empirical equation fit to thermal conductivity data for Hastelloy C-276
(Alloy Digest, Inc. 1985). The external heat transfer coefficient, h,, was assumed
constant over the tubing length for a given sand bath temperature. Because the tubing
submerged in the sand bath was loosely bundled and not spaced, the correlation of
Vreedenberg (1958), which describes heat transfer between a fluidized bed and a
horizontal tube, could not be directly applied. Rather, values for h, were chosen for
each experiment so that the model predicted the measured value of the mixing tee
temperature at the end of the preheater tubing. For the entire range of operating
conditions, the necessary values of h, ranged from 69 to 316 W/ m?2-K, varying by less
than a factor of 5. Uncertainty in the measured mixing tee temperature had only a
modest effect on calculated h, values; a + 1° C change in the mixing tee temperature
resulted in only a 3% change in h,. The assumption that h, was constant is reasonable,
given the uniform thermal conditions that existed in the fluidized sand bath in which
the preheater tubing and main reactor were immersed. Because there is no data for
the preheater temperature at any middle location, the choice of h, can only be an
upper bound, as the fluid may reach the equilibrium mixing-tee temperature before it
physically reaches the end of the preheater tubing. This upper bound is a reasonable
estimator of the actual behavior, as the experimentally fitted values of A, slightly
undershoot the values of about 260-450 W/m?-K calculated from the correlation of
Vreedenberg.

As in earlier experiments with a similar preheater by Holgate ei al. (1992), most of
the heat transfer resistance occurred external to the preheater tubing. Typically, h;
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Figure 4-3 Values of the internal heat transfer coefficient as a function of bulk fluid
temperature for two experimental runs, calculated using the correlations in Table 4.2. After
Cline et al. (2000).

was about an order of magnitude larger than h,. Nonetheless, at various conditions
along the tube, internal and wall resistances could not be neglected.

Estimated values for the internal heat transfer coefficient versus bulk temperature
along the length of the preheater tubing are shown in Figure 4-3 for two experiments
representing the two extremes in sand bath temperature (450 and 600° C) and flow
rate (6.4 and 2.4 g/min). Note that the curves end at the temperature of the mixing
tee, which approaches the sand bath temperature. Both curves exhibit the expected
peak in h; near the pseudocritical point. The fact that fluid flow was laminar through-
out the entire tubing in the high sand-bath-temperature (Ti) / low-flow (1) case
probably accounts for its generally lower h; values relative to the low-Tgy, / high-mn
case, where the flow became turbulent around 375° C.

Predicted heat transfer and temperature profile results The behavior of the
overall heat transfer coefficient U; with temperature for these same two experimental
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Figure 4-4 Calculated values of the overall heat transfer coefficient as a function of bulk
fluid temperature for two experimental runs. The value used for the external heat transfer
coefficient (h,) is listed for each run; internal heat transfer coefficients were those calculated
for Figure 4-3. After Cline et al. (2000).

runs differs considerably, as shown in Figure 4-4. This is primarily due to changes
in the external heat transfer coefficient. For the low-Ty, / high-7i case, the external
heat transfer coefficient h, was 313 W/m?-K and h,d,/d; was 460 W/m2-K, which was
high enough to cause U; to be affected by changes in internal heat transfer coefficient
h; and wall conductivity k,. For the high-Tiyp / low-7n case, h,=73 W/m2-K and
hod,/d;=107 W/m?-K, so that the external resistance dominated the heat transfer
in most of the tubing and U; largely mimicked k, except near the end of the tubing.
The results in Figures 4-3 and 4-4 are typical for the experiments reported for these
experiments.

According to the criteria presented by Jackson and Hall (1979), Protopopov
(1977), and Watts and Chou (1982), the variation of the parameter Gr/Re® with
temperature (Figure 4-5) shows that natural convection was generally non-negligible
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Figure 4-5 Calculated values of the natural convection parameter Gr/ Re? as a function
of bulk fluid temperature for two experimental runs. After Cline et al. (2000).

in our experiments and probably appreciable in some cases. Not surprisingly, the
runs at high-Ti / low-rn like those shown had the highest values of Gr/Re?, because
these runs had laminar flow conditions throughout the preheater tubing and thus
smaller values of Re. Also as expected, the highest values of Gr/Re? occurred near
the pseudocritical point, where density differences between wall and bulk fluid were
the greatest.

Predicted temperature-time histories in the preheater tubing are displayed for
several experiments in Figure 4-6. Each curve represents a different sand bath tem-
perature and mass flow rate ranging from 450°C and 6.4 g/min to 600°C and 2.4
g/min. In general, n was decreased as Ti, was increased in order to maintain the
same constant residence time of 6 s in the supercritical main reactor. This effect
causes the preheater residence time to increase with Tg,. Each curve in Figure 4-6
ends at the time the fluid exits the preheater tubing. For all experiments, calculated
residence times in the preheater tubing ranged from 7 to 17 s. In all cases, these were
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Figure 4-6 Calculated temperature-time profiles in the preheater tubing for various ex-
perimental runs at different sand bath temperatures and flow rates. The end of the curve
corresponds to the point where fluid exits the preheater tubing. After Cline et al. (2000).

greater than the corresponding residence times in the supercritical isothermal main
reactor.

One can see in Figure 4-6 that the spacing between the temperature-time pro-
files below the pseudo-critical temperature T}, increases with increasing T, and/or
decreasing . Most of the low temperature and high flow runs below sand bath
temperatures of 550° C have very similar profiles below T}, with the total time re-
quired ¢o attain T}, for the 450 anc 550° C profiles differing by oaly about 2 s. All
temperature—time profiies leve® off near T}, but remain below 390° C for about 70
t0 80% .f the total residence time of fluid in the preheater tubing. It is only above
the ps~ud etit .. rexi-m that all the proiiles differ from one another.
Interpiyetation of »7ro: »n data The heat transfer analysis provides a means
for describing corresisn irec., in the CHoCl, feed preheater tubing. As discussed
above, post-failure wual; sis revealed thet each tube ruptured at one location after
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Position of Tube
Preheater Tube # Failure Relative to the
Point Where Heating

Bulk Fluid  Inner Wall Tem-
Temperature  perature (° C)?

Begins (cm) (°C)f
1 11 130-190 150-200
2 29 250-330 270-350
3 7 100-140 110-150

Table 4.3 Bulk and wall temperatures predicted at points of corrosive failure in preheater
tubing. The range of results is due to the changes in the operating conditions over the
numerous experiments a particular preheater experienced.

! Calculated from heat transfer model; see text.

undergoing various extents of corrosion over an extended region (about 40 ¢cm long
in Preheater #2, somewhat longer in Preheater #3 as shown in Figures 4-1(a) and
4-1(b)) beginning at the point where the tube first entered the fluidized sand bath.
The rupture location and the calculated temperature range over all experiments at
the failure site for the bulk fluid and the inner wall of the tube are presented in
Table 4.3. Note that these temperatures never exceed the pseudo-critical point. The
highest wall temperature for any experiment that is predicted by the model at the
end of the 40 cm region where all corrosion evidence ends is 380° C. Corrosion was
insignificant in the region of the preheater calculated to always be supercritical, such
as where the end of the preheater tubing enters the mixing tee (see Figure 1-4 on
page 25). These findings confirm that the corrosion was confined to a region of hot,
but subcritical, temperatures, which is the regime in which thermally activated ionic
reactions are rapid and corrosion should be particularly swift and damaging.

4.2 Cooling-Tube Experiments

The CH,Cl. SCWO experiments, as quantified by the heat transfer model results, in-
dicate a broad range of temperatures (110-350° C, from Table 4.3) over a substantial
length of tubing where localized corrosion was greatly accelerated. Because these ex-
periments were not intended as corrosion experiments per se, the variables important
to corrosion (O, Cl~ concentrations, wall temperature) were not kept constant over
the exposure lifetime of the material—making it more difficult to correlate material
performance to specific operating conditions. That the internal heat transfer coeffi-
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Figure 4-7 Flowsheet of the HCI/SCWO corrosion experiment.

cient h; was significant in the low-Tg, / high-7h case further complicates interpretation
by increasing the ambiguity of the temperature of corrosion. In order to more pre-
cisely define the temperature ranges of highest corrosion susceptibility, experiments
were performed which expose a given section of metal to a single temperature ard a
constant water chemistry. The temperature profile is reversed to a cooling profile in

air, making h, limiting.

Procedure The system shown in Figure 4-7 draws from three feed-carbuoys, two
of which contain deionized water (DW), and the third dilute aqueous hydrochloric
acid (1830 ppm HCI).

System pressure is developed by a continuously-running two-head piston-type
HPLC feed pump (Eldex, model AA-100-S) upstream end in the system and a back-
pressure regulator (BPR) (Tescom, model 26-1722-24-090) downstream. Pressure
is maintained at approximately 3600 psig (246 bar) and is approximately constant
throughout the system. The feed to one pump head is switchable between HCI and
DW so that a thermal steady-state can be achieved without an aggressive agent
present.

The high-pressure portion of the apparatus is made completely of corrosion resis-
tant materials, with an effort to limit the number of different alloys employed. With
the exceptions of the snubbers on the pressure transducers, test section itself, and the
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fittings downstream of the test section, the materials of construction for the system
are entirely Inconel 625. (Pressure snubbers and downstream fittings are made from
316 stainless steel.)

The pump feeding the high-pressure portion is set such that the two feeds are
mixed in a ratio of 4:1 which, when acid is being fed in the slower stream, produces a
stream of 365 ppm aqueous HCI (corresponding to a pH of 2.0 if measured under am-
bient conditions). This is the concentration to which the test sections of tubing were
exposed. It was selected to be within the 150-910 ppm HCI effluent-concentration
range detected during the CH,Cl, experiments. As before, a second fluid phase is not
expected because the pressure is maintained well above the critical pressure of pure
water (221 bar), and because the solution is very dilute.

The pressurized DW-only stream is sent through a radiantly-heated preheater coil
to bring the fluid temperature to 500° C. This stream then proceeds to an insulated
mixing tee, where it is mived with the room-temperature acid-or-DW stream from
the other pump head. At the 4:1 (water:acid) flow ratio, assuming adiabatic mixing,
the fluid exits the mixing tee at 390-400° C. From the mixing tee, the flow proceeds
through an insulated heat-traced transfer line of 30-40 cm, then enters the test section.

The test section is a tube which is instrumented approximately every 10 cm along
its length with Type K thermocouples (0.010-in diameter, sheathed) starting at the
hot end. The tube is only insulated from the transfer line to the first thermocouple.
Each thermocouple is wrapped around and cemented to the tube and covered with
a fold (3-5 mm thick) of aluminosilicate-wool insulation. (See Figure 4-8.) Seven
thermocouples in all are used to monitor the test section. After passing through the
test section the flow proceeds to a shell-and-tube heat exchanger where it is cooled
to room temperature. The cooled stream then passes through the back-pressure
regulator (BPR) and then to effluent storage. Pressure is measured just upstream of
the BPR, as well as in each feed stream, by piezoelectric transducers (Figure 4-7).

Hastelloy C-276 tubing of two different diameters was tested. The tubes were
welded and solution annealed at the time of manufacture. Details regarding tube
composition and processing conditions are provided in Tables 4.4 and 4.5. As the
sections were part of the process piping, they bore the full system pressure. Table 4.6
presents the data pertinent to each corrosion experiment. Although five runs were
performed, the results from only the two with the most steady and reliable operating
conditions and temperature measurements (3 and 5) are presented. Runs 1 and 2
employed a sub-optimal temperature measurement scheme. Run 4 experienced some
flowrate excursions which greatly affected the measured temperature profile. Unless
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Figure 4-8 Photograph of cooling-tube apparatus.
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Nom. Outer Wall Grain Vickers
Diameter  thickness Size Microhardness Processing

1/16" 0.010" 29 um 228+7 Inco Alloys: Heat #272226CG; ASTM-B-626
1994B, Class Il B (Welded, cold-worked, and
solution-annealed)

1/8° 0.035" 120 um 190+8 Salem Tube: Heat #054077; ASTM-B-626 1994B,
Class 111 BW (Welded, cold-worked, and
solution-annealed)

Table 4.4 Processing conditions for tubing tested. (Vickers microhardness was measured
with 100 g weight and 15 s dwell time.)

Composition (wt %)
Size ] C Co Cr Fe Mn Mo Ni P S Si v w
1/16" [ <001 024 1539 596 0.40 1544 58.69 0.007 <0.001 0.031 001 3.82
1/8" | 0.007 0.10 154 68 060 155 579 0.001 0.04 004 015 36

Table 4.5 Composition of tubing tested.

otherwise noted, the remainder of the discussion will refer exclusively to Runs 3 and
5.

The feed to the test section is 365 ppm aqueous HCl (ambiently-measured pH of
2.0). The oxygen concentration in the feed stream is 2.9 x 104 M, based on Henry’s
Law equilibrium (Perry and Green 1984, p. 3-103) with atmospheric oxygen in the
feed carbuoys. The average flow rate is 2.0 g/min, and is laminar, with a maximum
Reynolds number of 12.8 at the first measurement point in Run 5. (Tables 4.7 and
4.8 contain details of the flow conditions, temperatures, and corrosion measurements.)
The pressure pulses caused by the two-head displacement pump are damped by the
water’s increased compressibility when the system is at operating temperature. Since
this is a flow system and the corrosion reactions occur relatively slowly, ionic con-
centrations are assumed to be constant (approximately zero for all except HCl and
O, species). The steady-state temperature profile was constantly monitored by com-
puter. The mean temperatures T and standard deviations o7 were computed using
a time-weighted average:

N
> 3 (T; + Tiey) (ti = tica)

= 1=2 5
T= v =1 (45)
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Run # | Date  Tube OD Tube Wall Time (h) TC bracket
1 |Fall1996  1/16"  0.010" 17.0 @)
2 | Feb1997  1/8" 0.035" 215 (a)
3 Apr 1998 1/8" 0.035" 495 (b)
4 | Jul1998 1/16"  0.010" 22.0 (b)
5 |Jan1999 1/16"  0.010" 195 (b)

Table 4.6 Corrosion experiment runs. The time column indicates time of exposure to HCL.
TC bracket (a) was a large copper bracket used to affix the tip of a 1/16-in thermocouple
to a bead of Omega thermally-conductive cement on the tube. Bracket (a) introduced
significant measurement error due to conductive losses from tube to thermocouple, and
from local cooling induced by the copper bracket and TC shaft acting as a fin. This was
replaced by scheme (b), in which a 0.010"-diameter TC was wrapped around the tube four
to six times and then cemented with a stainless-steel-filled epoxy.

N
> [3(Ti+Tim) - T)? (t: — timn)
or = \| =2 v (4.6)

where T} is the temperature sampled at the start of period ¢ and ¢; is the time at
which the interval starts. These equations assume linear behavior over the intra-
sample period.

In Run 3, the 1/8-in (3.17 mm) OD tube was exposed to hydrothermal HCI fluid
for 49.5 h. In Run 5, the 1/16-in (1.59 mm) OD test section was exposed to the
fluid at experimental conditions for 22 h. After exposure, each tube was removed
from the system, filled with epoxy, sectioned, and mounted for metallography. Metal
from the locations of each thermocouple was mounted and polished as described in
Appendix A. Details regarding each exposure test are given in Tables 4.7 and 4.8.

4.2.1 Metallography Results

Even before exposure there are large differences in the metallurgy of the two sizes of
nominally-identical Hastelloy C-276 tubing. First and foremost is a striking difference
between the grain sizes (Figure 4-9). The average diameter of the grains was computed
from the number density of grains on micrographs, after the technique of Fullman
(1953). The grains from the 1/8-in tube have a diameter of approximately 120 um,
are are about four times the size of the grains in the 1/16-in tube (approximately
29 pm). This grain size difference is may be due to differences in annealing such
as time, temperature, or starting point. The stariing point may be different due
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Position
mean T
or

min. T
max. T

D, at Trax
-log Ky at Thax
p

ux103
Velocity
Re(Tnax)
Model T

Etch Front
+o
Dealloying
+o

Thermocouple
1 2 3 4 5 6

7

127 175 238 314 425 521
395.2 386.3 382.1 376.3 3579 325.2
1.9 0.9 0.6 0.7 3.2 49
3900 384 381 371 334 317
398 388 383 378 365 335
25 4.0 6.5 93 128 171
192 170 148 133 123 115
173 241 386 476 567 669
294 334 459 551 654 7.89
125. 900 56.2 456 383 324
10.3 9.08 660 550 464 3.84
- 385 382 374 335 293
~ 389 385 382 367 330
1148 13.60 1550 2290 13.99 20.95
1.03 150 198 170 120 1.78
184 139 101 129 202 180
033 068 038 035 031 045

61.3
292.0
7.1
258
301
215
111
741
9.13
29.3
3.32
255
300
23.21
1.38
0.17
0.26

cm
°C
°C
°C
°C

log(mol/kg?)

kg/m?3

Pa-s
mm/s

°C

°C
mm/y
mm/y
mm/y
mm/y

Table 4.7 Data for Run 3. A 1/8-in Hastelloy C-276 tube of 0.035-inch wall thickness
was exposed for 49.5 h to 365 ppm aqueous HCI at 246 bar pressure. Measured pressure
ranged 3560-3663 psig (245-253 bar). Statistical measures of temperature are computed
using Equations 4.5 and 4.6. Derived quantities use NBS data for water at 230 bar and
Tmax (Haar et al. 1984), mass flowrate of 2.0 g/min and initial cross sectional area A; =
1.53%107% m?. Penetration depths have been normalized to a mm/y rate based on exposure
time to hydrcthermal HCL.
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Thermocouple

1 2 3 4 5 6 7
Position { 9.5 202 305 413 539 654 76.2 cm
mean T | 389.0 376.7 3747 368.2 346.7 3239 288.4 °C
or| 1.3 0.4 0.6 0.4 0.5 0.7 0.7 °C
min. T | 388 375 373 368 345 321 286 °C
max. T | 392 378 376 370 350 327 290 °C

DoatToe | 30 93 100 115 150 182 229 -
Jog Ky at Thax | 183 133 130 125 118 114 111 log(mol/kg?)
p| 201 476 496 540 626 668 761 kg/m?

px10% | 3.08 551 573 622 728 819 954 Pa-s
Velocity | 181. 765 734 674 582 545 479 mm/s
Re(Tmax) | 128 713 686 632 540 480 4.12 -
Model T | - 383 377 357 321 286 255 °C
- 384 382 374 349 318 288 °C
Local Corr. | 827 17.2 235 181 163 11.0 1.46 mm/y

Dealloying | 1.79 203 199 209 117 0.18 0.06 mm/y
+0| 048 061 0672 098 067 032 0.27 mm/y

Table 4.8 Data for Run 5. A 1/16-in Hastelloy C-276 tube of 0.010-inch wall thickness
was exposed for 19.5 hours to 365 ppm aqueous HCI at 246 bar pressure. Pressure ranged
3569-3670 psig (246-253 bar) with an unintentional 10-minute excursion 3697 psig (255 bar).
Statistical measures of temperature are computed using Equations 4.5 and 4.6. Same meth-
ods as in Table 4.7, with mass flowrate of 2.0 g/min and A; = 9.15x 10~7 m2. “Local Corr.”
represents the maximum penetration in a distinctly local mode.
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to additional working required to form such a thin-walled tube; it may have more
severely disrupted the crystals. Microhardness tests confirm that the 1 /16-in tube is
harder (Table 4.4).

Another difference between the materials is the response to etchant. A pristine
sample of each tube was polished and etched. The grain boundaries of the 1/8-in tube
became visible because neighboring grains etched at different rates—causing a slight
relief in the surface, as seen in Figure 4-9(a). In the 1/16-in tube this also occurred
(Figure 4-9(b)), but was accompanied by some etch-pitting (which is attributed to
attack at dislocations) and slight intergranular attack. It is speculated that the
drawing which the 1/16-in tube received may have introduced into it more defects
than the 1/8-in tube such that, given similar annealing times, the recovery in the
1/16-in tube (in terms of dislocations and grain boundary size) would be much less
complete. These residual defects and stresses could serve as sites which would be
etch-sensitive.

Unlike the post-failure analyses, the corrosion layer in the tubing from the cooling-
tube experiments is devoid of striations or bands. One possible explanation for this is
that the CH,Cl, experiments employed many heat-up and cool-down cycles through-
out the exposure lifetime of the material. The cooling-tube experiments, on the other
hand, employed one continuous long-term exposure. Interestingly, a cooling-tube ex-
periment which was operated in a multiple-exposure mode (Run 2) exhibits bands
roughly commensurate with the number of operating cycles. However it cannot be
distinguished whether the bands were caused by thermal cycling, water-chemistry
cycles, or both.

For both runs it was confirmed that the corrosion layer was a dealloyed layer,
because it exhibits grain boundaries, indicating that the layer was not redeposited
from upstream. By ignoring the “singular” local corrosion features (which extended
into the alloy at least 10 to 20% beyond the “flat” dealloyed layer), statistics for the
dealloying rate were compiled. Five measurements of the dealloyed layer thickness
were made for each micrograph; with two micrographs per site there are ten measure-
ments of dealloyed layer thickness per site. The results for penetration rate, corrected
for polishing angle and reported in annual units of mm/y, are shown in Figures 4-14
and 4-21.

Run 3 Results An 1/8-in Hastelloy C-276 tube was exposed in Run 3. Dealloying

in tubing exposed at 395° C (TC;) is shown in the elemental dot-maps in Figure 4-10,
as determined by EDX. The alloy is on the right; in the middle of the photo there
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Figure 4-9 Grain sizes of metal in 1/8-in (a) and 1/16-in (b) tubing. The height of
each photo is 300 um (same scale). The contrast in (a) was enhanced to make the grain
boundaries more prominent.
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Figure 4-10 EDX analysis of an 1/8-in tube sample exposed at 395° C (TC;, Run 3).

is the dealloved layer. Left of this is an iron-rich redeposited layver. and on the far
left. the mounting epoxy. Iron and nickel are depleted in the dealloved laver. leaving
chromium and molybdenum. The redeposited laver, which lacks grain boundaries.
contains chiefly iron an1 nickel and was deposited during svstem shut-down. At the
first and second thermocouples (TC; and TC,), the dealloved laver is very thick
(7.8 to 10 um) and porous (Figure 4-11). The interface between the dealloved laver
and the metal consists of many thin. hairlike (or cleavage-like) projections. shown for
TC, in Figure 4-12. Islands of unaffected metal are also visible in the portion of the
dealloved laver nearest the allov. The dealloved laver is visibly porous. At TCj the
hairlike projections persist. but thev are fewer in number. and a thinner (5.7 pm)
dealloved laver is still evident. EDX analyvsis of the metal at TC; (Figure 14-13)
indicates that the same dealloving behavior persists——but there is no longer any sign
of a redeposited iron-rich laver. At TC, the interface between the dealloved laver
and the metal is relativelv smooth. The dealloved layver has grown to 7.3 ym and
the hairlike projections are no longer detected. Some wider intrusions (which may
correspond to a grain boundary or surface feature) are evident. but are few in number.

The material at TCy also exhibits small. discrete islands of uncorroded marerial in



TC, TCq TC3 TCy
395°C 386° C 382°C 376° C

TCs TCg TC,
358°C 325°C 292°C

Figure 4-11 Corrosion profile of the 1/8-in tube from Run 3. Each frame corresponds
to the segment of tube where thermocuuples 1-7 were attached. The tubing is not etched.
Each photo is approximately 76 um wide. Position of interface in photo does not impiy

corrosion rate. Angle with radius must be considered when determining penetration depth
(see Table A.1).
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Figure 4-12 ESEM detail of the dealloying interface of an 1/8-in tube sample exposed at
395° C (TCy. Run 3). Unaffected alloy is at the bottom of the image. See alsu Figure 4-11.
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Figure 4-13 EDX analysis of an 1/8-in tube sample exposed at 382° C (TCs. Run 3).
The alloy is positioned at the left of the frame.



the dealloyed layer. At TCs the metal-dealloyed layer interface is once again rough,
and the dealloyed layer has grown to be 11 um thick. The roughness of the interface
has a character somewhat similar to that observed from TC; through TCjs, but the
features in the interface are shorter and thicker here. The region at TCg once again
has a smoother interface, with a well-developed (10 um) porous dealloyed layer. The
attack appears completely uniform at this point. In contrast to all of the preceding,
the TC; region has a much smaller dealloyed layer (1 pm). The smooth interface
between dealloyed layer and metal exhibits signs of localized attack, but visible local
penetration beyond the dealloyed layer is too small (<1 um) to definitively identify
these features as either neo-cracks or the embryonic stages of intergranular corrosion.

The apparent temperature dependence of dealloying rate is shown in Figure 4-
14. From 290 to 360° C the rate increases with temperature. Above 360°C the
penetration rate decreases with increasing temperature until above 380° C, where
once again the dealloying rate appears to rise. Within these trends are changes in
dealloying propagation, in which the corrosion front morphology changes from hairlike
at high temperatures to smooth at moderate temperatures, to more-deeply-localized
at still lower temperatures.

Samples from the 1/8in tube of Run 3 were etched, to discover the extent to
which the grain boundaries had become vulnerable (see Figure 4-15). The results
were striking—not only was the penetration of the etched region overall much greater
than the penetration of dealioying, but the etch-sensitive portion of the alloy was
not limited to the grain boundaries. The grain centers, perhaps initially along sub-
boundaries and other defects, also exhibited a remarkable amount of damage. Fig-
ure 4-16 shows the unaffected grain size next to the etch-affected zone. The damage
to the metal is actually far more severe than was indicated by the dealloyed layer.

In Figure 4-17, the average etch-front penetration is shown as a function of tem-
perature. It can be seen that the average etch-front penetration rate decreases with
increasing temperature. Depending on whether the point at 376°C (T'C,) is consid-
ered an outlier, there are either one or two descending trends visible.

To determine if the etching revealed any local composition changes which had
been obscured by mechanical polishing, an etched sample from the tubing at TCs
was analyzed with EDX (see Figure 4-18). No inhomogeneous concentrations were
detected. As before, iron and nickel were depleted while chromium and molybdenum

were enhanced.
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Figure 4-14 Corrosion peretration rate for the 1/8-in tube (Run 3). Error bars on tem-
perature represent one standard deviation from the mean, as computed with Equations 4.5
and 4.6. Error bars on corrosion rate represent one standard deviation computed from five
measurements on each of two micrographs per temperature point.
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395°C 386° C 382°C 376°C

TC5 TC(; TC?
358° C 325°C 292°C

Figure 4-15 Corrosion profile of the 1/8-in tube (Run 3), as evidenced by etching. Each
frame corresponds to the segment of tube where thermocouples 1-7 were attached. Each
photo is approximately 570 um wide. Position of interface in photo does not imply corro-
sion rate. Angle with radius must be considered when determining penetraticn depth (see
Table A.1).
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Figure 4-16 Close-up of the TC; sample shown in Figure 4-15. Note the size of the
unaffected grains relative to the corrosion pattern.
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Figure 4-17 Penetration rate of “etch front” in the 1/8-in tube from Run 3. The error bars
follow a convention similar to Figure 4-14. There are five measurements (one micrograph)
per temperature point.
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Chlorine Background
Figure 4-18 EDX analysis of etched TC3 sample from Run 3. The etched appearance of
the molybdenum image is caused by the surface sensitivity of the particular wavelength of x-
rays emitted by molybdenum, and does not indicate a local depletion. There is a noticeable
chlorine content because HCI is a component of the etchant.
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Run 5 Results Polished samples from the 1/16-in tube of Run 5 are shown in
Figures 4-19 (CLSM) and 4-20 (SEM). At TC,, the corroded region of the material
has many gray, hairlike projections into the metal surface, but visible penetration
(3.9 um) is not deep. No cgntinuous dealloyed layer is observed. This behavior is
similar to that seen at TC; of Run 3. At TC,, the gray dealioyed layer has become
a continuous layer of 4.5 um, and although the hairlike features observed at TC;
persist, they are not as pronounced. Instead, the corrosion front is beginning to
deepen at the grain boundaries. From TC, to TC, the dealloyed layer thickness is
fairly constant. TCj; through T'Cs again exhibit a continuous dealloyed layer, but also
have pronounced intrusions of the dealloying front deeper into the solid metal. These
also appear to occur at the grain boundaries. Penetration is nonuniform, suggesting
a gradual shift away from uniform dealloying to more-localized corrosion. At TC,
through TCs there are localized intrusions of the dealloying front of 38, 52, 40, and
36 pm, respectively. While the greatest local penetration occurs at TCj;, the attack
becomes increasingly narrow from the minimal damage at TC, to the deeper damage
at TC; and TC,, then to TC;s where significant under-cutting is observed. The
penetration at TCs is 2.6 um, much smaller than from TC,-TCy4. At TCg and TC,
the dealloyed layer is not seen. Instead, at TCg the metal is corroded intergranularly
with a very narrow and localized attack, penetrating visibly 25 ym into the metal. At
TC- little corrosion effect is observed at all. The dealloying penetration is graphed
in Figure 4-21. Maximum and average local penetration per site (where “local” is at
least 15% deeper than the “uniform” portion of the dealloying front) is depicted in
Figure 4-22.

A sample of the tubing corresponding to TC, from Run 5 was analyzed using
EDX. Elemental maps of the dealloyed layer in Run 5 reveal a complex oxide which
is depleted in nickel and iron, and enriched in chromium, molybdenum, and tungsten
(see Figures 4-23 and 4-24). This indicates that the surface is covered with a porous or
otherwise non-protective oxide. The composition of the oxide is apparently uniform,
even 40 um below the surface (along a grain boundary).

Chlorides were only detected in significant quantity (over background) in a piece
of debris, which was neither part of the metal wall nor the oxide. The signal from the
debris indicates the presence of chlorine and oxygen but none of the other elements
(Cr, Fe, Ni, Mo, W), and is most likely an organic contaminant in the resin.

Samples of the 1/16-in tube from Run 5 were etched using the same procedure
as for Run 3. However, the exposed Run 5 samples and a “blank” section of pristine
1/16-in tubing exhibited comparable attack over their entire surfaces. The attack
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TCl TCQ TC3 TC4
389°C 377°C 375°C 368°C

TCs TCs TCr
347°C 324°C 288°C

Figure 4-19 Corrosion profile of 1/16-in tube from Run 5. Each frame corresponds to
the segment of tube where thermocouples 1-7 were attached. The tubing is not etched.
Each photo is approximately 76 um wide. Position of interface in photo does mot imply
corrosion rate. Angle with radius must be considered when determining penetration depth
(see Table A.1).
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288°C

Figure 4-20 Detail of interfaces of each 1/16-in tube sample from Run 5 via SEM (see
also Figure 4-19).
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Figure 4-21 Dealloying penetration rate profile for the 1/16-in tube (Run 5).

had intergranular and etch-pit components, but there was no preferentially-attacked
area, such as that which appeared upon the 1/8-in tube from Run 3. Because the
etch-behavior of the exposed samples is indistinguishable from that found in the
pristine sample, it is concluded that the 1/16-in tube did not experience any deep

intergranular corrosion.

4.2.2 Heat transfer modeling

This heat transfer modeling was performed to provide mathematical confirmation
that the measured temperatures are almost identical not only to the inner tube-wall
temperatures, but also to the fluid itself. A second benefit is that, if needed, it
allows for accurate interpolation for temperatures at points which were not directly
measured by thermocouples.

Starting with the model of Section 4.1.2, a new heat transfer model was developed
for the coocling tube experiment. The equations for h, and U; in the prior heat-transfer
model were changed in order to account for the change of medium from sand bath to
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Figure 4-22 Penetration rate of nonuniform dealloying in the 1/16-in tube (Run 5). Data
series “Max” have no y-error bars because these points represent the deepest penetrations (of
local character) per sample. The error bars on temperature do not appear because they are
smaller than the chart symbols. The “Mean” data series is the average penetration length of
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actual variation.
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Oxygen Chlorine Background

Figure 4-24 Element dot-maps from EDX of the sample in Figure 4-23. Sample is from
Run 5, TCy. Alloy surface is on the right.

108



air and for heat lost by radiation. The new flux equation iz

= U;AT + 0T, (4.7)

o

where U; is similar to the U; in Equation 4.3 (here h, corresponds to an air film
instead of a sand bath), € is the metal surface emissivity, o is the Stefan-Boltzmann
constant, AT is (Ty; — T), and T;, is the metal surface temperature.

In the medium of air, the external heat transfer (via convection and radiation) is
most important. The external heat transfer coefficient h, is approximately 25 W/m?2-K
along the entire length of the tube, while the internai coefficient A; is two to three
orders of magnitude larger (and d,/d; ~ 1); thus h, is limiting. The Morgan corre-
lation for convective heat transfer from a horizontal cylinder was combined with the
Stefan-Boltzmann equation for gray-body radiation to determine the heat transfer
external to the tube.

For the small insulated segments covering the thermocouples, effects of radiation
and the external air film are neglected. The thermal conductivity of the insulation is
variable (due to small differences in density and how it was attached to the tubing),
but the small size of the affected area limits its impact upon the model output.

Initial temperature was set using the first thermocouple (TC;) measurement.
Emissivity was not measured, and so was considered an adjustable parameter. In
order to explore how the model compares to the data, two scenarios were computed
for each experiment (3 and 5):

o A “maximum temperature” curve, in which radiative heat transfer is essentially
turned off (¢ = 0.001), and initial temperature T; is set to the maximum reading
from TC;.

e A “minimum temperature” curve, in which € = 0.2, and T; is set to the minimum

reading from TC;.

Thermocouple readings and model output are presented in Tables 4.7 and 4.8. The
choices of emissivity were determined by the condition of the metal, which ranged
from a shiny non-mirror-like silvery finish to a dull metallic sheen—but at no time
did the exposed surfaces of the metal oxidize visibly to darker colors.

Model outputs are presented in the latter rows of Tables 4.7 and 4.8 and are
plotted in Figure 4-25. One finds remarkable agreement between model and data for
Run 3, especially for the maximum-temperature curve, which is always within 4° of
the measurement. The agreement for Run 5, which used the thinner tubing used in
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Figure 4-25 Maximum and minimum temperature curves generated by the heat transfer

model for the cooling-tube experiment. For max. temp. runs, e=0.001; for min. temp. runs,
e=0.2.

Section 4.1, is not quite as good. In this case, the “maximum temperature” curve,
after the first data point (to which it is set) initially rises above the data, but then
at approximately 45 cm realigns with the measurements. One might suspect that
the warmer end of the tube had built up enough oxide to increase the emissivity.
The emissivity, however, is not the key to the problem, as in Figure 4-25(d) for
the “minimum temperature” (¢ = 0.2) curve, one sees that the temperatures for
thermocouples 2 and 3 are still overestimated. This finding only emphasizes the
necessity of actual temperature measurements under these experimental conditions.

In the case of the cooling-tube experiment, heat transfer was clearly dominated
by the external coefficient. Following the trend in Figure 4-4 (page 82), in which a
smaller h, d,/d; means a U; less influenced by solvent properties, it is clear that the
external heat transfer coefficient h, (with h,d,/d; of 38 to 55 W/m?2-K) dominates
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the overall profile. Because of this, the bulk fluid temperature is negligibly different
from the metal temperature, making external measuzements accurate measures of the

corrosion temperature.

4.3 Discussion

Within these reaction systems there are two main modes of corrosion: dealloying
and intergranular corrosion. Dealloying refers to the selective dissolution of iron and
nickel as evidenced by EDX analysis, and produces what appears in the micrographs
as a gray product which abuts the bright alloy. Intergranular corrosion refers to
the corrosion in the 1/8-in tube which was evidenced by etching. The intergranular
corrosion preferentially attacks grain boundaries, sub-boundaries and defects. Each
of these modes of corrosion has its own complex behavior with different dependencies
upon the environment. These will be reviewed in terms relevant to this experiment.

Review of Intergranular Corrosion

e The intergranular corrosion moves through channels so narrow that diffusion
must have a significant effect upon its progress. Diffusion-limited behavior in
supercritical water is subject to the electrostriction effects computed by Oelk-
ers and Helgeson (1989) (and recently modeled by Balbuena et al. (1998)) in
combination with viscosity changes, as per Stokes-Einstein theory.

_ K
IS

where D is the ion diffusivity, o is a constant, 75 is the solvent viscosity, and R is

D ¢ =omnsR (4.8)

an ion radius. Electrostriction artificially increases R by binding or complexing
water molecules to an ion in a tenacious solvation shell. The driving force for
diffusive flux includes both the standard Fick’s law concentration gradient but
also the electric field produced by the electrochemical potential.

¢ The chemistry in the penetrating front will be somewhat isolated from the chem-
istry of the bulk. It is expected that these reactions will have phenomenology
similar to pitting or cracking. The mechanical relaxation about the intergranu-
lar damage is not significant enough to be visible under microscopy of mechani-
cally polished specimens before etching, either because of its small magnitude or
because the corroded channels closed when the internal pressure was removed.
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The damage can be seen using the ESEM at two magnifications in Figure 4-26.

e There is also an issue of stress. The observed corrosion appears to be very sim-
ilar in nature to intergranular stress corrosion cracking (IGSCC): the attack is
very deep, along very narrow channels. The possibility of the stress enhancing
the propagation rate is very real. Stress can influence the rate by (1) increasing
the diameter of the channel or pore and therefore increasing diffusive flux, and
(2) depending on whether there is nontrivial mechanical relaxation, stress may
either expose fresh material at the crack tip or simply alter the local electro-
chemical potential of the alloy at the channel tip. Another factor to consider is
that, as the IGSCC penetrates more deeply, the tube wall thickness decreases,
making the tangential stress larger—thus accelerating the crack propagation
rate mechanically with decreasing assistance from the water chemistry.

Overall then the reaction rate for the intergranular corrosion is expected to show
dependence on diffusivity, reaction thermodynamics, and mechanical stress. The
possibility that the reaction becomes less polarized and thus slows down also cannot
be eliminated a priori. Figure 4-17 on page 101 shows that these effects combine
somehow to encourage intergranular corrosion at temperatures lower than 325° C and
also perhaps at temperatures near 376° C.

Review of Dealloying The second major effect is the dissolution rate of nickel
and iron in the sub- and supercritical water, as evidenced by the uniform dealloying
statistics. Here it may be helpful to review the effects of competition between diffusion
and kinetics upon the the visible corrosion.

For a given heterogeneous reaction, there are regimes of kinetics and diffusion
which have different physical characteristics. (It is assumed that, at least for the
cooling-tube experiments, the heat transfer limitation has little role here.) The
regimes are classified as fast-reaction and slow-reaction.

e In the case of a slow reaction, the environment is saturated with the proper ions
and charges and is just waiting for a reaction to occur; this would encourage
attack at any point to which the solvent has access. For instance, the network of
channels carved by the intergranular corrosion, where they are wide enough not
to be diffusion-limiting, would provide such access. The slow reaction supports
nonuniform attack. This nonuniform attack occurs not just at the surface but
along grain boundaries and through pores and channels. The slow reaction
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is sensitive to changes in polarization. If diffusivity decreases or polarization
increases then we may enter the regime of the fast reaction.

o In the case of a fast reaction, the environment is depleted in the ions necessary
to carry out the reaction. The reaction would then occur preferentially at
points where there is the smallest diffusion barrier. The diffusion may also be
especially enhanced (given a barrier of constant properties) by the electric field
of the electrochemical reaction at points where the diffusion barrier is physically
thin. The fast reaction supports the uniform reaction front. The fast reaction
will be sensitive to changes in diffusivity. If the diffusivity increases or the
polarization drops, the system will revert to the slow-reaction regime.

Dealloying is similar to general corrosion except for the presence of a matrix of insol-
uble species. If it is not in a diffusion limited regime, its rate is expected to obey the
Tafel equation,

n= ,Blogz,i Tafel (4.9)
0

where i is the current density required to charge the ions, ¢, is the exchange current
density which depends on temperature and surface conditions, B is a solvent- and
diffusion-dependent parameter and 7 is the polarization of the electrode away from
its open-circuit potential. The exchange current density comes from an equilibrium
reaction system. For an electron-transfer reaction,

M*+e” 2 [MY+e ] 2 M (4.10)

there are simultaneous forward and reverse reactions, proceeding at forward and re-
verse reaction rates k; and k., respectively. The forward and reverse reactions are
each activated reactions, such that

k; = Ajexp(~AG%/RT) (4.11)
k. = A, exp(—AG}/RT) (4.12)

The reactant concentrations are not explicit here, because they affect the rate by
electrically polarizing the system through the Nernst equation. As an open circuit,
the metal M is in equilibrium with itself.

kyp =k, = = (4.13)



When polarized, these reaction rates k; and k, do not balance, and charge is di-
verted to another location (e.g., a hydrogen electrode). A thorough explanation of
electrochemical kinetics can be found in Jones (1996, Chapter 3).

Note that ¢ and ¢; are current densities and so are implicitly dependent on the
surface area. Thus the rate of dealloying depends on %, which is a function of area, as
well as T, diffusivity Dag, density p, and concentrations {C;} through 3, n, and 4.

Intergranular Corrosion and Dealloying of Hastelloy C-276 Tubes The
1/16-in tube does not exhibit the intergranular corrosion observed in the 1/8-in tube.
However, the two tubes were exposed to the same environment and have the same
composition. Two possibilities must be addressed: (1) the mechanical properties
unique to the 1/16-in tube prevent intergranular corrosion, or (2) the intergranular
corrosion does not immediately start in the 1/8-in tube, but rather, as the dealloyed
iayer thickens, suddenly and rapidly initiates and propagates (and thus is not observed
in the shorter exposure time of the 1/16-in tube).

To address the first possibility, consider the grain boundary size and its relevance
to mechanical relaxation and SCC mechanisms. In general, grain boundaries prevent
slip and thus add strength and rigidity to a material. The yield stress of a polycrys-
talline solid can be predicted using the Hall-Petch equation (Dieter 1986, p. 189):

oo = 0;i + —\/l];_E Hall-Petch (4.14)
where oy is the yield stress, o; is the “friction stress” or overall resistance of the
crystal lattice to dislocation movement, k is a “locking parameter” which gauges
the relative hardening contribution of the grain boundaries, and Dgp is the grain
boundary diameter. That the metal in the 1/16-in tube has a Dgp of one-fourth the
size of the 1/8-in tube material indicates that, assuming k and o; are constant for
a given material, the yield stress op is larger for the 1/16-in-tube metal. Further,
Vickers microhardness tests confirm that the 1/16-in tube is measurably harder than
the 1/8-in tube (Table 4.4.

From Equation 4.14 it can be reasoned that, for a singular mechanical defect,
the relaxation of the 1/8-in tube will be greater than the 1/16-in tube. In SCC, the
mechanical relaxation of the alloy is important to propagation rate. Thus it may be
the grain boundary size which decides whether or not the intergranuiar corrosion can
gain a foothold and propagate into the alloy.

Complicating this line of reasoning is the fact that the tangential stress (or hoop
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Run

Parameter 3 5
R, 0.0625 0.03125 in
R; 0.0285 (.02125 in
P, 15 psia
P, 15 psia

Si(r = R;) | 5403 6715  psia

Table 4.9 Computed tangential stress for thick-walled tubes in Runs 3 and 5.

stress) is larger for the 1/16-in tube. The tangential stress S; in the tube (relevant
for seam-tearing or stress corrosion cracking) is described by the Lamé formula for
cylindrical thick-walled tubing:

_ RIR-RP,  RIEY(P—P)
CTR-E T PE-R)

W

(4.15)

where P, is the internal pressure, P, is the outside or atmospheric pressure, R; is the
inner tube radius, R, is the outer tube radius, and r is the radius at which the stress
is computed. (For a pristine tube, the r of interest is 7 = R;.) Table 4.9 shows the
tangential wall stress applicable to the tubes in Runs 3 and 5, for perfectly-formed
smooth tubes with no cracks or other defects. A notch or other singularity will
cause a concentration of stresses into the metal adjacent to the defect. This becomes
important after the crack is already started, but prior to that, the Lamé formula is
more purely applicable.

Finally there are also effects of teraperature, residual stresses, and annealing. The
1/16-in tube, which seems to be at a lower degree of annealing “recovery” would be
expected to have larger residual stresses. It is also under higher applied tangential
stress during the experiment.

If residual or applied tangential stress alone were the cause, then the 1/16-in tube
would be expected to corrode intergranularly first. Instead, the local plasticity of the
1/8-in tube encourages (or fails to discourage) local propagation. Thus the elastic
modulus of the 1/16-in tube may protect it from the intergranular corrosion (IGC).

At the higher temperatures, the Young’s modulus will decrease and deformation
will increase (some). This decrease in elastic modulus may help explain the hair-like
morphology of the dealloying front in Runs 3 and 5 at their respective TCy’s. Issues
of Young’s medulus and alloy hardness thus compete against applied stress and defect
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concentration.

To address the second possibility, some 1/8-in tubing from Run 2 was etched.
This tubing was exposed to the same hydrothermal HCl environment as in Run 3,
but only for 21.5 h. The presence of significantly etched regions indicates that, at an
exposure time comparable to that of Run 5, intergranular corrosion had already begun
in the 1/8-in tubing. It is most likely that the difference in behavior is due to the
differences in mechanical response, as discussed above. That the mechanical response
of the tubing plays an important role suggests that the mechanism of corrosion in the
1/8-in tube is intergranular SCC.

In contrast to the intergranular corrosion, dealloying is present and measurable
in each of the tubes. Assuming that the dealloyed layer has similar composition and
porosity on each tube, one can see from Run 5 and detailed micrographs from Run 3
that the dealloying proceeds in the slow-reaction regime. Evidence includes islands
of unaffected material and visible penetration into thin, hairlike features (e.g., see
Figure 4-12 on page 97).

The dealloying rates in the 1/8-in and 1/16-in tubing are not as comparable as
might be expected (Figure 4-27). In general the dealloying is slow to nil (<0.5 mm/y)
below 300° C for each tube. But at the intermediate temperatures, the dealloying in
the 1/8-in tube exceeds that of the 1/16-in tube. And for the points available near
the critical point of pure water, the dealloying rate in the 1/16-in tube exceeds that of
the 1/8-in tube. It is speculated that these rate differences are due to initial surface
roughness, differences in available surface area due to intergranular corrosion, and
mechanical relaxation. For instance, at higher temperature the uniform dealloying
rate is more difficult to characterize due to the many overlapping cleavage-like features
and small, undercut islands. At intermediate temperatures (Run 3 TCg vs. Run 5
TCs) it may be speculated that the rate disparity is due to increased porosity of the
dealloying interface due to IGC. However, this does not apply to TCz, where the lack
of corrosion in both cases implies a thermal activation barrier.

For temperatures at and above the critical point (77>374° C) there is an intriguing
similarity between the maximum sitewise local dealloying penetration rates of the
1/16-in tube and the intergranular corrosion rates seen in the 1/8-in tube (Figure 4-
28). This suggests that the mechanism of penetration in the nonuriform dealloying
may be related to the mechanism of the intergranular corrosion observed in the 1/8-in
tube. It is speculated that, whereas in the 1/8-in tube the mechanical relaxations
were sufficient for the intergranular corrosion reaction to progress, in the 1/16-in tube,
which is harder, the relaxations alone de not increase the diameter of the channels
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Figure 4-27 Comparison of the uniform dealloying rates in the 1/8-in and 1/16-in tubes
from Runs 3 and 5.
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Figure 4-28 Comparison of intergranular corrosion rate in the 1/8-in tube and the max-
imum localized dealloying rates in the 1/16-in tube.
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Figure 4-29 Proposed mechanism of dealloying which thwarts intergranular cracking. A
singularity develops, but is blunted by dealloying.

Figure 4-30 Ultimate fate of nonuniform dealloying.

enough to allow intergranular corrosion to propagate. Dealloying is required in order
to increase the porosity of the material around the intergranular-corrosion initiation
site and therby supply the intergranular-corrosion reactions with the required ion
flux. Because the dealloying occurs in the slow-reaction regime, there is enough
access for ions between bulk and singularity-tip that significant dealloying may occur.
The dealloying has the effect of widening the channel and blunting the tip of the
singularity, thwarting the diffusion-limited chemistry and the mechanical stress that
the intergranular-corrosion mechanism requires to propagate—to an extent (Figure 4-
29). This is similar to a mechanism described by Sieradzki and Newman (1987).
As the cycle proceeds, the singularity becomes progressively deeper and, eventually,
the diffusion barrier presented by the dealloyed metal surrounding the intergranular-
corrosion channel becomes large enough that the widening and blunting afforded by
dealloying are not enough to retard propagation, and the corrosion switches to a SCC
regime (Figure 4-30), as seen in the preheater post-failure analyses.

Figure 4-31 is a zeroth-order Arrhenius plot of the dealloying penetration rate. A
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purely thermally-activated reaction would exhibit a straight line, but the observed
rates seem independent of temperature at the higher temperatures. Changes in deal-
loying rate can be attributed to changes in electrochemical potential, exchange current
density, or surface area. As the dielectric constant of water changes, the free energy
of solvation of aqueous ions changes. (Refer to Debye-Hiickel theory, summarized
in Section 3.4.3, to see the functional form of the dependence.) This would change
the polarization of the reaction, changing the rate through the 7 term of the Tafel
Equation 4.9. Similarly, if the transition state of the exchange-current reaction is
zwitterionic, the exchange-current density iop may also be affected by the solvent di-
electric strength. Kirkwood (1934) showed that the free energy of solvation of a charge
distribution in a dielectric continuum (with respect to vacuum) can be expressed as

Qo [1- Q[ 1-
AGp/py = 2b( D )+2b3 (21)4-1)“‘~

’R"..( ) 1-D, + IIJ'|2 l_Ds
87T€0b Ds 47T€0b3 ZDS +1

(4.16)

where D is the dielectric constant of the solvent, b is the radius of the spherical
solvent-less cavity around the zwitterion, and the {Q;} are functions in a multipole
expansion. For a simple dipole, @y = 0, Q1 = |u|?, and the higher-order {Q;} are
negligible. Kirkwood further shows that a direct consequence of Equation 4.16 is that
the log of the ratio of the solubility of a zwitterion in dielectric D,=D to its solubility
at D,=D, is a linear function of 1/D. In Figure 4-32 is a zeroth-order Arrhenius
plot of the penetration rate scaled by the dielectric constant. While the plot still
retains a good deal of scatter, the trend appears to be linear. (In Figure 4-32, the
sensitivity of the dielectric strength to the error in temperature was not assessed, and
is not shown in the error bars.) This is an empirical fit based on theoretical intuition.
Finally, while the surface area can affect the dealloying rate, a good measure of the
porosity and relative surface area would be difficult to obtain, and therefore here is
not a factor in the mathematical analysis.

For the 1/8-in tube of Run 3 there appear two distinct trends in the depth of
intergranular corrosion (recali Figure 4-17). Because the peak in the IGC corresponds
closely with a peak in local corrosion in the 1/16-in tube, let us assume that it is not
an outlier. Then, each of these apparent trendlines shows a decreasing corrosion rate
with temperature. The noticeable discontinuity near the critical point suggests that a
change in the chemistry or the mechanisms of the intergranular corrosion takes place
there. The low-temperature regime has a gentle negative slope; the high-temperature
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Figure 4-31 Arrhenius plot of uniform dealloying rates in the 1/8-in and 1/16-in tubes.
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scaled by the dielectric constant of water.
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Figure 4-33 Arrhenius plot of maximum observed non-uniform dealloying rates in the
1/16-in tube and intergranular corrosion in the 1/8-in tube, scaled by the dielectric constant
of water.

regime has a much larger negative slope. Each segment is approximately linear. It
is speculated that the second (high-temperature) segment actually asymptotically
approaches the first, representing an excursion near the critical point from a “usual”
behavior found in the remainder of the tube.

Applying a dielectric-scaling to the intergranular corrosion and the nonuniform
dealloying, a linearization is effected (Figure 4-33), particularly for the maximum
observed nonuniform dealloying penetration. The similarity in rates between deal-
loying and intergranular corrosion at higher temperatures is plainly apparent. Also
visible is the point of departure, where differences in propagation mechanism (due to
mechanical phenomena in the tube wall) affect penetration rate. However, because
the possibility of diffusion limitations has not been eliminated, the apparent linearity
may be fortuitous.

It is proposed that the intergranular corrosion follows a mechanism similar to the
nonuniform dealloying. As before, a singularity develops on the surface at a grain
boundary (Figure 4-34). But instead of dealloying, the metal deforms, allowing access
to an intergranular channel. With a narrow channel available in which local diffusion-
limited chemistry can become established, intergranular penetration can propagate.
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Figure 4-34 Proposed mechanism of deformation which promotes intergranular cracking.
A singularity develops, and the stress pulls a crack open.

Differences in intergranular corrosion rate can be caused by variations in the ma-
terial properties or the interplay between material and environment. In terms of
materials properties, the time-temperature history of the material can piay a role,
because, for instance, chromium carbide precipitates can deplete the chromium con-
centration in the grain boundaries, making them chemically different from the bulk
material. In general, for the cooling tube experiment, the outward heat flux is lim-
ited by the external heat transfer coefficient. This means that the entirety of a tube
slice is essentially at one temperature. Since the interior of the tube cannot have
a sigaificantly different time-temperature history than the exterior of the tube, the
preferential etch sensitivity near the inner radius can not have been caused by heat
sensitization.

Residual and applied stresses can also impact the rate of intergranular corro-
sion by mechanical relaxation, in a mechanism of IGSCC. Stress effects are also af-
fected by temperature, as alloys generally soften at higher temperatures. In this case,
temperature-influenced deformation may be a factor in the development of the hair-
like intrusions seen at higher temperatures (T'C;). At higher temperatures, annealing
and stress-relief is a possibility. However, no change in grain size was detected in the
test sections during these experiments. Annealing effects must still be considered for

longer exposure periods.

4.4 Conclusions

In this study two different sizes of Hastelloy C-276 tubing were exposed to a hy-
drothermal aqueous HCI solution. It was found that the 1/16-in tube exposed in the
controlled experiment exhibited corrosion behavior similar to the 1/16-in tubes used
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for preheaters, as examined under post-failure analysis. The corrosion observed was
a selective dissolution of of iron and nickel from the Hastelloy C-276 matrix. This
dealloying was coupled with an intergranular corrosion mechanism. The intergranular
corrosion in the 1/16-in tube was thwarted by the blunting effect of the dealloying
and the rigidity of the metal matrix, which prevented propagation of diffusion-limited
intergranular corrosion. As evidenced by the preheater failure analysis, eventually the
penetration of dealloyed singularities is deep enough that diffusion-limited propaga-
tion can take place, either because the dealloyed layer is acting as a diffusion barrier or
because the dealloyed layer failed under the stress and injected a crack into the alloy.
The deepest penetration in the controlled experiment was found to occur between
370 and 380° C.

The 1/8-in tube exhibited uniform dealioying, but also deep intergranular cor-
rosion which was only evident after etching. It is believed that the dealloying rate
was slightly enhanced by the additional surface porosity afforded by the intergranular
corrosion. The intergranular corrosion was found to propagate in the 1/8-in tube but
not in the 1/16-in tube because of measurable differences in the hardness of the alloys,
due to grain size differences. Intergranular attack was most dramatic at ~370° C and
also at ~290° C, which was the lowest temperature for which intergranular corrosion
rate was assessed.

The uniform-front dealloying in both tubes was found to be thermally activated
with an inverse dependence on the dielectric constant of water. The dependence on
D, is attributed to changes in activity of the dissolved species and also in the exchange
current density. (In the case of the exchange current density, the reaction transition
state, under conventional transition state theory, would be the affected species.)

At supercritical temperatures, the temperature-dependent rate of nonuniform
dealloying in the 1/16-in tube was very similar to the rate of intergranular corro-
sion in the 1/8-in tube. This suggests that at these temperature the mechanisms are
very strongly coupled.

While the dealloying rate can be estimated as a function of temperature and sol-
vent dielectric constant, the true danger of the corrosion is in the localized phenomena
which are still not well characterized. While it is obvious that susceptibility to local
corrosion in a given environment varies from material to material, this investigation
demonstrates that even different forms of the same material may have different local
corrosion susceptibilities. The 1/16-in tube is superior to the 1/8-in tube in terms of
intergranular corrosion. However, the 1/16-in tube is still susceptible to local pene-
tration when the dealloyed layer is large enough. The critical depth of the dealloyed
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layer is expected to vary as temperature changes. Finally, it is recommended that
further studies regarding local corrosion distinguish between materials with different
metallurgical properties, such as hardness or grain boundary size.
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Chapter 5

A Density-Functional Theory Model
of a-Cry0Og3

5.1 Modeling of Chromium Oxide

Chromium oxide is the least understood and studied of the transition metal oxides
in terms of surface electronic structure properties (Henrich and Cox 1994). It is use-
ful as a catalyst in many applications including internal combustion engine emission
technology (Harrison et al. 1998) and the dehydrogenation of alkanes (Bond 1974;
Mentasty et al. 1999). Crp0; is also the primary constituent of passive films pro-
tecting stainlcss steels and other high performance industrial alloys (Alstrup et al
1994; Figueiredo et al. 1994; Ryan et al. 1994). It is known that chloride promotes
corrosion initiation, penetrating the passivating Cr,O; surface but the associated
atomic-level mechanisms remain enigmatic (Mitton et al. 1998; Burstein and Mattin
1992; Newman and Sieradzki 1994).

As the problem of chloride-enhanced corrosion is of widespread industrial rele-
vance, many techniques have been used to investigate the nature and ancillary causes
of chloride-enhanced corrosion. Theoretical treatments such as percolation and frac-
ture models have been used to treat the propagation of the resulting cracks, but
until now there has been no theoretical technique which could capture the critical
interactions between the solid oxide surface and the chlorinated medium.

Quantum mechanics provides means for determining the electronic structure of the
oxide surface, which in conjunction with the theory of local chemical softness/hardness
(Yang and Parr 1985) can be used to assess and explore chemical reactivity. However,
full quantum mechanical treatments of such a complex system have been, until re-
cently, so computationally demanding so as to be impossible to perform. Advances in
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computer technology, in conjunction with developments of quantum-mechanical treat-
ments such as density functional theory, have now made such a quantum-mechanical
treatment of a metal oxide reasonable to perform.

5.1.1 Density Functional Theory

Density functional theory, developed by the recent Nobel laureate Walter Kohn (Ho-
henberg and Kohn 1964; Kohn and Sham 1965), is a method which is equivalent
to numerically solving the Schrédinger equation. The Schrédinger equation is oft
expressed in condensed form as the eigenvalue problem

HY = E¥ (5.1)

where H = T + V is the Hamiltonian operator (T is the kinetic energy operator, Vis
the potential energy operator) and ¥ is the many-body wavefunction. The potential
energy operator is a combination of energies from the electron-electron interactions,
the electron-ion interactions, and the ion-ion interactions.’

\7 = Ve_e + Ve_I =+ \7]._] (5.2)

In general, because the mass of the electrons is so much smaller than the mass of nu-
clei, the electrons respond much more quickly to outside forces. Because of this mass
disparity, most ab initio calculations employ the Born-Oppenheimer approximation,
in which the nuclei are assumed to be standing still with respect to the electrons.
Under the Born-Oppenheimer approximation, the ion-ion interaction is constant, and
therefore is irrelevant to the variational calculation; as such, the ion-ion energy is
computed “off-line.”

V=Ve_e+Ve_; under DFT (5.3)

Now we consider only the electron-electron and electron-ion interactions. It was
proven that the potential energy in the system can be expressed in terms solely of

1 In this text, the word “ion” is often used to indicate an ionic core, or a nucleus.
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the local electron density p(r) (Hohenberg and Kohn 1964; Kohn and Sham 1965).

o(r) = Ne1/||\ll(r,r2, r3, - ,7N)|? drydrs --- dry (5.4)

V[p(‘l‘)] = Epotemia.l (55)

This implies that the potential energy of the system does not depend on the separate
contributions of each body, but only of the total charge density at each point. Thus the
multi-particle wavefunction ¥ can be factored into individual-particle wavefunctions
{¥n}. 1 emphasize can because this simplification comes at the price of changing
the potential energy operator. The motions, spins, and positions of the electrons
are correlated, and this is accounted for explicitly in the many-body wavefunction
V. When the individual {¢,} are treated separately, a certain energy of exchange
and correlation in the potential and kinetic energies is overlooked, which must be
replaced by a correction. The exact exchange-correlation functional is proven to
exist, but has no known analytic functional form. Thus the exchange-correlation
functions are computed and parameterized (Perdew and Zunger 1981) from more
complex calculations. The equivalent Hamiltonian operator under density functional
theory is

-~

H=T+VH +’\A/'e_1 +\7xc (5.6)

where V,_, has been replaced by the Hartree potential operator Vy and the exchange-
correlation potential Vxc is included. The equivalent Kohn-Sham Hamiltonian for

each electron in the many-electron system is
s = T+ (Vulo() + Voot lo()] + Vel () s = e (57)

where ¢; is the eigenenergy of the wavefunction ;. The Hamiltonian is only indirectly
dependent on the individual 9; by their contribution to the charge density (and the
resulting electric field), and is computed to self-consistency through iteration.

The outputs of density functional theory include the total energy of the system,
the eigenenergies of the wavefunctions {¢;}, and the charge density of the system.
Additional derived quantities include the electrostatic forces upon the nuclei, the me-
chanical response of the system (derived from the partial derivative of energy with
respect to the lattice vectors or the positions of ions), the magnetic order of the sys-
tem (when using a spin-dependent exchange-correlation functional), and the spatial
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distributions of the bands. Overall, density functional theory provides a reasonable
computational method for determining the interactions of an oxide with other chemi-
cal species explicitly in terms of electronic states and bonding, allowing exploration of
the responses of the multi-atom system to various mechanical and chemical stimuli.

5.1.2 Application of Density Functional Theory to Cr.03

Experimentally, metal oxide surfaces are harder to study than pure metal surfaces
(Foord and Lambert 1986). Theoretically, transition metal oxides are computation-
ally demanding to model using ab initio methods because of the large number of
valence electrons and the manifold of tightly bound d-states (Henrich and Cox 1994;
Cox 1992). Manassidis et al. (1993) were the first to use ab initio density func

tional theory (DFT) in the local density approximation (LDA) to study the structure
and energetics of the basal plane surface of Al,O3. They found very large surface
relaxations which resulted in a reduction of the surface energy by a factor of two.
Wang et al. (1998) used spin-DFT with the generalized gradient approximation and
a full potential linearized augmented plane wave (FP-LAPW) basis set to study the
a-Fe,03 (0001) surface as a function of oxygen pressure. An important finding was
that the oxygen-terminated surface becomes more stable than the iron-terminated
surface in an oxygen rich environment. Veliah et al. (1998) also empioyed DFT with
both the local spin-density approximation (LSDA) and non local LSDA (NLSDA)
to study CrmO, clusters. Ab initio periodic unrestricted Hartree-Fock (UHF) was
carried out by both Catti et al. (1996), who studied bulk Cr;Os, and Rehbein et al.
(1998), who modeled the chromium-terminated a-Cr;O3 (0001) and (0112) surfaces.
Recently, Rohr et al. (1997) simulated the molecular dynamics of a hybrid Cr203
(0001) surface with half a layer of chromium ions using classical interatomic poten-
tials.

Below, results of ab initio DFT calculations are reported for bulk Cr,Oj; using
LSDA, and for comparison, LDA (see also (Cline et al. 1999)). These results strongly
support the use of the LSDA as a robust approximation for calculation of the Cry03
(0001) surface in vacuum. To gain insight into the interaction of the CrO; surface
with adsorbed species (chloride and sulfide) and to better understand both aqueous
chloride-initiated corrosion at the atomic level and the catalytic activity of the CroO3
surface, the oxygen-terminated surface is studied. Results for atomic, electronic,
and magnetic structure are presented. The relaxation which we find for the surface
involves a contraction of the outermost oxygen layer with a rotational reconstruction.
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The work described below paves the way ultimately to an ab ¢nitio understanding of
the electrochemistry, halogen-sensitivity, and loss of catalytic activity of the Cr,Os
surface.

5.2 Methodology

The calculations are carried out within the ab initio pseudopotential density-functional
formalism to provide a first-principles quantum-mechanical treatment. This approach
has been applied successfully in the past to a wide variety of solid-state and surface
systems. (See Payne et al. (1992) for a review.) Three approximations are necessary
to make the calculations tractable. First, the surface is treated as a periodic array of
slabs of finite thickness at finite separation in order to maintain periodic boundary
conditions so that fast Fourier transform (FFT) techniques may be employed. Next,
the pseudopotential, or “frozen-core,” approximation is used at a given plane wave
cutoff to describe the effect of the ionic cores on the valence electronic system. Finally,
density functional theory as outlined in Section 5.1.1 is in principle exact, but the
exact exchange-correlation functional is unknown and is approximated in this work
using LDA as parameterized in Szotek et al. (1993) and LSDA as parameterized in
Perdew and Wang (1992).

For the bulk calculations described below, both the ten-atom corundum-structure
primitive cell of CroO3 and a larger, thirty-atom hexagonali cell (which is commensu-
rate with our slab geometry for the surface studies) is used. For the ten-atom cell, the
Brillouin zone is sampled with an eight k-point Monkhorst-Pack (1976) mesh, which
folds to four points under time-reversal symmetry. This corresponds to a reciprocal-
space sampling density of 0.37 bohr™!, which is commonly used to treat silicon, which
is expected to be more than sufficient for this even more ionically-bonded system. For
both the thirty-atom bulk cell and the surface calculations, four k-points (which fold
to two) in the plane perpendicular to the c-axis of the cell are employed, which yields
a similar sampling in reciprocal space. The thirty-atom supercell contains six bilayers
of chromium and six layers of oxygen, which was found sufficient for the description
of Fe,03 surfaces (Wang et al. 1998).

The pseudopotentials which represent the chromium and oxygen ionic cores in
the study are of the non-local Kleinmann-Bylander separable form (1982), and are
generated using the optimized pseudopotential procedure of Rappe et al. (1990). Pre-
liminary calculations carried out on small atomic clusters showed that the states of
the argon shell are relatively close in energy to the 2s states of oxygen. Out of con-
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Figure 5-1 Convergence comparison of a 10-atom CroOj3 cell using Ar- and Ne-core pseu-
dopotentials.

cern for the possible mixing of the argon-shell electrons of chromium with the oxygen
valence shell, the argon-shell electrons are explicitly included in the calculation as va-
lence electrons and only the neon core of chromium is moved into the pseudopotential.
Convergence tests (Figure 5-1) show that both pseudopotentials are well-converged
at a plane wave cutoff of 80 rydbergs, which is used for all results reported in this
thesis. Figure 5-2 compares the band-structure of chromium metal as calculated with
the neon-core pseudopotential employed in this work with a comparable argon-core
pseudopotential and the results of LAPW calculations (Papaconstantopoulos 1986).
The LDA and LSDA results agree well with the LAPW results; including the argon-
shell of electrons improves the results. The oxygen pseudopotential employed in this
work has been used and tested in a variety of other works (Rappe et al. 1992).
Finally, the choice of exchange-correlation functional represents the third approx-
imation in the ab initio calculations. To evaluate the efficacy of various functionals
in treating the present material, the lattice constant and bulk modulus of Cry0;
within both LDA and LSDA were evaluated for the ten-atom bulk cell. The results,
described in detail in the next section, show that the LSDA gives a quite acceptable
description of these properties. Further, LDA computations were performed, which
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Figure 5-2 Comparison of LDA band structure results, calculated with linear augmented

plane waves [LAPW] (Papaconstantopoulos 1986) (circles), and with pseudopotentials based

upon an argon core (solid line) and neon core (dashed line), respectively. Reciprocal-space
vectors are enumerated in Section D.2.
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show that the removal of spin effects from the system greatly influences the predicted
equilibrium crystal symmetry and mechanical response. After evaluating LSDA with
the 10-atom cell, the 30-atom bulk and 28-atom surface calculations are performed
under the LSDA exclusively.

Within the above approximations, the quantum state of the system is determined
by minimizing the total energy over all possible sets of orthonormal electronic wave-
functions using the analytically-continued functional approach (Payne et al 1992;
Arias et al. 1992), which has been recently shown to be nearly optimal in a rigor-
ous mathematical sense (Edelman et al. 1998). From the resulting electronic wave-
functions, calculate the total energies, electronic charge and spin densities, chemical
softness fields, and forces on the atomic cores are calculated. The calculations are per-
formed using the MIT-developed dft++ software (Ismail-Beigi and Arias 1998) which
uses a new, very general matrix language for density functional theory (Ismail-Beigi
and Arias 1998; Arias 1999). This language makes the use of different physical de-
scriptions (LDA, LSDA, SIC, Hartree-Fock, etc.) relatively simple to explore and
provides both high portability to different computational platforms and good com-
putational performance.

5.3 Results and Discussion

5.3.1 Bulk CI‘203

As described above, the electronic structure, spin densities, bulk modulus, and chem-
ical reactivity were computed for the bulk material within both LDA and LSDA. As
shown below, spin is critical to a proper description of even the most basic properties,
such as mechanical response as gauged by the bulk modulus.

The crystal structure of Cr,Oj is important for understanding the relaxation of the
internal coordinates of the unit cell, the magnetic ordering of the bulk, and the struc-
ture of the surface. Cr,O3 assumes a corundum-type structure (space group R3 c),
which has a ten-atom primitive cell, equivalent to a thirty-atom cell on a hexagonal
lattice. The structure consists of layers perpendicular to the c-axis which alternate
between oxygen layers and chromium bilayers. Each chromium bilayer consists of
two perfectly planar triangular lattices arranged so that their combined projection
forms an ideal honeycomb structure, whose two-element basis consists of one member
from each sublayer. (See Figure 5-3.) The difference between the crystallographic
parameter “z(Cr)” (Hahn 1995) and one-third measures the distance between the
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Figure 5-3 Schematic projection of the metal atoms in the corundum structure, viewed
atop the (0001) surface, showing chromium atoms only. The chromium atoms in the struc-
ture arrange in a sequence of bilayers with honeycomb structure, three of which are shown,
colored according to depth. The upper and lower chromium atoms of each bilayer appear
as large and small circles, respectively.
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planes which make up the bilayer. Chromium bilayers align in an ABC stacking
sequence along the c-axis. Each sublayer of a chromium bilayer arranges such that
its atoms align with the holes of the honeycomb structure of the bilayer nearest to
it and directly with the atoms of the further sublayer of the second nearest bilayer.
All oxygen atoms in a layer lie in exactly the same plane and form an approximate
triangular lattice, with a slight contraction of triangles centered on the chromium
atoms of neighboring bilayers which are directly aligned along the c-axis, namely the
further chromium sublayers of the bilayers which sandwich the oxygen layer. The
difference between the crystallographic parameter “z(0)” (Hahn 1995) and one-third
measures this contraction.

It is known experimentally that, unlike Fe,O3 and V203, both Al,O3; and Cr;03
contract nearly isotropically (within tenths of a percent) under hydrostatic pressure
(Sato and Akimoto 1979). Accordingly, for our LDA and LSDA calculations, bulk
moduli and unit cell volumes were determined by holding the ratio c/a between the
crystal axes constrained to the experimental value of 2.7407 (Hellwege 1975, p. 469).
At each volume, a standard Pulay stress correction (Froyen and Cohen 1985; Dacosta
et al. 1986) for changes in finite-basis size was applied, and the internal coordinates
of the unit cell were optimized until the Hellmann-Feynman forces on all atoms were
less than 0.03 eV/A in each coordinate direction. The location of the minimum and
the curvature of the energy as a function of lattice constant give the unit-ceil volume
and bulk modulus.

Table 5.1 compares the results for bulk modulus, unit cell volume, cohesive energy
(atomization energy to neutral atoms), and internal cell coordinates with published
values from experiments and unrestricted Hartree-Fock results. Whereas the LDA
calculations are in error by about -10% and 44% for unit cell volume and bulk modu-
lus, respectively, the corresponding errors for UHF are +5% and +13% and for LSDA
are -1.7% and within experimental error, 5%, respectively. Moreover, there is a re-
duction in the error of the cohesive energy, determined from Born-Haber cycle data
for CrO3 (Sherman 1932) and the bond strength of molecular oxygen (Lide 1999),
in going from LDA to LSDA from -12% to -6%, respectively. (Catti et al. (1996) do
not provide a value of the cohesive energy.)

The variations quoted in the final digits of the internal coordinates z(O) and 2(Cr),
computed at the ab initio cell volume, reflect the differences among the individual
atoms in the relaxed cell due to the small residual forces remaining after the relaxation
procedure. The LDA prediction of the internal coordinates of the unit cell are in
significant error. Note that z(O) for the LDA structure is nearly one-third, indicating
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Model B [Mbar] V [A3] Eflev] 1/3-z(0) =2(Cr)-1/3
Computed Values

LDA(10) 3.39(10) 43.34(04) 23.63 -0.004(2) 0.00626(1)

LSDA(10) 2.35(12) 47.19(14) 25.24 0.03133(8}  0.01647(1)

LSDA(30) — —_ 25.49 0.02212(16) 0.01196(4)

Computed Values from Literature
UHF (Catti et al. 1996) 2.66(10) 50.5 —_ 0.03273 0.01722

Experimental Values from Literature
Finger and Hazen (1980) 2.38(12) 47.997(5) — — —

Sato and Akimoto (1979) 2.31(30)  48.0 _ 0.0282 0.01437
Sherman (1932) — — 26.87t — —
Sawada (1994) — — — 0.02763 0.01417

Table 5.1 Comparison of computed bulk modulus, volume, and cohesive energy in ten- and
thirty-atom cells of CroO3 with experimental values. Volume and cohesive energies (relative
to isolated atoms) are per CrO3 formula unit. The thirty-atom results were obtained at
the optimal volume found in the ten-atom calculation.

t Computed with Born-Haber cycle. (See text.)

a tendency toward a perfect triangular lattice in each O layer. The LSDA results, on
the other hand, are in much better accord with experiment, showing in the 10-atom
cell even somewhat better agreement than reported for UHF (Catti et al. 1996).

In conclusion, there is a dramatic improvement relative to the experimental values
when going from non-spin polarized calculations (LDA) to calculations which account
for spin (LSDA, UHF). The LSDA also appears to perform better for these properties
than does UHF. The results calculated for the thirty-atom cell, for both cohesive
energy and internal coordinates, agree well with the results from the ten-atom cell,
reflecting the good k-point convergence of the calculations. Given the success of
the LSDA description and its clear superiority over the LDA (and UHF), all results
reported below are computed within LSDA.

Next, we turn our attention to the magnetic structure of bulk Cr,Os. Figure 5-
4(b) presents our prediction for the ground-state spin density. The figure shows two
contour surfaces, one light and one dark, which correspond to spin densities of equal
magnitude but opposite sign. The spin polarization in the bulk material is concen-
trated almost entirely on the chromium atoms, leaving the oxygen atoms spin-neutral.
Thus, the large, closed surfaces in the plot correspond precisely to the locations of
the chromium atoms in the structure. The bilayer structure is evident in the fig-
ure. We find an antiferromagnetic intra-bilayer ordering among nearest neighbors in
each bilayer honeycomb, so that all atoms in a given sublayer of a bilayer share the
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( a) g ,
Figure 5-4 LSDA predictions for a thirty atom cell of bulk CroOj3. Left panel (a) shows
a single isosurface of the predicted total electron density (n4 +ny), with the surface colored
according to proximity to chromium atoms (white) and oxygen atoms (charcoal). Right
panel (b) shows the spin polarization, ny — n, for bulk Cro03 within LSDA (thirty atom
calculation): contour of net up-spin (white), contour of net down-spin (charcoal). In this
panel, large dimpled contours surround chromium atoms, and small p-orbital shapes appear

at the oxygen sites. Note that for both panels some atoms are cut-off at the cell boundary,
which reveals their darker-shaded interiors.
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same spin direction. Moreover, there is an inter-bilayer ordering such that that spin-
up/spin-down sequence along the c-axis is identical for each bilayer. These results
are in complete accord with neutron diffraction experiments (Brockhouse 1953).

To confirm that the state shown in Figure 5-4(b) is the ground state within LSDA,
the wavefunctions were relaxed from a random configuration. This resulted in a spin
state in which the magnetic order within each bilayer was the same as described above,
suggesting that the antiferromagnetic spin order within bilayers is quite stable. This
time, the random initial wavefunctions lead to a local energy minimum (Figure 5-5)
in which the spin-up/spin-down sequence of the bilayers reverses from one ground
state (phase A) to the spin-flip related ground state (phase B) over a portion of
the supercell, corresponding to the presence of two antiferromagnetic solitons in the
supercell. LSDA ascribes a positive energy to this excitation, confirming that the
spin ordering shown in Figure 5-4(b) represents the ground state. We extract the
first ab initio estimate for the (0001) c-axis coupling constant J4p =~ 150cm™" from
these results. Experiments provide estimates for this coupling constant but over a
fairly wide range of values, from about J4p =~ 250cm™! to & 350cm™! (Poole and
Itzel 1964).

Finally, Figure 5-6 shows contour surfaces of the electron density of the highest
occupied molecular orbitals (HOMOs) and the lowest unoccupied molecular orbitals
(LUMOs), in the bulk material. These quantities represent the local chemical softness
(Yang and Parr 1985). Species which tend to accept electrons will tend to move toward
regions with strong HOMO concentration—both the oxygen and chromium atoms
(Figure 5-6a). On the other hand, species which tend to donate electrons will tend
selectively toward the chromium atoms, which represent the strong LUMO regions
(Figure 5-6b). These results reflect the fact that the oxygen atoms, already carrying
a significant negative charge, cannot accept more electrons, whereas the chromium
atoms, in contrast, can relatively readily accept or donate electrons.

5.3.2 (0001) Surface

The oxygen-terminated (0001) surface of CryOs3 is studied because of its relevance in
oxygen-rich environments, including supercritical water oxidation (but also may in
general extend to room-temperature ambient exposures of stainless steels). Although
one might naively expect such a surface to be extremely polar and thus energetically
unfavorable, the Oz-termination of a similar MyOj3 system, the a-Fe,O3 (0001) surface,
was found to be quite stable in oxygen-rich environments (Wang et al. 1998).
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Figure 5-5 Antiferromagnetic solitons in CroO3 within LSDA (same conventions as Fig-
ure 5-4(b)).
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Figure 5-6 Local chemical softaess map of bulk CryO3z. Portrayed are the HOMOs (a)
and LUMOs (b) as calculated within LSDA. The figure shows a single isosurface of local
softness, which is colored according to proximity to either chromium (white) or oxygen
(charcoal) atoms.
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Figure 5-7 LSDA predictions for a twenty-eight atom surface slab of CrO3: electron
density (a) and spin polarization (b) (same conventions as Figure 5-4.)

To form the surface slabs for our supercell calculations, one begins with the thirty-
atom bulk cell at its ab initio lattice constants and then extends the cell with 7 A of
vacuum along the c-axis and removes one bilayer of chromium atoms. This forms a
slab of twenty-eight atoms arranged in six oxygen layers and five chromium bilayers
with two oxygen-terminated surfaces, such that there is no net electric-dipole moment
in the unit cell (Figure 5-7a). The final, fully relaxed structure is then determined by
moving the atoms along their Hellmann-Feynman forces until the maximum force on
each atom is less than 0.03 eV /A in each component direction.

The primary structural change associated with the surface relaxation is a signif-
icant motion of surface oxygen atoms (layer O[1] in Figure 5-7(a)}) toward the outer
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Layer pair | Bulk Crystallographic LSDA Experimentally Determined
Spacing [A] Spacing [A] Surface Spacing [A]
(Hahn 1995) (Rohr et al. 1997)
- 0.94 - 0.58
O[1]-Cr[2a] 0.94 0.63 0.50
Cr|2a}-Cr[2b] 0.39 0.40 0.29
Cr[2b]-O[3] 0.94 1.05 1.04
O[3]-Cr{2b] 0.94 0.92 -

Table 5.2 Comparison of computed and experimentally observed interlayer spacing at
the (0001) a-CroO3 surface. Although the surface terminations are different, corresponding
O-Cr spacings are qualitatively similar.

chromium atoms in the outermost bilayer of the structure (layer Cr[2a]). This motion
involves a lateral component along the surface which makes oxygen triangles appear
to rotate about the deeper chromium atoms of the outermost bilayer (layer Cr[2b]) by
6.5(1)°, similar to the rotation of 10° reported for Fe;O3 (Wang et al. 1998). This lat-
eral motion brings the oxygen atoms away from two classes of chromium sites, those
associated with the nearest chromium atoms of the first of the removed layers and
those about which the oxygen atoms had previously participated in superexchange.
The vertical motion brings the outer oxygen atoms 33% closer to the outermost
chromium sublayer, reducing the interplanar distance by 0.3 A. Both components of
the motion are consistent with the oxygen-chromium bonding on the surface becom-
ing primarily ionic in character. The second most significant change is an increase of
9%, or 0.12 A, in the distance between the outermost chromium bilayer and the next
deeper oxygen layer. All other shifts in the structure are less than 0.06 A. Table 5.2
summarizes the interlayer spacing results.

The only relevant experimental data found were for LEED experiments on Cr2O3
(0001) surfaces cleaved between the two sublayers of a chromium bilayer, leaving
an oxygen terminated surface with a half-bilayer of adsorbed chromium (Rohr et al.
1997). As Table 5.2 shows, despite the different terminations, there are similar quali-
tative trends between the O-Cr spacing in experimentally observed structures and the
computed structure. In particular, there is a significant contraction of the outermost
oxygen layer O[1] into the underlying chromium bilayer Cr[2ab], and a slight sepa-
ration of the outer oxygen-chromium double layer O[1]-Cr[2ab] from the underlying
crystal.

Figure 5-8 shows the mean potential for electrons as a function of distance from the
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Figure 5-8 Self-consistent Kohn-Sham potential relative to Fermi Level for a twenty-eight
atom surface slab of Cry0O3 within LSDA.

center of the slab. Comparing this potential to the Fermi level of the slab, the work
function of the oxygen-terminated surface in vacuum is estimated at approximately
6.3 eV. Experiment gives a range of values of 3.6 to 5.9 eV depending upon annealing
temperature (500 to 900° C) and atmospheric pressure (10~° to 760 torr) for the work
function. Given the range of experimental values and that they are not for any specific
surface, the agreement is satisfactory.

Figure 5-7b shows the spin structure of the surface in the same format and ge-
ometry as Figure 5-4 does for the bulk. The magnetic structure of the surface is
significantly different from that of the bulk. In particular, with the antiferromagnetic
superexchange partners of the Cr[2b] atoms missing from the surface, the terminal
oxygen atoms now exhibit a noticeable spin polarization, an effect similar to that
found in Wang et al. (1998) for the same surface of Fe;O3. Note also that the Cr[2a]
atoms, towards which the spin-opposed oxygen atoms move, now have a significantly
reduced spin density, as evidenced by the shrinkage of the contours. Finally, after
exploring different spin configurations on the surface, it is confirmed that the ordering
of the spin ground state is ferromagnetically aligned within the Cr[2] surface layer,
quite different than the antiferromagnetic ordering in the bulk planes.
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Figures 5-9(a) and (b) show the HOMO and LUMO states of the surface slab.
These figures show a remarkable spatial separation between the filled and empty
states near the Fermi level. In particular, the chemical softness for the donation
of electrons (represented by the LUMOs) is well-localized on the surface, whereas
chemical softness for acceptance of electrons is concentrated in the interior of the
slab. Negatively charged species, such as chloride ions, coming in to contact with
this surface will occupy spatial locations which accommodate their excess electrons
with the lowest energy cost: the regions of high LUMO density. Such species would
be expected to prefer the surface. Moreover, when sharing their electrons with these
surface states, our results suggest that such species will preferentially disrupt the
electronic structure of the surface. Note also that lowering the Fermi-level, by p-type
doping, might help to transfer the new LUMOs to the interior, thereby protecting the
surface.

Figures 5-10(a) and (b) show the spin dependence of the slab’s HOMO and LUMO
states, respectively. Comparing Figure 5-10(a) and (b) with Figure 5-7(b), while the
net overall spin polarization of the terminal oxygens is net opposite of the underly-
ing ferromagnetic chromium bilayer, the HOMOs and LUMOs show that the states
near the Fermi level are aligned with the ferromagnetic chromium bilayer. In gen-
eral, the oxygens do not spin polarize—but here they lack the extra electrons shared
with the missing chromium layer. Figure 5-10(b) also exhibits a clear symmetry in
the ferromagnetism of the surfaces. This ferromagnetism may have implications for
chemical reactivity, for, in any given orbital, there is a maximum of one spin-up and
one spin-down electron. Thus a reaction with a Cr,O3; (0001) surface of this spin
ordering is restricted with respect to which electrons participate in bonding or trans-
fer without undergoing a spin-flip. It is speculated that this ordering could play a
role in electron-mediated spin interactions with adsorbed species. For instance, this
effect may influence the catalytic conversion of parahydrogen to orthohydrogen over
Cr,QO3, which was experimentally observed to diminish when the Néel temperature
was exceeded (Arias and Selwood 1973).

5.4 Conclusions

An ab initio model for bulk Cr,O; was constructed using density functional theory
under the local spin-density approximation. This model was validated against exper-
imentally determined crystal structures and thermodynamic data (bulk modulus and
Born-Haber cycle), where agreement with experiment was found to be reasonable,
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Figure 5-9 Local chemical softness map for a twenty-eight atom surface slab of CrpO3
within LSDA (same conventions as Figure 5-6). Figure shows a clear surplus of unoccupied
states and deficit of occupied states at the surface, indicating chemical sensitivity to attack
by electron-rich species.
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Figure 5-10 Spin-dependence of the local chemical softness map for the twenty-eight atom
surface slab of CroO3 within LSDA (same conventicns as Figure 5-4(b)).
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and its performance with respect to other theoretical models was superior. With a
validated first-principles model for the bulk crystal, a Cr2Oj3 slab was constructed for
use in exploring surface chemistry.

The oxygen-terminated Cr,O3 surface was compared to the bulk material by calcu-
lating the atomic, electronic and magnetic structure of both. Although the differences
in atomic structure between bulk and surface are noteworthy (outer oxygen atoms
are 33% closer to the outermost chromium sublayer), the differences in electronic
and magnetic structure are even more significant. The oxygen-terminated surface of
Cr,0; is a region of high LUMO density where negatively charged species such as
Cl~ and S; should be well accommodated. Spatial arrangement of the surface slab’s
HOMOs and LUMOs suggests that p-doping may in fact help reduce its chemical
reactivity. The oxygen atoms of the surface have a noticeable spin polarization and
the adjacent Cr[2] surface layer is ferromagnetic, quite different from the antiferro-
magnetic ordering of the Cr atoms in the bulk material. By restricting the spin of
the electrons which can transfer to LUMO or from HOMO states at the Cr,O3 (0001)
surface, the magnetic ordering may indeed be a contributor to the catalytic action of

CI'QO;;.
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Chapter 6

Examining the Influence of a
Dielectric Upon the Surface
Chemistry of CryOg3

The ultimate objective of the density functional calculations is to construct a rigorous
and flexible model for Cr,O3 which will be useful for investigating corrosion initiation
and other surface chemistries. A key property of the model is that it can account
not only for the changes in charge density and bonding at the oxide surface, but also
for the changes in solvent properties that occur within supercritical water oxidation
(SCWO) process streams.

In Chapter 5, an ab initio model was formulated, validated, and used to gain
insight into the chemical nature of the Cr,O3 surface. These results represent its
surface chemistry in a vacuum, and so are most applicable to heterogeneous reactions
with low-density gas-phase systems. They can presumably be applied to conditions
similar to vacuum, such as under dilute gases at low pressure. Ultimately the calcu-
lation is targeted for examining surface reactions and corrosion in SCWO systems,
in which the environment is much denser. Typical densities range from 0.2 to 1.0
g-cc™l. At these higher densities, water, a very polar solvent, can by rearrangement
of its dipolar molecules support atomic and electronic configurations which are not
feasible in vacuum.

The in vacuo calculation results cannot be directly applied with any obvious
reliability to the case of a dense aqueous system, because the high density of the
polar solvent provides a medium with a dielectric constant (D; = €/¢;) as high as 80.
The influence of this dielectric is expected to be especially significant when aqueous or
adsorbed species become involved. Since corrosion and other surface reactions involve
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aqueous and adsorbed species, it thus becomes necessary to provide in the model the
capability of accounting for the effects of the medium.

In principle, a completely ab initio treatment of these effects is possible with
ab initio molecular dynamics calculations using a large number of water molecules
to represent the solvent. However, because in such a simulation most of the water
molecules remain relatively inert entities, their full quantum-mechanical description
is unnecessary and would represent a major commitment of computational resources.
Such a detailed analysis would not only involve numerous water molecules but would
also require compilation of ensemble averages, necessarily making the computation
much more involved.

The primary effects of a highly polar soivent such as water on a quantum me-
chanical system can be explored using dielectric continuum theory. Although the
structureless-dielectric description of the solvent accounts neither for localized sol-
vent clustering nor the details of hydrogen bonding, it does capture the electrostatic
effects of the polarizable medium upon the energy and orbitals of the system at hand.
This description allows one to contrast the chemical behavior of Cr,O3 passive films
from ambient to supercritical conditions, where the solvent changes its dielectric con-
stant through about two orders of magnitude, from 80 to less than 2. Although this
is a very simplified model for water, it is intended to show the general qualitative
changes in the local surface chemistry that occur with variation in the solvent’s di-
electric constant and provide a mechanism for including a more rigorously-constructed
and detailed solvent model. After showing the response of the bare surface to the
simple dielectric, a research path is outlined in which the surface can be exposed to
hydrogen and chlorine atoms in order to determine their responses under vacuum or
an arbitrary dielectric medium.

6.1 Methodology for Ab Initio Calculations in a Di-

electric

The response of the density-functional system to changes in the surrounding medium
(from vacuum D,=1 to high dielectric strength D,=80) is computed using the following
procedure:

1. The full charge density of the system is computed. The surface slab used as the
basis for these calculations is the same as that described earlier in Chapter 5,
and is pictured in Figure 5-7 on page 142.
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2. Next, the dielectric strength D;(r) profile of the dielectric medium is determiaed
as a function of position 7. For reasons to be developed below, the dielectric
does not overlap with regions of strong charge density—thus the dielectric shape
is determined by the charge density of the in vacuo system. The charge den-
sity i~ the cell is never zero, but for positions which are not near atoms, the
charge density is very small. To account for this nonzero-but-negligible charge
density, a paraiuster for the maximum charge density overlapped by the dielec-
tric (Tcutor) Must be set. This parameter is rather small. For all investigations
within this work the value used for neytos is 1.15x10~3 electrons/bohr3.

In this implementation of the dielectric field, the D;(r) array, which has the
same dimensions as the charge-density array, is initialized thus:

D (r) _ 1.0 n("') > Ncutoff (6 1)
’ D, of bulk solvent n(7) < ncutoff ‘

Note that, in the dft+ native atomic units of bohrs and hartrees, o=1. With
the array initialized, it was then smoothed via 3-D convolution with a Gaussian
of width ops, a second adjustable parameter for this procedure. For results
presented in this chapter, ops=0.25 bohr as used in Tester et ai. (1998) unless
otherwise noted.

3. The Poisson-Boltzmann equation is solved to determine the polarization of the
dielectric. For a system of charges! in an arbitrary dielectric field:

V - [Ds(r) V()] = 4T Nfree(T) (6.2)

where ¢(r) is the potential which is computed from ngee(r), the charge density
of all of the electrons and nuclei. For this application, the free charge is the
charge as computed in Chapter 5. Equation 6.2 is solved numerically for the
system with the imposed dielectric. It is equivalent to view the potential as
the effect of an induced-charge distribution n;,q(7) superimposed upon the free
charge to create a virtual total charge n.i:(r). The Laplacian of potential is

1 The charge density n(r) is an electron-oriented representation of the conventional charge density
p(r) such that n(r) = —p(r).
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related directly to the virtual total charge by Gauss’ Law:
V - Vo(r) = 47 nyie (1) (6.3)

Since Ngree + Nind = Nvir and knowing that Equations 6.2 and 6.3 are linear, one
can by subtraction obtain the induced charge density and its contribution to
the electrical potential, ¢iyq(7).

V - Voina(T) =V - [Ds(r) — 1] VB(r) = —47 nina(T) (6.4)

In order to compute this induced potential, there are some practical consid-
erations which impact its implementation. While the valence-electron charge
density is easily accessible in an array, the contribution from the pseudopoten-
tials is not. Due to the spherical symmetry of the pseudopotentials, they can
without altering the field external to a cutoff-sphere, be replaced with a simple
Gaussian-smoothed representation of the net core charge less the charges of the
non-valence (or “pseudized”) electrons. This incurs another adjustable parame-
ter, the Gaussian smoothing parameter ocore, Which was taken to be 0.25 bohr
for the purposes of this work. All of the smoothing parameters are taken from a
previous study, in which they were optimized (Tester et al. 1998; Reagan et al.
1999).

. The computed polarization field of the dielectric is transformed into a dft+-
compatible external potential. The resulting file for ¢inq is input as an external
potential into the density-functional calculation by incorporating it into the
pseudopotential field. At this stage the polarization energy can be estimated

from

(AE)polarization = / (¢freenind + ¢indnind + ¢ind nfree) dVv (65)
Q

This relation is approximate because the charge density ngee, from the Chapter 5
calculations, is fixed. Also, the @geenifree term is constant, and cancels out of the

equation. Polarization energies computed in this manner appear in Table 6.2.

. As a first extension to the previous step, the wavefunctions from the bare-surface
computations may be used as an initial guess to compute the charge density nfcee
of the surface under the influence of the induced potential ¢i,q. This extra step
was only performed for the bare Cr,O3 surface. For large changes in the charge
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density, even this step will not generate a self-consistent n—¢ system. A method
for achieving a self-consistent system is proposed in Section 6.4. However, as
established below, these changes are quite small.

This procedure was presented without showing how the external potential is incor-
porated into the density-functional model. The explanation of the density functional
theory presented in Chapter 5 is simplified and does not show the explicit implemen-
tation of the pseudopotential approximation in the Hamiltonian. This will now be
discussed in terms of the density-functional Lagrangian.

Lioal(wih,8) = 331 [ ar IVa(oIP

+ [ dr exclmy(r), my(m] n(r) - f dr ¢(x) [n(r) — no]

- 8l7r /dr Dy(r) ||Vo(r)||* + /d’r Vion(T) n(r) (6.6)

The only term which depends explicitly on the wavefunctions is the kinetic energy,
contained in the first term (3, fi f dr [|[V¥s||?). The factor f; is a filling fac-
tor, such that 0 < f; < 1 (or 0 < f; < 2 if not spin-dependent). Next is the
exchange-correlation term ([ dr exc(nt,ny) n), shown here as a spin-dependent ex-
change correlation function. This depends only on the local electron density and
spin channel. Next is the electron-electron interaction, also called the Hartree en-
ergy (— [dr(n — ng) ¢), where ¢ is the electric field caused by charge density n.
The constant n, is a neutralizing charge background which is used in conjunction
with the Ewald sum (for V;_;, computed “off-line”) to produce the correct total
electrostatic energy. The second-to-last term is the electric field self-energy term
(—1/87 [ dr D;||V¢||?). The electron-ion energy term, when not using the pseudopo-
tential approximation, is simply the z;/|r — 7;| potentials for the nuclei. In the case
of the pseudopotential approximation, the nuclear charge is replaced with a combined
nuclear and core-electron potential.

As described in Step 5 above, the induced potential ¢i,q does not change during
the density-functional calculation.

new term
N

-~

[/dr BindT) n(r;+/dr Vion(T) n(7) ] — fdr Vion+ind(T) n(r) (6.7)

The similarities between this potential and the Vo, potential allow for a small modi-
fication of the dft+ code in order to execute Step 5.
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6.2 Ionmicity of the Surface In Vacuo

Recall Section 5.3.2, in which significant relaxations of the a-Cr,O; (0001) surface
were evident. Let us now examine the accompanying rearrangements of the electronic
structure. The (0001) a-Cr,0; surface, in vacuum, is not only significantly relaxed
atomically, but also exhibits a surface dipole reduction greater than that expected
under the classical picture, in which the charges of the surface atoms are formally
identical to those in the bulk. Spatial Mulliken population analysis was performed
using program one4one . c (discussed in Section C.2). Table 6.1 shows that the change
in the surface electronic structure reduces the ionicity of the outermost oxygens to
0.71 times the bulk value, thus reducing the surface dipole strength. This effect
combines with the reduction of the spacing between the terminal oxygens and the next
lowest chromium sublayer to 0.68 times its original length, to produce a reduction
in surface dipole strength of approximately 50%. At the surface the oxygens are
electron-depleted compared to their bulk-phase counterparts. The upper sublayer
of the underlying chromium bilayer, layer Cr[2a], is also electron-depieted relative
to inner layers.? Although the oxygens’ net charge is negative, the self-consistent
potential shows that on average the surface has an affinity for electrons.

The 28-atom slab used for the remainder of the calculations in this chapter has a
magnetic phase boundary at the O[7] oxygen plane. Recall that for the bulk thirty-
atom cell in Chapter 5 that there was a magnetic excitation pictured in Figure 5-5; a
similar excitation is present in this system. This magnetic phase boundary is useful
for investigating the effects of magnetic order on chemical reactivity. The excitation
provides an asymmetry in the behaviors of the two surfaces.

6.3 The Effect of the Aqueous Dielectric

To ascertain the effects of a liquid water environment on the structure and energetics
of the a-Cr,0O; (0001) surface, the procedure outlined in Section 6.1 was applied to
the 28-atom Cr,Oj3 surface cell. Although the dielectric slab’s induced polarization
field influences the charge distribution in the bare Cr,O3 surface, the effect is so subtle
that it is of little practical consequence for the bare surface. First-order-approximate
computations applied to surfaces with adsorbates, however, suggest that the influence
of the induced field around adsorbing species such as chlorine may be significant.

2 Slab layers are named according to Figure 5-7 nomenclature, page 142.
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Table 6.1 Spatial Mulliken population analysis for CroO3, as computed using program
one4one. c (Section C.2).

Charge per Atom
Surface Surface'

Atom | Bulk (D,=1) (D,=80) | Position

Chromium atoms

0] 159 163 1.62
1159 163 1.63

2| 158 192 1.92 | Cr{2a]/Cr[10b]
3|159 194 1.01 | Crf2a]/Cr[10b]
4158 161 1.63

5| 159  1.60 1.61

6| 158 176 1.77 | Cr[2b]/Cr[10a]
7] 159 161 1.61

8| 158 176 1.78 | Cr[2b]/Cr[10a]
9] 159 160 1.59

10 | 1.58

11 | 1.59

Oxygen atoms

0|-1.06 -1.04 -1.03
1/-1.06 -1.04 -1.04
21-1.06 -1.04 -1.03
31-1.06 -1.03 -1.04
41-1.05 -1.03 -1.04
5(-1.06 -1.03 -1.03
61-1.05 -0.75 -0.74 | O[1]/0[11]
71-1.05 -0.75 -0.75 | O[1]/0[11]
81-1.06 -0.75 -0.75 | O[1]/0[11]
9,-1.06 -1.05 -1.06
10-1.05 -1.05 -1.04
11 {-1.05 -1.06 -1.05
12 |-1.06 -1.06 -1.06
13|-1.05 -1.06 -1.06
14 | -1.06 -1.06 -1.06
15|-1.06 -0.74 -0.75 | O[1]/0[11]
16 | -1.06 -0.75 -0.76 | O[1]/0O[11]
17 | -1.06 -0.75 -0.75 | O[1]/0[11]

tThe surface supercell used in this calculation was based upon the magnetically-excited bulk cell
in Figure 5-5. While the physical asymmetries in the cell might lead one to expect asymmetrical
Mulliken results, no such asymmetries are evident.
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Figure 6-1 portrays the change in charge density of the 28-atom slab when going
from vacuum to a dielectric medium of D,=80. On average, electrons on each atom
recede from the surface. This effect is observed (at the =£0.001 electron/bohr® con-
tours) as deep as the second chromium bilayer from the surface. Note that this very
subtle effect only appears at contour levels as low as +0.001 electron/bohr®*—two or-
ders of magnitude smaller than what is normally used to visualize total charge density
(0.3 electron/bohr?). The electrons recede symmetrically despite the aforementioned
asymmetric magnetic ordering in this cell.

In the HOMOs and LUMOs (Figure 6-2), however, the behavior is not as sym-
metric. Here it was discovered that the magnetic ordering of the cell (illustrated
in Figure 6-3) exerts an influence (albeit small) not just upon the internal HOMO
states, but also upon the chemical reactivity of the surface. Within two chromium
bilayers of the magnetic phase boundary (i.e., ignoring the Cr[2] bilayer?®), there is
an antisymmetric influence reflecting through the phase boundary: the HOMOs de-
plete “below” the phase boundary (bilayers Cr[8], Cr[10]), and are enhanced “above”
it (bilayers Crl4], Crl6]).

Consider the “top” surface of the slab. The HOMOs of the outer Cr sublayer,
layer Cr|2a], experience a population enhancement while the slightly deeper Cr[2b]
HOMOs deplete. At the “bottom” portion of the slab, the situation is different. The
HOMOs in the shallower Cr[10b] layer are unaffected, while the terminal oxygens
O[11] and deeper-sublayer chromiums Cr[10a] are depleted in population. No en-
hancement occurs in the HOMOs “beneath” the magnetic soliton. In the LUMOs the
O[1] and Cr[2b] layers are enhanced while the Cr[2a] layer depletes; in their case the
symmetry does carry over to the other surface, except that the O[11] layer does not
enhance as the O[1] layer does. Even the LUMOs, then, which are concentrated at
the surfaces, are influenced by the magnetic phase boundary.

The atomic positions were not relaxed after the charge density reacted to the in-
duced field of the dielectric. The changes in charge density computed in this very
approximate study, however, are far too subtle to cause any significant changes in
bonding, chemical reactivity, or crystal structure. That the induced field does not
strongly affect the surface might suggest that the reactivity of a Cr203 surface is
well-described by density functional theory independently of the environment. Ex-
amination of the polarization energies of some surfaces with adsorbates leads to a
contrary conclusion, however.

% Here again the nomenclature of Figure 5-7 on page 142 is used.
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Figure 6-1 Change in total CrpO3 charge density in going to a polarized state from a
non-polarized (np,=g0 — Nvacuum) state. The dark fields are the positive results, indicating
enhancement in population, and the white fields are the negative results, indicating deple-
tion. The isosurfaces are at An==0.001 electron/bohr®. As in prior figures, some shapes
are cut by the front plane of the cell, revealing their darker shaded interiors.
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Figure 6-2 Effect of dielectric polarization field on the HOMOs (a) and LUMOs (b) of
the 28-atom a-Crz03 surface slab. Electron charge density decreased in the spaces denoted
by white shapes and increased in the spaces denoted by the darker shapes. In the HOMOs
the effect is asymmetrical from surface to surface; this asymmetry is most likely due to the
magnetic excitation in this surface slab. In the LUMOs however, there is a trend at both
surfaces for the lowest energy states to recede from the surface. As in prior figures, some

shapes are cut by the front plane of the cell, revealing their darker shaded interiors.
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Figure 6-3 Spin polarization in the HOMOs of the magnetically-excited 28-atom a-CrpOj3
surface slab.
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Table 6.2 Polarization energies from LSDA (Equation 6.5). Energies reflect the effects of
polarization energy per surface (corresponding to cne adsorption site).

Ep,=s0o—Ep,=1
System [eV]
bare Cry03 -0.037
H-adsorbed Cr,O3 | -0.314
H alone -0.017
Cl alone -0.023
Cl-adsorbed Cr,O3 | -5.05

NOTE: H- and Cl-adsorbed surfaces are not at their relaxed positions and so may exhibit unrealis-
tically strong dipoles.

With this picture for the bare surface in mind, similar calculations are performed
to explore adsorption energies and the effect of the dielectric upon them. To gauge the
effect of the dielectric on adsorbed species, total energy calculations of the adsorption
of H and Cl on the Cr,0; surface were performed on H- and Cl-adsorbed surfaces in
various stages of mechanical relaxation. (These configurations were borrowed from
another study-in-progress, but also employ the surface slab which has the magnetic
phase boundary.) While these adsorbates have not fully reached relaxed positions on
the Cr,05 surface, they are close enough to allow us to gain insight into the effects of
the presence of water on the adsorption energies. In order to have a point of compar-
ison for the adsorption energy, separate total-energy calculations were performed for
atomic H and Cl using exactly the same conditions (k-point set, cell size, etc.) as used
in the 28-atom surface slab calculations. Table 6.2 lists the energies of polarization
of five systems.

To gauge solvation effects, the solvation energy of the surface alone was computed
as a reference and then compared with the solvation energy of the surface with ad-
sorbed species. The adsorption of H onto CrO3 increases the magnitude of the solva-
tion effect calculated for the surface, lowering the system’s energy by 0.3 eV, whereas
the adsorption of C! enhances the solvation effect to a much greater extent, 5.5 eV.
Of the two configurations, the Cl-adsorbed surface was the least converged—and so
a large dipole may exaggerate the effects of the solvent. But this non-equilibrium
scenario corresponds to a species reacting with the surface, where it is evident that
the solvent effects are very important.

Another effect which may be enhancing the solvation energy of the adsorbed chlo-
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rine system is the electronegativity of the chlorine atom, which may be great enough
to extract an electron from the crystal beneath. This would further exaggerate the
dipole and would excite a stronger induced electric field in the dielectric continuum.

6.4 Implications and Recommendations

The preceding work has created a technique which combines a highly-detailed spin-
dependent density functional calculation with the external influence of an electrostatic
continuum due to the presence of a solvent of variable dielectric strength. While the
continuum is chosen in this case to be a structureless dielectric, it can easily be re-
placed by a more structured dielectric once the proper model has been employed to
compute it. While the simplicity of the model may exaggerate the effect of the pres-
ence of liquid water upon the Cr,O3 system, it is entirely appropriate for contrasting
the general trends in behavior of the surface under the dielectric with results for
vacuum conditions.

The influence of the dielectric upon the HOMOs and LUMOs of the bare Cr;03
surface is negligible. However, when dealing with species which are capable of pro-
ducing large dipoles at the surface, the energy-reducing effect of the induced field can
be significant.

This work has discovered an intriguing relationship between the magnetic ordering
in the system and the electronic structure of the HOMOs and LUMOs. This suggests
that under certain conditions the magnetic order at or below the oxide surface may
have an effect on the catalytic activity or other chemical reactivity at the surface.
Because this portion of the computation was approximate, it cannot yet be used to
quantify these effects or even describe trends, because the magnitude of these effects
are very small.

While the techniques in this chapter help elucidate the interactions between a
bare a-CroQ3 surface and a variable-dielectric-constant medium, they are still very
qualitative in nature and lack the detail required for quantitative characterization
of these interactions. Part of the inadequacy is due to the lack of self-consistency
between the charge density and the polarization field computed for the dielectric,
particularly in the cases with adsorbing species C1~ and H*. Still another flaw is
the magnetic phase boundary, which, while it allows exploration of chemo-magnetic
effects, is not the true ground state of the material.

For future work, it is proposed that the assignment of the shape of the dielectric
and its polarization field computation be merged into the dft+ code. This would
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allow iterative optimization of the orbitals in the context of the changing dielec-
tric. The specific changes required include a modification of the pseudopotential to
treat the core charge not as a point but as a Gaussian, which would allow direct
representation and therefore computation of the dielectric polarization within the
mechanisms already existing in the dft+ code. The Ewald sum correction would be
turned off as there are no more core point-charges to deal with. And, of course, the
now-separate routines which construct the dielectric medium and solve the Poisson-
Boltzmann equation would be integrated directly into the main iterative loop. With
these modifications, large changes in the surface structure such as relaxations of ter-
minal oxygens or hydroxyls could be handled without manually changing the shape of
the dielectric each time the atoms were moved along their Helimann-Feynman forces.

Additionally, a thorough examination of the parameters (ncutoff, ODs, Ocore) iS in
order. Although these were optimized during a previous study of a methylene chloride
transition state (Tester et al. 1998), their transferability to this particular system has
not been rigorously established, nor has the sensitivity of the results to the parameters
been measured. In order for the calculaticn to provide solid quantitative results, the
results must be fairly insensitive to the tunable parameters, and the calculation must
be carefully validated against experimental data.
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Chapter 7

Conclusions, Recommendations, and
Future Work

7.1 Experiments

E1l.

E2.

E3.

The failure of multiple Hastelloy C-276 CH,Cl, preheaters was reviewed and
interpreted. The preheaters experienced dealloying as well as stress corrosion
cracking (SCC). Corrosior. was most severe at positions exposed to hot, sub-
critical solution, but determination of peak conditions is not possible because
of the range of conditions to which the tubes were exposed. Some cracking was
also observed at sites with a low (=150° C) nominal temperature. Potential
mechanisms for SCC initiation and propagation include the film-induced cleav-
age (Kelly et al. 1993}, local chemistry changes, and local chemistry at physical
defects (Mitton et al. 1997).

An apparatus was developed which corrosion-tests an alloy in an entire profile
of temperatures in one experiment. The test proceeds at constant pressure
and composition, and is capable of internal pressures up to 4000 psig and test-
section temperatures of up to 410°C. It is computer-controlled and logged
(using LabView®) to allow safe high-temperature high-pressure multiple-day
exposures with minimal human intervention. It uses a cooling profile rather than
a heating profile to (1) ease construction, (2) obviate deposition of corrosion
products during elevation to supercritical temperatures, and (3) ensure that
the heat-transfer profile is externally limited.

This system was used to expose Hastelloy C-276 tubes of 1/8-in and 1/16-in OD
to a 365 ppm hydrothermal HCI solution at 250 bar and temperatures ranging
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approximately 280-400°C. These conditions were chosen because they were
typical of the conditions to which the failed Hastelloy C-276 preheater tubes
of Section 4.1 had been exposed. This closely-controlled exposure developed
a corrosion profile which could be correlated very accurately to a measured
steady-state temperature profile.

E4. The 1/16-in tubing exhibited a corrosion profile similar to the preheater tube.
The main component was of selective dissolution of iron and nickel. This deal-
loying was coupled with an intergranular corrosion mechanism. The intergran-
ular corrosion was thwarted by the blunting effect of the dealloying and the
rigidity of the metal matrix, which prevented a diffusion-limited intergranular
corrosion propagation. The deepest penetration in the controlled experiment
was found to occur between 370 and 380° C.

E5. The pseudo-zeroth-order rates of dealloying in the tubing were found to depend
on temperature and dielectric constant. The dielectric constant may affect rate
by changing the polarization of the corrosion reactions through contributions to
the free energies of ionic species, or by influencing the exchange current density
at the interface between the alloy and the porous dealloyed layer.

E6. The alloy in the 1/8-in tube was softer than in the 1/16-in tube; their grain
boundary sizes differed by a factor of four, measurably influencing the hardness
and therefore the yield stress. The apparent differences in elasticity, perhaps in
combination with tensile residual stresses, allowed a deep intergranular corrosion
to develop in the 1/8-in tube. This intergranular corrosion was not visible until
the tubing was etched.

E7. It is expected that, even in the 1/16-in tube, once the dealloying front reaches
a certain critical distance from the solvent, that the diffusion-limited chemistry
will be supported, and the tube will crack. This is supported by the morphology
of the corrosion seen in Figure 4-2.

It is clear from these results that when considering a material which must be resistant
to localized corrosion, not only does its composition matter but also its microstruc-
ture.

For future work regarding investigation of similar systems:

e To eliminate intergranular corrosion, the metallurgy of the Hastelloy C-276 used
in SCWO systems should more closely resemble the 1/16-in tube and not the
1/8-in tube.

167



o Each of these experiments provides only one time-dependent data point. The

experiment should be repeated with different exposure times in order to fully
characterize the rates. In particular, the deep intergranular corrosion may re-
quire an incubation time before it starts.

There must be a limiting small-grain-size microstructure which is the best com-
promise between mechanical strength, toughness, and corrosion resistance. Ex-
periments should be performed with material of different grain sizes.

At higher water densities, the dealloying rate is not expected to drop off, because
ions remain soluble. If a high dealloying rate can be tolerated, it may be possible
to keep the alloy in the uniform-dealloying-dominated regime and suppress local
cracking. A caveat is that the high-density operation would incur a mechanical

stress expense, which may defeat any cracking resistance you gain.

From the set of factors including residual and applied stresses, material hard-
ness, and changes in aqueous-phase diffusivity, the immediate causes of the high
intergranular corrosion rates seen in Run 3 should be identified. If it can be
defeated, then intergranular corrosion at supercritical temperatures will not be
a problem, and 120 um-grained Hastelloy C-276 (like the 1/8-in tube) can be
used in SCWO systems.

7.2 Theoretical Modeling

T1.

T2.

A new neon-core pseudopotential for chromium was constructed using the meth-
ods of Rappe et al. (1990). The pseudopotential was validated by using it to
calculate the electronic structure of bulk chromium metal under the local den-
sity approximation, and the comparing it with calculations performed without

a pseudopotential.

The chromium pseudopotential was combined with a well-tested oxygen pseu-
dopotential (from another study) to compute ab initio the system of bulk Cry03
within the local spin-density approximation (LSDA) and also the local density
approximation (LDA) under density functional theory. The LSDA calculations
were found to describe the mechanical response, crystal asymmetries, thermo-
dynamic and magnetic properties of CroOj3 satisfactorily in comparison to ex-
perimental data and unrestricted Hartree-Fock calculations. The LDA results,
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when compared with the LSDA results, showed that the effects of spin polar-
ization in Cr,Oj3 help define even basic properties such as bulk modulus.

T3. The oxygen-terminated (0001) surface of a-Cr,O3 was computed under LSDA.
It was found that, compared to their bulk positions, the terminal oxygens ex-
perience a significant inward relaxation. The terminal oxygens and underlying
chromiums are depleted in electrons relative to their deeper counterparts. The
HOMO states of the surface slab were located in the deeper layers, while the
LUMO states tended to concentrate at the surface. The surface is thus vul-
nerable to electron-rich species, where any donated electrons would occupy the
surface LUMO states and disrupt the bonding.

T4. The capability of computing the atomic-resolution effects of a dielectric upon
the surface chemistry of Cr,O3 was developed in conjunction with the ab initio
model. The bare Cr,O3 surface showed no significant changes in surface chem-
istry when a strong dielectric was present. Rough calculations of adsorption
energies of chlorine onto the surface showed a dramatic decrease in energy in
the presence of a dielectric. The dielectric is thus expected to have its strongest
effect when the surface interacts with ions, creating strong dipoles which are
geometrically accessible to the solvent.

This computational work has developed a tool which can be used to explore the
surface chemistry of CrpO3, the main constituent on passive films in popular corrosion-
resistant alloys. This tool is now ready to be used to develop an ab initio density-
functional description of the physical and chemical interactions between chlorine and
Cr,03 to explore mechanisms for chemical disruption of this passive film.

Although the model was originally targeted to explain loss of passivity of Cr,03-
protected materials in chloride-containing streams of SCWO systems, its utility reaches
far beyond this application. Not only does Cr,O3 appear on very popular and widely-
used alloys such as stainless steels, but also in catalytic applications. The density-
functional model of Cr,O3 thus also may be used to develop an electron-level un-
derstanding of catalytic activity, catalytic reactions and transition states, and the
mechanisms of catalyst poisoning.

For the future development and application of the density-functional description
of Cry03, the following are recommended:

e It is now possible to explore reduction of the ab initio results to classical models
for use in molecular dynamics (MD) computations. With such a model it may
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be possible to quickly perform MD simulations of solvated ions near the Cr,O3
surface. This would be used to search for collisions likely to cause a chemical
reaction. (Of course, the full ab initio potential could be used, but would slow
the calculations considerably.) The full density-functional model could then be
used to examine in detail the possible chemical reaction.

o The surface area available in model is too small for computing the adsorptions
of all but the tiniest of molecules. As larger-scale computing power becomes
available, the surface area should be increased.

e In a similar vein, when much higher computing power becomes available, the
effect of oxide thickness should be assessed in the following manner: Sandwiched
within two relatively thin oxide layers is a single-crystal metal. The oxide
thickness can then be reduced to a monolayer, or expanded to multiple layers
without loss of the internal electron reservoir of the “bulk” states.

e There was a remarkable influence of the magnetic ordering on the HOMOs and
LUMOs in the Cr,O; (0001) surface. The impact of the magnetic ordering upon
catalytic activity and selectivity should be investigated.

e A full sensitivity analysis of the polarization energy of Cr,O; with adsorbed
species be performed, with respect to the parameters o ps, Ocore and Ncyiog- While
the general effects of the dielectric field have been observed with the techniques
of Chapter 6, they cannot be considered quantitatively reliable without more
thorough sensitivity analysis and validaticn and, where possible, validation with

experiment.
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Appendix A

Metallography

A.1 Mounting, Polishing and Etching

Tube samples were cold mounted in epoxy mixed from Shell EPON 828 resin and
a TETA initiator in a 100:13 mass ratio. The samples were then ground and wet-
polished from the side, leaving a longitudinal cross-section of the tube visible. Care
was taken to indicate the original orientation of the tube when mounting. The pol-
ishing was performed such that the Jongitudinal cross section exposes the top and
bottom surfaces of the tube (Figure A-1). Samples were polished with SiC paper and
water, down to 1200 grit, then with 1 ym diamond paste.  After polishing, a por-
tion of each sample was etched for 20 minutes to expose the metal grain boundaries.
The etchant was prepared freshly and consisted of 15 mL concentrated hydrochloric
acid, 10 mL glacial acetic acid, 5 mL concentrated nitric acid, and two drops of glyc-
erol. After exposure for 20 minutes, the samples were rinsed with distilled water and
immersed in a saturated sodium bicarbonate solution.

A.2 Determination of Penetration Depth

Samples are often polished to a plane P which is not quite dead center (Ay # 0,
see Figure A-2). In order to interpret the apparent penetration depth (as seen from
micrographs), it is necessary to correct for the angle o that the polished surface makes
with the norm of the tube surface.

For small Ay it is possible to approximate that the triangle made by the apparent
thickness ¢, with the inner surface of the tube at radius 7 and the connecting line
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Figure A-2 Geometry of a tubular sample.
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segment t = R — r (not labeled) is a right triangle. Then it follows that

t
cos(a) = — (A1)

ta
The measured variables are apparent thickness ¢, and cross-sectional width at the pol-
ished surface plane, w. Nominal radius R is also known from the tubing specifications.

We solve for o with

Az w
cos(a) = — = — A2
(@ =F =% (A2)
For a more exact computation we must determine the location of the intersection
of the polished surface P with the inner radius 7. This can be computed by recognizing
that the line P is displaced from the centerline by Ay, and that the inner radius can

be described by the circle equation,
(Az)? + (Bg)? =712 (A3)

By inspection, the following are also true:

&::Az—ta=%—ta (A.4)
_ Ay
tan(a) = . (A.6)

Substituting, one finds that

t=R—\/(%—ta)2+(-z2£tana)2 (A7)

where a = cos™!(w/2R). Completely in terms of measured quantities,

w 2w L w22
t=R-— {(5 - ta) + (—2— tan [cos ﬁ]) } (A.8)
Table A.1 shows Equation A.8 applied to the values for each sample (Cline 1999,

pp. 41-44).

Applying the correction to the polished samples, the true penetration depth of cor-
rosion phenomena such as dealloying, intergranular corrosion, and so-called “singular”
dealloying can be determined. These data are presented in Table A.2.
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Run Sample w [mm] t,[mm] o] ¢ t/ts
3 1 2.894 1.143 233 0.894 0.7822
3 2 2.877 1.175 240 0.895 0.7616
3 3 2.860 1.220 248 0.894 0.7327
3 4 2.977 1.024 191 0.894 0.8729
3 5 3.009 0.990 17.2 0.894 0.9024
3 6 2.894 1.143 233 0.894 0.7822
3 7 2.961 1.044 20.0 0.894 0.8565
5 1 1.353 0.331 315 0.254 0.7677
5 2 1.417 0.304 26.8 0.254 0.8344
5 3 1.517 0271 17.1 0.253 0.9346
5 4 1.477 0.284 215 0.254 0.8948
5 5 1.360 0.327 311 0.253 0.7724
5 6 1.460 0.288 23.1 0.253 0.8788
5 7 1.397 0.313 284 0.254 0.8117

Table A.1 Geometric parameters of polished samples from Runs 3 and 5. Note: The
scale on the microscope for Run 3 was imprecise, and so the absolute lengths should not be
compared here. The ratio t/t, has little (< 1%) error, and can safely be used. The scale
used for Run 5 is exact.

Run 3 (49.5 h) Dealloying (um) IGC Penetration

TC, 10.4+109 64.8 +5.8
TC, 78 £38 76.8 +£85
TCs 57 £21 87.6 +11.2
TC,4 73 £20 129.3 £ 9.6
TCs 11417 79.0 +6.8
TCs 10.1+25 118.3+10.0
TC7 1.0 £15 131.1+7.8

Maximum Observed
Run 5 (19.5 h) Dealloying (um) Singular Dealloying (1m)

TC, 40x1.1 18.4
TC, 45+14 38.4
TCs 44+1.7 52.3
TC, 46+2.2 40.2
TCs 2619 36.4
TCe 04+£07 24.6
TCr 0.1+0.6 33

Table A.2 Observed penetration depths of corrosion phenomena, corrected for polishing
angle.
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Appendix B

Major Changes to Density-Functional
Model

B.1 Addition of Spin to dft~ Code

A key task required to use spin-dependent density functional theory was to implement

spin in the existing local density approximation (LDA) codes. This was accomplished

with the following modifications to the code:

[oury

6.

7.

. separate spin-up and spin-down charge densities, in addition to the total,

. separate spin-up and spin-down self-consistent local Hamiltonians,

a new spin-dependent exchange-correlation function,

an analytic gradient to the exchange-correlation function,

. a change in the input interface to account for spin,

separate sets of spin-up and spin-down wavefunctions, and

a maximum band filling of 1.0.

This was accomplished by duplicating the Bloch-theorem k-points in the LDA system

such that each LDA k-point has two “virtual” LSDA k-points. This implementation

exploits a natural division in the code, requiring only very minor changes to effect

the complete modification.
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The exchange-correlation potential V,, was split into two potentials, VI, and V.

These took the form

O(ezcn)  Okgc OEz¢

V=
e ony ony ony

and the exchange-correlation energy

E;. = /(nT +ny) Exc
(Y]
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Appendix C

Programming

C.1 Minor dft~ Core Code Modifications

While the major changes in the code are documented in Chapter B, there are many
lesser modifications which were required to make the LSDA version of dft+ work
properly.

For example, another code modification, which was required to construct higher-
resolution electronic structure maps, was to update the program allbands to be
compatible with the LSDA code.

The original LDA allbands program reads the total charge density of a previous
dft+ run, then reconstructs the self-consistent Hamiltonian (Vscoc) from it. Next it
minimizes the eigenvalues of the orthogonal wavefunctions by varying the wavefunc-
tion basis-expansion coefficients.

The LSDA-compatible code would not be able to use the total charge density to
compute Vicjoc, because Vi 1oc was now spin dependent ({Vicioct> Vscjoc 1})- Rather,
the new allbands program reads in the actual Vi joc’s produced by the previous
dft+ run, then uses them directly as the Hamiltonians upon which to minimize the

wavefunctions.

C.2 Utilities for dft+~ Suite

In order to properly interpret the data generated by the dft+ code, it was necessary
to write a few utility programs which digest the data. To benefit possible continuation
of the research, these mini-programs are documented here.

e p2f.c converts the 3-D output arrays (which are in general represented in non-
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orthogonal crystallographic coordinates) from dft+ into a form which can be
read by AVS.! p2f.c was originally written to interpret data from the md
program (written in CM FORTRAN); thus data provided to p2f.c for pro-
cessing must be transposed into the FORTRAN array convention. This is ac-
complished using the n2asc_cline program (originally written as n2asc.c by
Sohrab Ismail-Beigi).

e n2asc_cline.c converted the binary output files generated by dft+ into ASCII
files. These ASCII number lists could then be transported between platforms
for plotting and/or re-instantiation as binary files for future dft+ runs.

e endian.c is a July 1999 code which converts binary file formats (for standard
ANSI C double-precision arrays) between little-endian and big-endian formats.
This program greatly expedited the transfer of data between DEC Alpha and
Cray/SGI Origin 2000 computers. Cumbersome and time-cornsuming conver-
sions of 300+ Mb binary files to ASCII, and transport of the resulting huge
(800-1000 Mb) ASCII files over crowded 10 Mbps EtherNet was eliminated.

e mulliken.c sums up charge for a given ion in an ever increasing radius for each
jon in the system. It reads the total charge density and ion coordinates, then

numerically integrates

r pT p2T
q(r) = —e/ / / n(r',6, ) r'sin@de r' do dr’ (C.1)
o Jo Jo

I naively expected to see obvious plateaus which would indicate a cutoff radius
delimiting the various ions from each other—making the formal charge on an
atom obvious. In fact, no such cutoff point surfaced, probably due to the
continuity of the electron orbitals through covalent bonding.

o onedone.c uniquely assigns each volume-pixel of the FFT box to the nearest
ion (“nearestness,” if necessary, can be weighted by a per-species effective-radius
factor), then reports the total charge sum for each ion. This was the alternative
to mulliken.c. This essentially sums charge in the Wigner-Seitz cell of each

atom.

1 AVS is a visualization and plotting program. AVS’s chief competitor is DataExplorer, which has
recently been released by IBM as free software.
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e spinflip.c is a utility, based on one4one.c, which reads the self-consistent
Hamiltonian (Vi 1oc) and “flips the spin” or exchanges the up and down Vicoc’s
vicinal to selected ions. (These flipped Vi joc’s are then fed as input to the
allbands program, which generates wavefunctions corresponding to the new spin
arrangement. (See Section C.1 for details.)

e linresp.c, a utility which extrapolates (or interpolates) linearly a set of wave
functions or atomic coordinates (or any other set of equal-sized arrays) based
on an arbitrary coefficient . This program is used to take advantage of the
linear relationship between the wavefunction coefficients {cg s} and the ion
positions R and the cell vectors 7. This was particularly useful for the bulk
modulus calculations, where the parameter @ was an expansion-or-contraction
factor for the lattice coordinates:

' =oar (C.2)

After obtaining the first two points of a bulk modulus by solving from random
wavefunctions, the remaining bulk modulus points had a very good predictor
both for the wavefunctions and for the atomic positions.
R —
Ry = 250 0y 0g) + Ry (©3)

] — O
ard similarly for the wavefunction coefficients.

e plotz.c is a program which, given a dft~ cell whose c-axis is orthogonal to
the other two, it delivers a plot of the charge density in the cell, as a function
of the ¢ {(or z) coordinate. The charge-density information produced by dft+
is in terms of electron number density, in (—e-bohr™?) units.

e plotz_pot.c is & similar to plotz.c but delivers a plot of an average potential
¢ in the cell as a function of z. It is important to note the normalization

convention in dft++. The energy is

E =] p{r)¢lr)dr (C4)
=} Oty (Ci-))
o
where p is the chare: density. ¢ is the potential, v is k¢ fur--element velume,
and Q is the total cell volume In the dft+ code, tie ptenticl array is not ¢
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but rather ng‘ = ¢,;v, so that
E= Z it (C.6)

For the purposes of plotz_pot.c, then, the average potential in an zy slice is
described b

— 1
(¢xy)z = @ Z ¢:x:,y,zv (C?)
z,y
1 -
= Q Z ¢z,y,z (CS)
Ty Ty

C.3 HOMO/LUMO Plots

To make plots of the highest occupied and lowest occupied molecular orbitals of the
system, they must first be identified by examining the output of the last dft+ run.
For the purposes of plotting, the top four HOMOs and bottom four LUMOs in each
k-point are identified and recorded. The program dumpbanddens is then employed to
dump the probability density (]1|?) of the wavefunctions of each band—these dumps
are in binary format. The binary files are next converted to A'3CII using n2asc_cline
(see above). The ASCII-dumps of the probability densities are then summed using
awk. A simple awk script is employed piecewise to obtain the HOMOs and LUMOs
for each k-point, and then the HOMOs and LUMOs summed across k-points.

The following program takes the ASCII dumps (named n.{kpoint}.{band}) and

sums them for k-point 1:

paste n.1.{5,6,7} | awk ’{ \
sum=0; \
for (i=1;i<NF;i++) sum+=$i; \
print sum; \
}’ > n.1.HOMO

This is repeated for all k-points, and then the same awk script is used again to sum
HOMOs and LUMOs for the entire system.

The HOMO/LUMO dumps are then transferred to a computer which has AVS
installed. The program p2f (above) is run for the data set, and AVS is used (through
use of an “isosurface” contour) to render the orbitals.
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Appendix D

Theoretical Modeling Parameters and
Data

D.1 Reporting Conventions

D.1.1 Lattice Vectors

The lattice matrix L is quickly constructed by multiplying the diagonal matrix of
lattice parameters A with the matrix of nondimensional lattice vectors T.

L=Ar (D.1)

T1 T2 T3 (D'2)

e

il
o o 8
o o o
o o o

For convenience, lattice vectors will be presented as a the matrix compatible with
the dft+ file lattice.in, which is in bohr units. The unit lattice matrix 7 and the
lattice parameters a and c are reported. For all CryOs supercells in this appendix,

b = a so b is not reported separately.

D.1.2 Position

Positions are reported in nondimensional crystallographic coordinates, as defined by
2 lattice matrix L in which the unit cell vectors are column vectors expressed in units
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of bohrs.!
La==zx (D.3)

where L is the lattice matrix (column vectors), a is the nondimensional lattice co-
ordinate vector, and z is the coordinate vector in real orthogonal space. (Also note
that @ and z are column vectors.) The cell volume is the determinant of matrix L.
The coordinates for the positions are formatted in matrices of row vectors. Thus
in order to convert them to orthogonal coordinates, the entire equation is transposed

(generally done in MatLab®).
ALl =X (D.4)

where A and X are the row-vector-formatted nondimensional and real-space vector

arrays, respectively.

D.1.3 Energy

Energies in the raw dft+ output are expressed in hartree units.? However, many
of the results involve digested information, which is rendered in electron volts (eV).
Energy units will be explicitly written.

D.1.4 Force

The Hellmann-Feynman forces are computed natively by dft+ in hartrees/bohr. Al-
most all of the digested data reported force in eV /A3

D.2 Chromium Pseudopotential

During this study a chromium pseudopotential was constructed. Figure D-1 shows
the pseudo wavefunctions for the s, p and d electrons.

Table D.1 shows the reciprocal-space vectors used in testing the chromium pseu-
dopotentials in Chapter 5.

11 bohr = 0.529177 A.
2 1 hartree = 2 rydbergs = 27.2113961 €V.
31eV/A=1.60217733x107° N.
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Figure D-1 Real potentials and pseudopotentials for the s, p, and d channels in chromium.
Note the change in the r-scale in the d graph.
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Table D.1 Reciprocal-space vectors used for chromium band structure.

D.3 Pulay Stress

In general, density functional computations are run at a specific cutoff energy, be-
yond which energy the contribution of the eigenfunctions to the total energy of the
system is negligible. This limits the total number of basis functions required for the
minimization.

Gma T

Y(r)= Y cope(r) (D.5)

G=0

For the case of a three-dimensional plane wave basis set, the following expressions
relate cutoff energy and number of basis functions:

hG?na.z
S (D-6)
4r s 2r 2w 27\ -
3 Gmae = (L_I—IZL_Z) N (D.7)

wnere Equation D.8 iz the kinetic energy of a free plane wave and Equation D.7
equates the volume of a sphere of radius G,.; in G-space with the number of basis
functions times the basis functions’ allotted volume in G-space. Note that Ny is not
guaranteed to be an integer, and so the actual N, is greater than or equal to Np,.
Bulk modulus computations involve stretching or compressing the simulation cell
(via parameters {L;}), thus increasing or reducing the number of plane waves required
for computation. As the computation always uses the optimum basis set, the number
of basis functions required changes. Since the basis function set is 2 discrete set,
only integer quantities of basis functions may be added or subtracted—and this is
often much more than what Np, dictates. Hence, when the coefficients of the newly
added or removed basis functions are not small, as is the case when the contribution
of the higher-energy basis functions to the total energy drops off suddenly, a change
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(Npl)k E [eV] Cutoff [Ry]
4341 -11850.0217231620 54
5121 -11863.6459709582 60
5721 -11870.1495428669 65
6503 -11875.5514282850 70
7049 -11878.0172189306 75
7909 -11880.2429231588 85

Table D.2 Convergence in LDA cell energy for a 10-atom CroO3 cell with a Ne-core
pseudopotential as a function of basis set size.

Cutoff [Ry] E [eV]
36 -3577.7997037223
40 -3596.3063655015
45 -3613.8944989271
50 -3627.3799701779
60 -3647.0743415513
70 -3656.3646658127

Table D.3 Convergence in LDA cell energy for a 10-atom CrpOj3 cell with a Ar-core
pseudopotential as a function of basis set size.

in computed energy occurs.

In the case of practical computations, there is an optimization of speed vs. accu-
racy, and hence the value of the coefficients near the cutoff energy is often nonzero.
This thus introduces energy errors into the bulk modulus curve. These errors can
be corrected by running the full computation at various values of E,; to develop an

Eiotar vs. FEgu curve.

_ aﬂEcell —
Ecorrected = Ecomputed + ‘afcu': (Ecut - Ecut) (D8)

E,.: is the cutoff energy computed using ]\7,,, in Equations D.6 and D.7.
For applications in which multiple Bloch-theorem k-points have different {N,’j, ,

we use <1Vpl>k-



D.4 10-atom Cry;03 Cell

D.4.1 Initial Crystallographic Lattice Vectors

The foillowing vectors are consistent with Hahn (1995).

8.11339657713771 0 5.40893122968307
—4.68427388189585 9.36854776379170 0

0 0 8.55882394618247

£ 03

a=4.95762 A c=452913 A r=|-110

0 01

D.Zi.2 Initial Atom Positions

The ideal crystallographic positions for the atoms in the 10-atom cell are described
by the following (z and z are compound-dependent crystal parameters).
Cr: (2,2 2),(Z+%2+3,2+3), (% 2 %), (z+3,z+3%,2+13)
O: (z,2+3, 3. @ z+%,3), G zz+3), (3, 0+3),
EZ+3 %3 2),(z+3, %, 2)
The initial coordinates for these atoms (for files crj.pos and 0.pos) are below.

Chromium Atoms Oxygen Atoms

0.302680 0.651427 0.045908 0.803584 0.749668 0.750053
0.697407 0.348644 0.953931 0.499772 0.053669 0.750115
0.302537 0.151292 0.546031 0.195807 0.445918 0.750083
0.697373 0.848691 0.454112 0.196295 0.250299 0.249922

0.500290 0.946265 0.249869

0.804289 0.554225 0.249909
The firal coordinates at each bulk-modulus volume-point are not enumerated here,

but can be reconstructed from the z(O) and z(Cr) information in Figure D-2.
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Figure D-2 Crystal asymmetry parameters under LSDA, as a function of volume change.
Vo here is the crystallographic specific volume.

D.4.3 Bloch-Theorem k-Points

The k-vectors used for this cell are:

1 1 1 1
4 4 4 4
1 1 -1 -1
1 4 4 4
1 -1 1 -1
4 4 4 1

and each was weighted at ;.

D.4.4 Ab Initio Equilibrium Lattice Vectors

These are essentially the same lattice vectors as adapted from Hahn (1995), except
that they are rescaled to the ab initio equilibrium volume. Below are two results, one
for LDA and the other for LSDA.
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D.5 30-atom Cr;03 Cell

D.5.1 Lattice Vectors

Lattice vectors used in the 28-atom surface slabs (as listed in lattice.in) were:

8.06877665804 0 0
—4.65851037555 9.31702075109 0
0 0 25.5352423513
200
a = 4.93035A c=1351274 r={-110
0 01

D.5.2 Initial Atom Positions

The positions of the atoms as determined by symmetry and crystallography are de-
termined by adding the following offsets to the coordinates of the Cr and O atoms.
offset: (0,0,0), (3,3 1,3, % %)
Cr: (0,0,2),(0,0,2+3), (0,0, 2), (0,0, z+ 3)
O: (z,0,1),(0,2,1),(z,%1),(z0,%),0,%3), (z,z, 2
The initial coordinates for these atoms (for files crj.pos and 0.pos) are below.
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Chromium Atoms
0.000000

0.000000
0.000000
0.000000
0.333300
0.333300
0.333300
0.666700
0.666700
0.666700

0.000000
0.000000
0.000000
0.000000
0.666700
0.666700
0.666700
0.333300
0.333300
0.333300

Oxygen Atoms

0.236082
0.443288
0.575766
0.103604
0.216855
0.349332
0.556540
0.462515
0.122830
0.330038

0.306000
0.000000
0.694000
0.694000
0.000000
0.306000
0.639300
0.333300
0.027300
0.027300
0.333300
0.639300
0.972700
0.666700
0.360700
0.360700
0.666700
0.972700

0.000000
0.306000
0.694000
0.000000
0.694000
0.306000
0.666700
0.972700
0.360700
0.666700
0.360700
0.972700
0.333300
0.639300
0.027300
0.333300
0.027300
0.639300

The final coordinates follow:

Chromium Atoms
0.00022691258527

0.60006795902099
0.66663736103324
0.66647325900701
0.66688239744493
0.66672664201251
0.33331009060631
0.33314910870443
0.33356224620475
0.33339930676839
0.99996911927502
0.99980387197553

0.00005503435251
0.00022242117702
0.33314548661333
0.33329758214243
0.33339103858347
0.33355509521587
0.66646642702512
0.66662903981022
0.66672431018415
0.66687975568548
0.99980206216891
0.99996675037314
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0.65180483825778
0.84249603472163
0.48528945497256
0.67579610563035
0.98531451404904
0.17589987867712
0.81852566096784
0.00910660636052
0.31862082568943
0.50912673863573
0.15192629880461
0.34262236341758

0.169843
0.169843
0.169843
0.509527
0.509527
0.509527
0.622779
0.622779
0.622779
0.283093
0.283093
0.283093
0.396277
0.396277
0.396277
0.056591
0.056591
0.056591



Oxygen Atoms
0.68882266132310

0.66660701740240
0.35554806231369
0.31093679380767
-0.00012726410045
0.97812413443404
0.35536912875789
0.33357440574635
0.02208605404111
0.97792652015054
0.66648478376900
0.64465934670348
0.02190021015984
1.00018203437183
0.68909169827362
0.64447155096676
0.33344861119518
0.31119851874678

0.00003527047442
0.02187808375448
0.02211814044688
0.31099611685218
0.31114681887789
0.33335946181179
0.33360330112904
0.35535066261397
0.35558062430498
0.64444992606667
0.64468599157183
0.66640240073675
0.66663816275124
0.68887992039886
0.68903607183446
0.97791903602863
0.97815396673260
0.99996990513769

D.5.3 Bloch-Theorem k-Points

The k-vectors used for this cell are:

[ R L L]

0.74711158932680
0.08058078730864
0.58048892946717
0.74711020023182
0.24728202019795
0.58049214566326
0.08058705490259
0.41388520163940
0.91381507026954
0.08057591755605
0.58050071360228
0.91380548045064
0.41389267970065
0.74711029459999
U.24728118142016
0.41389600138505
0.91381064637177
0.24727994357566

-

-

and each was weighted at 1.

D.6 28-atom Cr;0O; (0001) Surface Slab

D.6.1 Lattice Vectors

Lattice vectors used in the 28-atom surface slabs (as listed in lattice.in) were:
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Total Energy (D;=1) Ep,=so—Ep,=1
System thartree] [eV] [hartree] [eV]
bare Cry03 —1.139543061 < 10° -31008.5576 | —2.7x10™3 —7.4x1072
H-adsorbed Cry04 —1.140730235%x10° -31040.8622 | —2.3x1072 —6.3x107!
H alone —4.768732112x 1071 -12.9763 | —1.2x107% -3.3x1072
Cl alone —1.489783460 x 10! -405.3909 | —1.7x10™3 —4.6x107?
Cl-adsorbed Cr,0; | —1.170709560x 103 -31856.6415 | —4.1x 107! -1.1x10?

Table D.4 Total energies and polarization energies from LSDA. The energies of polar-
ization are computed using Equation 6.5. Energies reflect the effects of polarization of the
entire cell, which has two surfaces (top and bottom). Many significant figures are reported
due to the small size of the polarization energies compared to the total electronic energy.

NOTE: H- and Cl-adsorbed surfaces are not at their relaxed positions and so may exhibit
unrealistically streng dipoles.

8.06877665804 0 0
—4.65851037555 9.31702075109 0
0 0 37.7945197716
B 00
a =4.93035 A ¢ = 20.0000 A r=|-110
0 01

D.7 Adsorption Energies

The initial coordinates used were the final coordinates of the 30-atom bulk cell. The
final coordinates for the relaxed surface follow:
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Chromium Atoms
0.00006173295241

0.00608799849577
0.00066069268497

-0.00096989702106

0.33300589507760
0.33356367479049
0.33487237500179
0.66703273655427
0.66502505668171

0.66660145002424
Oxygen Atoms
0.30849238464805

-0.00114075764699

0.69312570091739
0.69149397872315
0.00105548162145
0.30704207153264
0.66542245332674
0.29366316248777
0.04325673670090
0.02254739387725
0.33376412582827
0.64389537248224
0.97759373580171
0.66648113728086
0.35617681180390
0.33436780660747
0.70608326302902
0.95647337388879

Bibliography

Hahn, T. (Ed.) (1995). International Tables for Crystallography, Volume A. Boston:

0.00026759464479
-0.00025424202576
0.00024421971833
-0.00037325150092
0.66649429454680
0.66693220728604
0.66720441211165
0.33348110927123
0.33281366830464
0.33299412123419

0.00068117171602
0.30768460122012
0.69196962967911
-0.00077282971495
0.69229525942699
0.30820903111164
0.70863544058012
0.95777703463652
0.33551734795302
0.66644436967398
0.35610199612422
0.97733134826739
0.33346799239172
0.64391592564405
0.02258089856339
0.29142742148547
0.04218332872057
0.66445449535560

Kluwer Academic Publishers.
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0.23615941424240
0.44325932954691
0.57894722329295
0.10047105674861
0.21901271568630
0.34786304829472
0.55885386651549
0.46031578610217
0.12057280407346
0.33150272201472

0.17303753180168
0.17292636953904
0.17306868471158
0.50632245965563
0.50646071317406
0.50628433480522
0.61075096128193
0.61028280625852
0.61046111648697
0.28382776216660
0.28381266849087
0.28377100181353
0.39552005195268
0.39552599076488
0.39558464733230
0.06874615319253
0.06914743781761
0.06892449433219
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