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Abstract

In an effort to illuminate the effects of the strong plasma gradients in the pedestal
region on impurity transport, research was conducted to measure complete sets of
impurity density, poloidal and parallel velocity, and temperature at two separate
poloidal locations in the pedestal region of the Alcator C-Mod tokamak. To this end,
the diagnostic technique gas puff-CXRS was refined and expanded on, allowing for
the first time in a tokamak complete measurements of impurities at the high-field side
(HFS).

Large in-out B5+ impurity density asymmetries were measured in H-mode plasmas
with strong boundary electron density gradients, with a build-up of impurity density
at the HFS. Impurity temperatures were also found to be asymmetric in the pedestal
region, with larger temperatures at the low-field side (LFS). Such temperature asym-
metries suggest a significant asymmetry in electron density near the separatrix. In
contrast to these H-mode results, plasmas with low boundary electron density gradi-
ents, such as L-mode and I-mode, exhibit constant impurity density on a flux surface,
even if strong electron temperature gradients are present.

Mechanisms which could drive such poloidal asymmetries are explored. Exper-
iments provide evidence against localized impurity sources and fluctuation-induced
transport as primary causes. Particle transport timescales are compared, showing
that the radial transport becomes comparable to or faster than the parallel transport
in the pedestal region. Additionally, modelling of impurity transport using conven-
tional, one-dimensional neoclassical physics fails to correctly reproduce the measured
flux-surface averaged impurity density, suggesting along with the timescale estimates
that a more complete two-dimensional treatment of impurity particle transport is
required.

The measured impurity velocities at the LFS and HFS are compared to the canon-
ical form for particle flow velocity within the flux surface of a tokamak. Within the
error bars of the measurement, agreement is found with the canonical form. The
implications of exact matches to the canonical form are low radial transport, and the
E x B drift dominating the perpendicular impurity flow. Further work is motivated
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into more precise velocity measurements to determine if the velocities exactly match
this canonical form.
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Glossary

Description

Magnetic field direction vector, b = B/B

Magnetic field vector

Electric field vector

Arbitrary force vector

Velocity flux function (see Appendix A)

Particle mass

Radiance

Spectral radiance

Optical line-of-sight

Particle mass of species j

Density of species j
Principal quantum number of a deuterium atom

Deuterium neutral density

Pressure of species j

Particle charge

Safety Factor, the average number of toroidal turns the

magnetic field makes in one complete turn around the

poloidal direction q = f BV

Edge safety factor, at the 95% flux surface

Effective CX rate coefficient

Heat flux vector of species j

Units

T

V/IM

kg m / s2

M-2 s-1 T-1

kg

photons/s/m 2 /ster

photons/s/m 2 /ster/A

kg

particles / m3

m~3

Pa

Coulomb

photons m3 /s

W/m2
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Pressure anisotropy tensor

Poloidal magnetic flux, @ = f B - dA

Poloidal coordinate

Velocity flux function (see Appendix A)
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Chapter 1

Introduction

Fusion is an enticing method of producing baseload electrical energy to meet the

increasing worldwide demand for energy. Among the potential benefits of fusion are

an abundant and accessible fuel supply (deuterium, an isotope of hydrogen, which

is easily separated from seawater, and lithium), minimal radioactive waste, and zero

carbon emissions. Despite enormous progress made over the past decades, many

challenges in engineering and physics still need to be overcome before a fusion reactor

can be useable, let alone economical, as an electrical power plant.[1].

From the knowledge and experience gained over decades of research, an interna-

tional coalition of countries has designed and is in the process of building a large

experimental thermonuclear fusion machine, named ITER, located in the south of

France. In these types of devices, nuclear fusion reactions are made possible by con-

fining a plasma (ionized gas) to extreme temperatures and pressures, allowing ions to

overcome their natural repulsion and come in close enough proximity for the strong

nuclear force to fuse the two ionic nuclei, releasing energy in the process. The primary

goal of ITER will be to produce fusion power that is at least ten times larger than

the required input power, while furthering the technological and scientific capabilities

needed to construct a commercial fusion power plant.

Modelling and extrapolations from current experiments indicate that ITER can

achieve this power gain goal by operating in an enhanced confinement regime, known

as H-mode (short for high confinement mode). The H-mode is characterized by a
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large increase in plasma density and temperature in a narrow region at the edge of the

plasma, known as the pedestal region since it raises the core density and temperature

also. The height of the pedestal is projected to determine the overall fusion power

generated, since the core profiles are dominated by turbulent processes which limit

the gradient scale lengths in this region[2].

Obviously a deep understanding (or at the least, robust empirical scalings) of the

physics governing this pedestal region is crucial to the success of next-step fusion

devices. Unfortunately, the sharp gradients in the pedestal region make analytical

theories and computational codes intractable, and there isn't currently a commonly

accepted theory explaining all of the transport effects in the pedestal region. Progress

is being made[3], driven by a mutually beneficial relationship between theory, sim-

ulation, and experiment, with the ultimate goal of producing a validated predictive

model for the pedestal.

Understanding the physics of the pedestal region will be particularly important

for understanding the levels of impurity ions which will be present in the plasma. Im-

purities are non-fuel ions that are present in the plasma due to sputtering of material

surfaces, production of helium ash from fusion reactions, or deliberately seeded into

the plasma for diagnostic use or performance enhancement. Impurity levels must be

controlled, as high-Z impurities can radiate energy away from the plasma, causing

the plasma to cool and possibly destabilize, and low-Z impurities effectively dilute

the main ion fuel available for fusion reactions.

In this thesis, experimental observations are made on the MIT Alcator C-Mod

tokamak to further the understanding of impurity transport in the pedestal region,

by measuring impurity density, temperature, velocity, and the radial electric field at

two separate poloidal locations and comparing these measurements with theoretical

models. Beyond impurity transport, these observations also give insights into the

physics governing the pedestal region.
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1.1 Tokamak

From the beginning of fusion research with magnetic confinement devices, several ma-

chine configurations have been experimented with, but none have matched the stored

energy performance of the tokamak, a Russian acronym meaning "toroidal chamber

with axial magnetic field". Starting with the 1968 announcement of record setting

plasma temperatures in the T-3 tokamak at Novosibirsk, Russia[4], the worldwide

effort to develop fusion for peaceful purposes has been dominated by the tokamak

design.

The principal components of a the tokamak is a vacuum chamber in the shape

of a torus, surrounded by magnetic coils, and a solenoid transformer in the core of

the torus to drive current in the plasma by magnetic induction. The main magnetic

coils establish a magnetic field in the toroidal direction (B( in figure 1-1), and the

inductive current (I,) driven in the plasma by the solenoid establishes a poloidal field

(Bo in figure 1-1).

T oroidai1

Poloidal
Field Coi

Figure 1-1: Basic layout of a tokamak fusion device. Toroidal magnetic field coils wrap
around transverse to the magnetic axis, poloidal magnetic field coils wrap around
parallel to the magnetic axis. Base CAD model courtesy of Rick Leccacorvi.

The magnetic fields in a tokamak are used to confine the charged particles (elec-

trons and ions) that make up a plasma. Charged particles tend to follow magnetic

field lines, due to the Lorentz force:
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Figure 1-2: Motion of a charged particle in a magnetic field. The gyro-radius, or
Larmor radius, is labelled p.

d
FLorentz = mv = qE + qv x B (1.1)

In a straight, homogeneous magnetic field, with no electric field (E = 0), this

equation can be solved directly for the particle position x to show that a particle

of charge q will stream along a magnetic field, while executing a circular motion, or

gyro-motion, perpendicular to the magnetic field, shown in figure 1-2. The frequency

of this gyro-motion, known as the gyro-frequency, is w, = qB/m, where q is the

charge of the particle, B is the total magnetic field, and m is the particle mass. The

radius of the circle traced out by the particle in its gyro-motion is known as the

gyro-radius or Larmor radius, and is given by PL = vi/ w, where vI is the particle's

velocity perpendicular to the magnetic field. The center of the circle is known as the

particle's guiding center.

If other external forces F act on the charged particle, they will cause the particle's

guiding center to drift perpendicular to the magnetic field line, with a velocity:

VI,D = qFB (1.2)q B 2

Due to the spatial non-uniformity of the magnetic field, and the centrifugal force

felt by a streaming particle on a curved magnetic field, charged particles develop a

vertical VB-curvature drift:

jmv' VB x B mv [b -Vb] x B
VI,VB-K = VVB + VK qB B 2 q B 2 (1.3)
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where b is the unit vector in the direction of the magnetic field, b = B/B, and vi

is the particle velocity parallel to the magnetic field, v = v11 b + vi. Because electrons

and ions have VB-curvature drifts in opposite directions, a charge imbalance occurs,

leading to a vertical pointing electric field. The resulting electric field force FE = qE

causes an additional charged particle drift, the E x B drift:

VEx,ExB = (1.4)

The E x B drift is the same for electrons and ions; radially outwards. Therefore,

if the tokamak consisted of a toroidal magnetic field alone, the plasma would be

unstable, quickly forced to the outer wall. The addition of the poloidal magnetic field

averages out the vertical drifts, preventing the development of a vertical electric field.

External poloidal magnetic coils add additional vertical magnetic field to the plasma

current generated poloidal magnetic field to ensure the plasma is stable.

A simple calculation of the magnetic flux from the toroidal field coils through a

toroidal ring reveals that the vacuum toroidal magnetic field has the form B( oc 1/R,

where R is the major radius; the distance from the center of the solenoid. Accord-

ingly, the outboard side of the plasma is referred to as the low-field side (LFS) and

the inboard side the high-field side (HFS). A picture of the magnetic flux surfaces is

shown in figure 1-3. If particles simply followed their orbits along these field lines,

with the drifts as described above completely cancelled, they would be confined in the

plasma indefinitely. Unfortunately, there are several ways for particles to be knocked

off their orbits, known as cross-field transport, which causes plasma particles, and

the energy associated with such particles, to be lost from the plasma. The first such

cross-field transport mechanism is through particle collisions, which are Coulomb col-

lisions due to plasma particles having electric charge. In general tokamak plasmas,

many small angle deflections of a particle through collisions cause a significant change

in its velocity vector, leading to a physical displacement in its guiding center posi-

tion. Second, turbulent fluctuations of electric and magnetic fields can cause radially

outward motion of particles. The turbulent fluctuations are due to micro-instabilities

25



that form in the plasma, which are driven by free energy in the plasma, e.g. den-

sity and temperature gradients. In most regions of a tokamak plasma, the cross-field

transport of particles and heat is dominated by turbulent transport.

Because of collisions and turbulence transporting particles and energy out of the

plasmas, a method to protect the vacuum vessel walls was needed. Early research

focused on using a dedicated sacrificial material structure, known as a limiter, to

intercept the outward flux of particles and heat. However, an improved method

known as a divertor was devised to further reduce the interaction of the plasma with

material surfaces, and has become the most often used configuration of tokamak

plasmas. The magnetic geometry shown in 1-3 is a divertor configuration. As shown,

magnetic field lines form closed surfaces in the central regions of the vessel, but

outside of the red contour, which is known as the separatrix, the magnetic field lines

are open, intercepting material surfaces. This is made possible by a poloidal magnetic

field null (X-point), created using external poloidal field coils with current flowing in

the same direction as the plasma current. The region of open magnetic field lines

surrounding the confined plasma region is called the scrape-off layer (SOL), since

plasma particles lost from the confined plasma by cross-field transport are "scraped-

off"; quickly transported parallel to the open magnetic field lines into the divertor

region. The main benefit of the divertor configuration is that it moves the plasma-

material interface far from the confined plasma region, reducing impurity content in

the plasma. In D-T reactors, the divertor will also serve to remove helium ash, a

byproduct of D-T fusion reactions.

1.2 Pedestal Region

As mentioned above, the pedestal region is a narrow region of the plasma located

just inside the separatrix, with sharply increasing density and/or temperature during

high performance discharges. An example of a pedestal is shown in Figure 1-4. For

the purposes of this thesis, we will refer to a large gradient in density/temperature

near the separatrix as "a pedestal". However, we will refer to this region near the

26



Figure 1-3: Magnetic flux surfaces in the divertor configuration. The yellow box
shows the zoomed in area. The scrape-off layer (SOL) area has open field lines,
intercepting material surfaces. Inside of the separatrix, magnetic field lines form
closed flux surfaces.

separatrix as "the pedestal region" even in the absence of large density/temperature

gradients, such as in L-mode plasmas.

A pedestal was first observed in 1982 on ASDEX[5], with the discovery of the

H-mode [6]. This was a direct result of running a divertor configuration. While there

have been pedestals observed in limited plasmas, they are almost always observed in

diverted configurations. This is usually attributed to the reduced impurity content,

with resulting reduced radiation power loss. However there are good indications that

the X-point plays a strong role[5, 71.

The formation of a density and/or temperature pedestal marks a reduction of
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2 n [1020 m -3] T [eV]
1.8 H-Mode 
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Figure 1-4: Example pedestal structure in electron density (ne) and temperature (Te).
In H-mode, a pedestal is present in both ne and Te, in I-mode a pedestal is present
only in the energy channel, Te, and in L-mode no pedestal is present.

the local outward transport of particles and/or energy from the plasma, and so is

often referred to as a transport barrier. The general theory of how a pedestal is

sustained[8] is based on the presence of a strongly spatially varying radial electric

field (E,), which produces a mean E x B flow. When there is a strong enough radial

gradient in the E x B flow (commonly referred to as "shear" [9]), this flow will stretch

and distort turbulent eddies, until they are broken up (i.e. decorrelated)[8, 10]. This

reduces the turbulent transport, which is normally the dominant transport mechanism

in tokamak plasmas. It is then expected that, in these regions of strongly sheared

E x B flow, the transport levels are reduced to near the minimum level, known as

neoclassical transport. With these lower transport levels, larger gradients in density

and/or temperature can be realized at the same levels of heat and particle transport.

Why a radial electric field develops in the first place is an open question, with

several existing theories. These are generally grouped under the topic of L-H mode

transitions. Among the most prominent theories are non-ambipolar transport (ion

orbit losses)[11], increased main ion pressure gradients[12], and fluctuating E x B

flows (zonal flow), driven by fluctuating Reynolds stress[13], the latter theory having

gained the most traction and experimental support[14] in recent times. Regardless

of the initial mechanism which forms the radial electric field, the resulting increased
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pressure will take over to sustain the E,, as long as the external plasma heating is

sufficient to maintain the pressure pedestal.

Although the pedestal region only covers a small fraction of the plasma, the en-

hanced density and temperature has a disproportionately larger effect on the total

plasma confinement. In core regions of the plasma inside of the pedestal, turbulent

transport dominates. This is observed to follow a critical gradient model[2], which

means that at a threshold gradient in temperature, the turbulent driven heat flux

increases substantially. In turn, this increased heat flux reduces the temperature,

reducing the gradient, and the cycle repeats. For sufficient heating, this essentially

clamps the temperature profile at a specific gradient, making it rather insensitive to

heating, i.e. a "stiff" profile. To access higher temperatures, a fusion device would

have to be made larger, as the gradient is fixed. This is unfavorable, as the cost of a

fusion reactor will to a large extent be set by its volumetric size. The pedestal greatly

ameliorates the situation, raising the temperature profile across the entire plasma.

The pedestals that form in improved confinement regimes, such as H-mode, can

be significantly different for the particle and energy channels, and also for the various

plasma particle species. In plasmas referred to as 1-mode[15], the electron/ion density

stays flat (at L-mode gradient levels), while the electron/ion temperature develops a

strong pedestal (see Figure 1-4). Also, in most tokamak H-modes, the ion temperature

T develops a notably wider pedestal than the electron temperature T, usually by 30-

40% [16]. This has been variously attributed to low collisionality[17] or preferential

ion heating by neutral beams[18]. Additionally, in H-mode plasmas generally the

width of the electron density pedestal is typically smaller than that of the electron

temperature profile[19].

These variations hint at the possibility of several physical mechanisms playing

a role in determining the pedestal structure. For example, atomic physics effects

such as neutrals that can act as a particle source through ionization and an energy

sink through charge exchange[20, 19]. Another mechanism involves ideal and resis-

tive MHD instabilities (peeling-ballooning and kinetic ballooning modes), which set

limits on the attainable pedestal height and width[21]. In many tokamaks, these
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instabilities are manifest in a fast expulsion of plasma at the edge, known as Edge

Localized Modes (ELMs), which transiently reduces both the density and tempera-

ture pedestals. While ELMs do serve to remove unwanted impurities from the plasma,

they threaten damage to material surfaces, and so their effects must be mitigated.

Several confinement regimes have been developed that are ELM-less, with varying

degrees of utility[3]. Almost always these ELM-less regimes involve a naturally oc-

curring plasma mode (broadly and respectfully grouped under the title "benevolent"

modes), which is believed to enhance particle transport to a level which allows a

pedestal, but flushes out impurities.

Unfortunately, the gradient scale lengths (La = a/ IVal) in density and temper-

ature in the pedestal region are often the size of the main ion poloidal gyro-radius,

Ln, LT ~ po,i, which violates the orderings used in conventional plasma transport

theories. This leads to the main ions sampling a wide range of densities and tempera-

tures during their gyro-orbit, requiring a global treatment of transport in the pedestal

region. Simulation and theory work in this direction is moving forward[22, 23, 7], but

to date there isn't a commonly accepted theory of transport in the pedestal region.

1.3 Alcator C-Mod Tokamak

Tokamak research at the Massachusetts Institute of Technology, Cambridge, USA,

began in the early 1970's, leading to the design and construction of the Alcator C-

Mod tokamak, in operation since 1993. A CAD drawing of the structure is shown in

Figure 1-5. Also shown in Figure 1-6 is a picture of inside the C-Mod vacuum vessel.

Alcator C-Mod has many salient features which make it unique in the tokamak

community. C-Mod is a compact tokamak with the largest magnetic field of any

tokamak in the world. This combination of small size and high field allows studies of

reactor relevant conditions, while staying within a university level research program.

A comparison chart of key operational and plasma characteristics of Alcator C-Mod

and ITER are shown in table 1.1.

Due to the high magnetic field and compact size combination, high plasma density
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Figure 1-5: CAD drawing of Alcator C-Mod. Courtesy of Rick Leccacorvi.

discharges are achieved, leading to high divertor heat fluxes similar to those expected

on ITER. The plasma facing components (PFC's) are all made out of molybdenum, a

high-Z metal. Metal PFCs will be critical in a fusion reactor to avoid tritium retention,

and avoid material melting. The all-metal walls have, as a necessity, led to in depth

research on impurity transport and plasma-material interactions, in particular how

to prevent metal impurities from coming into the plasma. To this end, a thin layer

of boron is routinely (-every 2 weeks) deposited onto material surfaces to prevent

heavy metal erosion, a process dubbed boronization. Highest performing plasmas are

often achieved after boronizations.

External heating of the plasma is done primarily with Ion Cyclotron Radio Fre-

quency (ICRF) waves, which damp on minority ions, usually hydrogen. The minority

ions then collisionally transfer their energy preferentially to the electrons, but also to

background main deuterium ions, raising the plasma temperature. The ICRF tech-

nique of plasma heating imparts no significant torque or particle source, in contrast

to high energy neutral beams, currently the most popular heating method in fusion
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Figure 1-6: In-vessel view of Alcator C-Mod. Photo courtesy of Bob Mumguuard.

Quantity Alcator C-Mod ITER
Plasma Major Radius (Ro) 0.67 6.2
Plasma Minor Radius (a) 0.21 2.0

Toroidal Field (Bc) 5.4 5.3
Plasma Current (In) 1.2 15

Elongation 1.7 1.85
Triangularity 0.45 0.2

External Heating Power [MW] 5 50
Fusion Power 60 W 500 MW

Average Electron Density [1020 m-31 1.0 1.0
Average Electron Temperature [keV 2.0 8.8

On 0.5 - 1.2 1.8
p* 0.005 - 0.008 0.0015

Table 1.1: Comparison of Alcator C-Mod parameters and parameters expected in
ITER

devices. Reactors will also not have significant external torque or particle sources,

owing to the large size required for an economical reactor. The major radius where

the wave damps is typically in the core of the plasma, but can be varied by changing

the source frequency or the applied toroidal magnetic field. The ICRF waves are

launched into the plasma through three separate antennas, the D and E antennas,

which are two strap antennas, and the J antenna, which is a 4-strap antenna. Straps
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are phased for optimal heating. The total ICRF power available to inject into the

plasma is 5 MW.

1.3.1 C-Mod Operating Regimes

Alcator C-Mod has several different operating regimes, each with unique characteris-

tics that will be used in this study of impurity transport through the pedestal region.

L-Mode

L-mode, or "low confinement mode", is the plasma operation when there is insufficient

power to transition to improved confinement regimes. As mentioned above, L-mode

plasmas exhibit very little gradient in density and temperature in the pedestal region.

In L-mode plasmas without ICRF, known as Ohmic L-mode since all heating is from

plasma current, very little boron is found in the plasma. This is because core impu-

rity levels are correlated with ICRF source power[24], thought to be due to enhanced

sputtering from material surfaces due to fast wave rectification[25]. Most L-mode

plasmas have very low impurity particle confinement time, making measurements of

impurities difficult. L-mode plasmas can be obtained with higher impurity densities

by inputting limited amounts of RF power to avoid transitioning to an higher confine-

ment plasma. In particular, operating with the ion VB drift direction pointing away

from the active X-point almost doubles the allowed input power before a transition

to an improved confinement regime occurs[26].

H-mode

Several varieties of H-mode plasmas can be run on Alcator C-Mod. Perhaps the

most commonly run is the Enhanced D, (EDA) H-mode, so named because of an

increase in emitted D, light. This is significant since in most tokamak H-modes,

the D, light is decreased for the duration of the H-mode. The enhanced D, is

indicative of an enhanced particle recycling at the edge, allowing EDA H-modes to

be a steady, ELM-less H-mode. The particle transport is thought to be regulated by
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a "benevolent" mode in the edge known as the Quasi-Coherent(QC) mode. The QC

mode is poloidally localized on the LFS, and radially localized to near the separatrix,

with an extent of about 3 mm. It has a characteristic frequency of around 100 kHz,

with a bandwidth of 20 kHZ. At the pedestal top, typical electron densities range

from 1 x 1020 to 5 x 1020 m-3, and electron temperatures from 400 eV to 700 eV.

To obtain EDA H-modes, the edge safety factor must meet the criterion q95 > 3.5,

otherwise the plasma generally transitions into an ELM-free H-mode.

ELM-free H-modes are, as the name implies, also ELM-less plasmas, but unlike

EDA H-mode they are transient in nature. The particle confinement time is long,

leading to an increase in plasma density, but also accompanied by an accumulation

of impurities in the core. At a critical density, these impurities will radiate enough

power from the plasma to cause a radiative collapse of the plasma back into L-mode.

Since the external input power is usually still above the L-H threshold, this cycle

of ELM-free H-mode buildup followed by radiative collapse can occur several times

through a plasma discharge. ELM-free H-modes exhibit very little fluctuations in the

pedestal region.

H-mode discharges with ELMs are generally difficult to obtain on C-Mod. How-

ever, an H-mode known as ELMy H-mode, can be run on C-Mod which has small

ELM's thought to be type I. These ELMy H-modes are run using a non-standard

magnetic configuration, combined with reduced fueling[27]. This is a useful regime in

pedestal structure comparisons with other machines[28]. In between ELMs, after the

Te pedestal has recovered from the ELM crash, there is a strong coherent mode that

develops in the pedestal, with a central frequency of 300 kHz. This coherent mode

may regulate the pedestal, much like the QCM in EDA H-mode[29]. However, the

pedestal steadily builds until it reaches a stability boundary, after which an ELM is

triggered. ELMy H-modes tend to have a wider density pedestal than EDA H-modes,

but a larger achieved pedestal temperature, with Te,,ped ranging from 600 - 900 eV.

All three of these H-mode regimes give unique pedestal parameters, that will allow

testing of the variation of impurity transport in different regimes.
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I-mode

The I-mode regime is also a high performance plasma, with a temperature pedestal

typically higher than most H-mode plasmas. However, the I-mode is markedly differ-

ent from the H-mode in that it lacks an electron density pedestal[15], as mentioned

above. This leads to lower electron densities throughout the plasmas. I-mode plas-

mas are almost always obtained by running with the X-point in the unfavourable ion

VB-drift direction setup. At a certain level of external input power, the plasma will

make a sudden transition to the I-mode, usually triggered by a sawtooth crash in the

core plasma. These sawteeth crashes are thought to drive a heat pulse from the core

to the plasma edge, helping trigger the L-I transition. T and T, are generally at the

same level at the top of the pedestal, and typically range 600 - 1000 eV. The pedestal

top temperature varies during the I-mode due to heat pulses from core sawteeth

crashes, though the temperature in the pedestal region remains fixed. Temperature

gradient scale lengths are larger in I-mode vs H-mode. I-mode is an ELM-less regime,

as could be expected from the low density gradients. There is a benevolent mode

in the pedestal region, with a central frequency of ~200 kHz and bandwidth of ~75

kHz, known as the Weakly Coherent Mode (WCM). Like the QCM, it is thought

to regulate densities in the pedestal region through enhancing particle transport[30],

perhaps even more so than the QCM since a density pedestal never forms. Although

the I-mode on C-Mod was only discovered around 2008, much research has been ded-

icated to it in recent years. The I-mode is seen as an attractive operating regime for a

fusion reactor since the L-mode-like particle transport gives little impurity accumula-

tion, while the H-mode-like energy transport gives higher pressure, leading to higher

performance.

1.4 Thesis Goals and Outline

By the end of this thesis, the reader will better understand the mechanisms con-

trolling impurity transport in the presence of strong radial gradients in density and

temperature, such as in the pedestal region.
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Chapter 2 gives background information on previous research investigating poloidal

variation of impurities on a flux surface, focusing on velocity measurements which re-

vealed a discrepancy between measured and expected HFS parallel flow.

Chapter 3 introduces the Gas Puff Charge Exchange Recombination Spectroscopy

(GP-CXRS) diagnostic used in making the impurity measurements in the pedestal

region. The physics basis for the diagnostic is explained, drawing contrasts to high-

energy neutral beam CXRS diagnostics. The implementation of the GP-CXRS diag-

nostic on Alcator C-Mod is presented, for both the LFS and HFS system. Finally,

the method of analyzing collected spectra is presented.

Chapter 4 presents measurements of impurity density, temperature, poloidal and

parallel velocity, and derived radial electric field at two separate poloidal locations.

The registration of profiles to flux surfaces is discussed, and a method of aligning

LFS to HFS profiles is presented which seeks to satisfy the total parallel momentum

equation.

Chapter 5 discusses asymmetries in the impurity density and temperature, and

explores the variation with respect to plasma parameters and operating regimes.

Mechanisms which can drive such asymmetries are explored, and most likely causes

are ascertained. Additionally, asymmetries in background electron and ion density

are explored.

Chapter 6 further explores the impurity velocity measurements, and compares

them to the expected flux surface variation of flows in a tokamak. The implications

of these measurements on the radial transport of impurities in the pedestal region is

assessed for H-mode.

Chapter 7 concludes with a discussion and summary of the research conducted

and main conclusions. It also lists several topics and issues for future work on the

subject of impurity transport in the pedestal region, poloidal variation of impurities

and main plasma quantities in the pedestal, and diagnostic upgrades for the Alcator

C-Mod GP-CXRS system.
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Chapter 2

Background

Here we review previous results investigating the flows of impurities in the pedestal

region, which gave initial motivation for the work accomplished in this thesis. We out-

line several issues and subjects to address, all towards the final goal of understanding

how impurity transport is affected by the pedestal region.

2.1 Transport

We begin with a brief review of transport in a tokamak plasma, leaving most details

to more in depth treatments[31, 32].

A plasma is composed of a number of particles of various species. Particles of

a particular species j can be described by a particle velocity distribution function,

f3 (x, v, t), which details the number of particles per unit volume at location x with

velocity v (both x and v are vectors). The particle velocity distribution function is

normally assumed to follow the Boltzmann equation:

--? + v -Vf + e(E + v x B) -Vvfj = Cj (fj) (2.1)
at Mi

where most terms have been described previously, except C(fh), which is a col-

lision operator detailing how self-collisions and collisions with other particle species

affects the particle velocity distribution fj. V, is the gradient operator with respect
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to velocity, V, = J9
By taking various velocity moments of Equation 2.1, we can derive equations

governing the bulk quantities of the particle j (i.e. "fluid" equations):

Continuity

any
+ V - (njVj)= Sj (2.2)

Momentum

V 3 - V

(2.3)

Energy

2ni + V -VT = - V-q3-pV - V - VV+ Qj + Sf (2.4)

where nj is the particle density of species j, V is the particle bulk fluid velocity,

T the species temperature, m the particle mass, p = nfTl the pressure, *j the

pressure anisotropy tensor, Z the particle charge, Rj the friction force of species j
with all other species, 04 the heat flux vector, and Qj the energy exchange between

species term. Here we also include source terms (Sj, SY, and Sf), which account for

any external sources.

These fluid equations are valid when the plasma species j is in a short mean-free

path regime, i.e. that particles undergo several "effective collisions" as they stream

along field lines before completing a trip around a flux surface. If particles do not

experience frequent collisions, kinetic effects must be treated through the Vlasov

equation (or its reduced variants, such as the drift kinetic equation[31]).

When there are inhomogeneities in the magnetic field, such as in a tokamak, the
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particle and heat transport is enhanced, known as neoclassical transport. In high

collisionality regimes, i.e. short mean-free path regimes, this is caused by the Pfirsch-

Schluter flow, which arises to cancel guiding-center drifts that aren't completely can-

celled by rotational transform. The increased parallel flow leads to larger parallel

friction, which is turn drives radial transport. In low collisionality regimes, when par-

ticles can complete a full poloidal circuit without experiencing collisions, the effect of

magnetic field inhomogeneities on transport is through particle trapping. Particles

with a velocity vector nearly perpendicular to the magnetic field, IvI /v ; 61/2, Will

be trapped to the LFS, and so will experience unbalanced guiding center drifts which

will enhance their radial transport.

A normalized collisionality parameter, v*, is typically used to denote the various

transport regimes. This parameter is a measure of the effective collision frequency to

the bounce frequency:

V = - =_ O (2.5)
Wb E3/2 Vth,i

where Wb = VEVth,i/qRO is the bounce frequency, vi = j vi is the ion collision

frequency incorporating collisions with all other species, e = r/Ro is the inverse aspect

ratio, with RO the major radius of the magnetic axis, r the minor radius (distance

from the magnetic axis), and q is the safety factor. The collision frequency of a

particle a with particle b is defined as[32, 33, 34]:

1 4v/2 1 mamb nbZa Z24ln A e2  2
Vab = - 1 (2)

Tab 3 ma ma + mb TaT:! 47reo

m is the particle mass, Z the particle charge, e is the Coulomb charge, n the

density, ln A is the Coulomb logarithm, T is the temperature, T> the temperature of

the species with the faster thermal velocity (Vth = V/2T/m), and Eo is the vacuum

permittivity. Although we defined v* with respect to the main ions, we could equally

use electrons since vi/vth,i ~ Ve/Vth,e The various transport regimes are defined in

terms of v* as:
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V * > E-3/2 Pfirsch-Schluter regime

1 < v* < e- 3 /2  Plateau regime (2.7)

V* < 1 Banana regime

The Pfirsch-Schluter regime is the highly collisional, short-mean free path regime

mentioned previously, where particle collisions occur before the particle can com-

plete a full poloidal turn. The banana regime is the lowest collisionality regime,

where both trapped and passing particles complete poloidal turns without experienc-

ing collisions. The plateau regime is an intermediate regime, where passing particles

complete poloidal turns, but trapped particles are interrupted by collisions before

completing their orbit. These boundaries between collisionality regimes will be used

as strict limits throughout this thesis, while in actuality the boundaries between such

regimes are not as clearly defined.

In Alcator C-Mod, H-mode pedestal regions typically span these three collision-

ality regimes, with the portions far inward of the pedestal top in the banana regime,

then the plateau regime up to near the foot of the pedestal, with the remaining por-

tion out into the SOL in the Pfirsch-Schluter regime. The I-mode pedestal region is

much lower collisionality (since ni decreases and T increases, and v* c ni/T2 ), with

significant portions of the pedestal being in the banana regime.

Most impurities which have a significant density will tend to be highly collisional

(i.e. in the Pfirsch-Schluter regime) in the pedestal region, due to the strong Z 2

scaling of the collision frequency. This means that in general for impurities the fluid

equations 2.2-2.4 will be valid.

2.2 HFS Parallel Flow Discrepancy

The spatial inhomogeneity of the magnetic field has a direct effect on the form of

bulk particle flows on a flux surface, which, under certain common assumptions, can

be shown to be (see Appendix A):
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Vi = B + wj (0) R (2.8)

This equation is applicable for any species: electrons, main ions, and impurity

ions. Here Kj(4,) and wj(4') are as of yet unspecified functions which are constant

on a flux surface (i.e. flux functions). V is the bulk velocity vector of the particle

species j, nj is the particle density, and other quantities have been defined previously.

Initial investigations[35] into the impurity flow structure in the pedestal region

on Alcator C-Mod discovered a significant discrepancy in a commonly used model,

as shown in Figure 2-1: the measured parallel flow at the HFS (in red) was more

than 3x smaller than the expected (in blue). This expected HFS flow was calculated

from Equation 2.8 using LFS measurements of impurity density, poloidal flow, and

toroidal flow, and assuming constant impurity density on a flux surface. LFS/HFS

comparisons were accomplished by registering the measurement spatial position to its

corresponding flux surface, then aligning profiles by enforcing impurity temperature

(T,) constancy on a flux surface[35].

150

o Calculated from LFS Vzo, Vzi,
O Measured Vz 11

100

50

0 .
0.85 0.90 0.95 1.00

r/a

Figure 2-1: Measured and expected HFS parallel flows

An explanation had to be found for this HFS parallel flow discrepancy. Marr et.

al. [35] hypothesized that the impurity density was in fact not constant on a flux

surface. If the HFS impurity density was larger than the LFS impurity density by a

factor of 3-4, the expected HFS parallel flow would be in agreement with the measured

flow. While this conjecture can be made directly based on Equation 2.8, there was
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also experimental and theoretical evidence, starting back in 1977, that a significant

impurity density asymmetry could exist from the HFS to the LFS. A thorough review

of past impurity density asymmetry measurements and theory can be found in Ref

[36].

Similar HFS parallel flows on ASDEX Upgrade corroborated the existence of the

HFS parallel flow discrepancy [37]. However, the authors correctly identified that

a density asymmetry isn't the only plausible explanation. Specifically, any physi-

cal mechanism which creates a non-negligible radial flux would invalidate the flow

equation (Equation 2.8), with the added complication that enhanced radial transport

could introduce impurity sources to specific poloidal locations.

Such a discrepancy could be an indication of a significant change in impurity

transport behavior, as the impurity transport is directly connected to impurity flows.

In order to untangle the various pieces that can be at the cause of the HFS parallel

flow discrepancy, we first need to understand in detail the assumptions made in the

derivation of the flow equation (Equation 2.8), then inspect the assumptions made

in the calculation of the expected HFS parallel flow, which deviates significantly

from the measurement. We can then identify further measurements and experiments

which will allow an identification of the physics responsible for the HFS parallel flow

discrepancy.

2.3 Flows in a Tokamak

The equation for flows in a tokamak (Equation 2.8) is derived making two principal

assumptions (see Appendix A):

1. Source-free, steady state continuity equation: V -njVj = 0

2. All flows are directed along a flux surface (i.e. flows normal to the flux surface

are negligible, Vj - V4 = 0)

In the first statement, densities and flows are assumed to be steady-state. This is

typically a good assumption in modern day tokamaks, with steady-state conditions
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maintained for several energy confinement times. Additionally, the level of density

fluctuations is low enough to ignore RMS contributions: V - (hii5), ~ 0.

The more important assumption in the first statement, especially for impurities, is

that of source-free region. In the pedestal region, temperatures range between 50 eV

to 1000 eV. Impurities have several ionization states, and require more energy to fully

ionize. The ionization energy for single-electron impurities is E = Z 2 ERy, where the

ionization energy ERv = 13.6eV is that for a deuterium atom. The study by Marr[35]

which discovered the HFS parallel flow discrepancy was done by measuring the flow

of full-stripped boron ions (Z=5). The source atoms (B4+) have an ionization energy

of -340 eV, well within the pedestal region. Although impurity transport modelling

is required to give more quantitative results, these ionization energies give qualita-

tive evidence that it may be important to retain the source terms in the impurity

continuity equation, which in turn would affect the final form of the equation for the

impurity bulk flow.

The second statement, that radial flows can be neglected, is an assumption that

can be understood by remembering the tendency of particles to stream along field

lines, with slow radial movements due to collisions or turbulent motion. However,

in regions of strong background plasma gradients, such as the pedestal region, radial

velocities increase dramatically, V. oc al-L + a 2 4 (here a, and a2 are as of yet

unspecified constants, see Section 5.3). Even still, the absolute levels of radial velocity

will typically remain small (< 1 km/s). However, due to the narrow width of pedestal

density and temperature profiles, there can be a non-negligible radial flux, so that

V - (nVri) is not negligible in the continuity equation. Recent simulations with the

PERFECT code[22], which retains certain pedestal effects (strong L,,, weak LTi),

showed that indeed the radial flux can become important in the pedestal region, and

lead to a breaking of the main ion flux function Ki(/). While these simulations aren't

specifically applicable to Alcator C-Mod orderings (strong LT,), they are suggestive

that in the pedestal region, radial velocity (or more appropriately divergence of radial

flux) can not necessarily be neglected, as is done in the derivation of the flow equation

(Equation 2.8).
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As shown in Appendix A, the second assumption above can be written in terms

of the velocity perpendicular to the magnetic field (but still within the flux surface!):

B x VO (2.9)
B2

This wj is the same wj that appears in the final flow equation (Eq. 2.8). However,

the flow equation derivation still holds if we let wj = wj(4, 0), i.e. that wj need

not be a flux function. The reason it is normally assumed to be a flux function is

that the perpendicular velocity is assumed to be to lowest order a combination of the

E x B drift and the diamagnetic drift, which result in B x V<D and B x Vp terms

respectively. If our assumption of small radial velocity is to be satisfied, <D and p

must be flux functions, or else the B x V terms will produce a radial velocity. As a

consequence of 4D and p being flux functions, wj will be also.

2.4 HFS Parallel Flow Calculation

We now review the method of calculating the HFS parallel flow, which indicated a

discrepancy with measurement, as shown in Figure 2-1. The steps to calculate the

expected HFS parallel flow are:

1. Measure at the LFS nz,L, VO,L, and VC,L using a beam-based diagnostic ('L'

indicates a LFS quantity, 'H' indicates a HFS quantity).

2. Calculate the flux function Kz(O) and wz(4), using Equation 2.8:

Kz(0) = nz,LVz,L
BO, (2.10)

Wz (4) = RL [.v L B,L 
(2.10)

3. Align the LFS and HFS impurity profiles by aligning the measured impurity

temperature, Tz.
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4. Calculate the expected HFS parallel flow, assuming that nz,H = nz,L'

V1 = Kz (0) BH + wz ( H B(H
nz,L BH

5. Compare V P to the HFS parallel flow measured using a gas-puff based diag-

nostic

With the knowledge gained from the derivation of the flow Equation 2.8 in the

previous section, we can now identify several potential issues with the above method

which could explain the observed HFS parallel flow discrepancy.

First, as seen in item 1 and 5, the measurements of impurity parameters at the

LFS are made with a diagnostic technique which is different than that of the HFS.

As will be discussed in Section 3.5, these two techniques probe the impurity ions

using neutral atoms of very different energies, which can potentially give erroneous

impurity measurements. A comparison of the two diagnostic techniques was needed

to validate the techniques.

Second, item 2 shows that this method relies on Kz and wz being flux functions,

which can be violated through strong radial transport, or non-conservative forces.

Third, item 3 assumes that temperature is constant on a flux surface. This was

based on various estimates of the energy transport time scales, showing that the

parallel energy transport was faster than any local radial energy transport, forcing

the LFS and HFS T, profiles to match. As with the particle transport, the relative

role of radial energy transport can be significantly increased in the presence of strong

gradients.

Fourth, item 4 again points out the need to assume that impurity density is

constant on a flux surface, as the diagnostic and knowledge to calculate the HFS

impurity density hadn't been developed. However, various evidence from experiment

and theory indicate that impurities can vary significantly in the edge of the plasma,

especially in the presence of strong background plasma gradients, as is found in the

pedestal region.
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2.5 Outline of Thesis Research

Clearly from the list of assumptions and their potential pitfalls above, a broader suite

of impurity measurements was desired in order to better understand the origins of the

HFS parallel flow discrepancy, and in turn understand how the pedestal region affects

impurity transport. Research and diagnostic upgrades were conducted to address each

of these concerns, and further probe the physics of impurity transport in the pedestal

region:

1. A LFS gas-puff based diagnostic was installed and operated, allowing impu-

rity measurements which were redundant of the LFS beam-based diagnostic

measurements, allowing an 'apples-to-apples' comparison of the two different

diagnostic techniques.

2. A HFS poloidal viewing diagnostic was installed and operated, enabling a direct

measurement of the constancy of K, on a flux surface:

nz,LVzo,L _ nz,HVzB,H

BO,L BO,H

Along with the poloidal and parallel periscopes installed for the LFS GP-CXRS

system, and the already installed HFS parallel periscope, this provided a means

to fully measure the velocity vector at the LFS and HFS midplanes, and compare

the poloidal variation to the expected form of Equation 2.8.

3. Diagnostic upgrades to measure Da emission and extensive neutral transport

modelling were undertaken to measure the impurity density at the HFS, since

the impurity emission depends on the magnitude of the local excited deuterium

atoms as a function of distance into the plasma.

4. Experiments were done in plasmas of varying gradient scale lengths in back-

ground plasma density and temperature to understand their role in impurity

density asymmetries and radial impurity transport.
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5. Experiments were done to determine the effect, if any, of a strong, poloidally

localized source on the impurity density and flows in the pedestal region.

With these upgrades and experiments, a more complete picture was formed of the

transport of boron, the main impurity in C-Mod plasmas, in the pedestal region, and

how large background plasma gradients affect this transport.
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Chapter 3

Gas Puff Charge Exchange

Recombination Spectroscopy

Diagnostic

Charge eXchange Recombination Spectroscopy (CXRS, also known as CHERS, CERS,

or CXS) is a well-known, mature plasma diagnostic technique used to derive informa-

tion about ion species in a plasma, such as ion density, ion temperature, and ion bulk

velocity[38, 39]. The basic idea behind CXRS is to inject neutral atoms (DI) into the

plasma, which will then undergo charge-exchange (CX) reactions with plasma ions

(Az+):

AZ+ + D0 -- A(z-)+* + D1+ (3.1)

The newly formed excited atoms (A(z-1 +)*) radiatively decay, emitting photons which

are then collected by optics. Injecting neutrals into the plasma allows localization of

the CX reactions to the intersection of the optics line-of-sight and the injected neu-

tral's path. Most CXRS diagnostic systems utilize a high energy (50-100keV range)

neutral beam to localize CX reactions. Here we present a novel, alternative CXRS

system which uses a simple thermal gas puff to inject neutrals into the plasma.[40]

This alternate system, which we will refer to as GP-CXRS (gas puff CXRS), offers

many advantages over a conventional CXRS system which uses high energy neutral
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beams. First, the apparatus to inject room-temperature gas is simple, inexpensive,

and easy to maintain, whereas high energy neutral beams are large devices which

are expensive both in terms of initial cost and maintenance. Second, gas delivery

tubes can be placed almost anywhere around the plasma containment vessel, allow-

ing ion measurements at plasma locations not normally accessible to high energy

neutral beams, such as the inboard (high-field side or HFS) of a tokamak. This

opens up studies of previously inaccessible physics, such as variations in impurity

ion density and velocity on a flux-surface[35, 41, 42]. Third, the emission region is

narrower, since the gas puff produces a neutral cloud that is smaller in width than

a typical high energy neutral beam. This helps avoid smearing effects on the profile

measurements[38]. Fourth, compared to some high-energy beam-based CXRS sys-

tems, the signal-background ratio is much larger in the GP-CXRS system (typically

10x or more, dependent on beam current and size) in the edge/pedestal region, due

mainly to the increased neutral density. This can be especially beneficial in the steep

gradient regions of the pedestal[43].

The main disadvantage of the GP-CXRS system compared to a high-energy beam

CXRS system is the rapid decay of signal further into the core of the plasma, due to

the decreased penetration depth of the slow neutrals produced by the gas puff. In

tokamaks, the GP-CXRS system is therefore effectively limited to making measure-

ments in the edge region (r/a > 0.85). However, this covers the pedestal region, which

is critical to the overall performance of tokamak plasmas through profile stiffness[2]

and turbulence reduction by sheared E x B flow[44]. CXRS diagnostics are one of the

principal diagnostics for measuring the radial electric field (E,) used in calculating

the E x B flow. Extending the predictive capabilities and physics understanding of

the pedestal region is an active area of research[45].

Several machines have used results from GP-CXRS systems in published physics

papers, among them Alcator C-Mod[35], ASDEX Upgrade[41], and MAST[46], though

none have described the diagnostic technique in detail. The focus of this chapter will

be to provide the physics basis for the GP-CXRS system, including related diagnostic

issues, and describe the analysis process.
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3.1 Transport of Neutrals Produced by a Gas Puff

The transport into the plasma of neutrals produced from a gas puff is different from

that of neutrals produced by a high-energy beam, mainly due to differences in the

energy distribution. The gas puff neutrals have a thermal distribution of energies,

which approaches the plasma temperature (E ~ T). This is in contrast to high-energy

beam neutrals, which have fairly discrete energies that are typically much larger than

the plasma temperature (E >> T). In this section we will develop a picture of the

transport of the gas puff neutrals, and show simulation results of the shape and

particle density of the gas puff neutral cloud, which is important for GP-CXRS. In

the following discussion, we will assume the gas species used is molecular deuterium

(D2 ), although in practice other gas types can be used with varying benefits (see

Section 3.6.1 on spectral contamination by molecular lines).

A simple picture of the production of a neutral from a gas puff and its subsequent

transport into the plasma is as follows: a room temperature D2 gas molecule travels

into the edge of the plasma, where it quickly undergoes Franck-Condon dissociation

into two separate deuterium (D) neutral atoms, each with kinetic energy of ~3 eV.

These neutrals dissociate isotropically, so generally one neutral will continue further

into the plasma, and the other will return towards the wall. The neutrals continuing

into the plasma will penetrate until being ionized by electron-impact, or charge-

exchanging with a background plasma deuterium ion:

D0 + e -+ D1+ + 2e- electron impact ionization
(3.2)

Do + Dl+ -+ D1+ + DO deuterium charge-exchange

Even in the scrape-off layer (SOL), a region of low temperature and density, these

Franck-Condon neutrals have a mean-free path only on the order of the distance

to the separatrix[47], clearly an undesirable situation given that we need a signifi-

cant population of neutrals penetrating beyond the pedestal region. However, the

charge-exchange process produces additional generations of neutrals which can then

penetrate further into the plasma[48]. These neutrals produced by charge-exchange
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retain the energy of the background plasma ions from which they came, so that

with sufficient charge-exchange reactions, the neutral population takes on an energy

distribution approaching that of the background plasma ion distribution.

To give quantitative results of the neutral penetration, fluid approximations could

be used, as is often done in neutral transport problems. Neutrals are treated as

either diffusive[49] , which leads to a neutral penetration depth of 6 ~ (Aj 0 Ak )2 ~

"th ,or free-streaming[50], leading to a neutral penetration depth of 6 ~

-u'~-- The diffusive nature makes sense when charge-exchange reactionsAin-ne (eV) ion*

dominate over ionization, as the CX reactions act as a randomizing event, leading to

a random walk problem with a step size of A,,. The free-streaming would be more

appropriate if the ionization rate were much larger than the CX rate.

Unfortunately these fluid approximations are too simple for most cases involv-

ing neutral transport in the edge/pedestal region. To properly give a more detailed,

quantitative treatment of the production and transport of the gas puff neutrals re-

quires the use of numerical, kinetic neutral transport codes. The reasons requiring a

kinetic treatment over the simpler fluid treatments are (1) the gradient scale lengths

in the pedestal region are often smaller than the neutral mean-free path, violating the

fluid approximation and (2) the CX and ionization rate coefficients, (ov), are of the

same order for a significant temperature range[51], as seen in Fig. 3-1. This range of

temperatures basically covers the range of temperatures seen in the pedestal region

in most current tokamak devices.

Several kinetic codes exist to simulate neutral transport, the most popular being

full 3D Monte Carlo codes such as DEGAS2[53] and EIRENE[54], which are often

coupled to 2D fluid codes such as UEDGE, OSM, and B2, to provide full simulation of

neutral transport in a background plasma. These codes can offer a complete picture

of the gas puff neutral transport at the expense of long code execution times, in order

to have good statistics. A simpler code that treats the neutral transport problem

analytically is KN1D[55], though it uses a simplified ID slab geometry.

To study the shape and particle density of the gas puff neutral cloud, OSM-

EIRENE simulations were undertaken for a number of different plasma conditions,
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Figure 3-1: Electron-impact ionization and deuterium-deuterium charge-exchange
rate coefficients. Taken from the Atomic Data and Analysis Structure (ADAS) code
adf11 files[52]

ranging from L-mode plasmas with low T, and ne to H-mode and I-mode plasmas with

large gradients in the pedestal region. As inputs into the code, measured electron

density and temperature profiles are input, covering the entire simulation domain

(pedestal region and SOL). As the SOL n, and T aren't measured routinely in H-mode

plasmas, a simple model was used typical of SOL profiles[47], with an exponential

fall-off in the near SOL followed by a much smaller decay in the far SOL. For these

simulations it was assumed T = Te.

The results from the OSM-EIRENE simulations are shown in Fig. 3-2 for sim-

ulations with gas injected from a gas tube extending from the outer-wall, with Fig.

3-2(a) showing the neutral density along the center-line of the gas puff, nDO(R), where

R is the major radius, and Fig.3-2(b) showing the gas puff spread (here the 1/e point

of the neutral density, nD(R, a)), from the gas puff center-line value, in the transverse

direction 1. As seen, despite the wide range of plasma parameters, the resulting gas

puff shape is very similar for all simulations, and can be described by the following

diverging Gaussian beam-like formula:

nD (R, 77) =- nDO (R) eXp 2] (3.3)
W (R)
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where W(R) describes the diverging width of the Gaussian beam:

W(R) wo 1 + IR RpuffI tan(0)) (3.3b)

(a)

0-04 (b)
0.03

S0.02

0o 0
0.87 0.88 0.89 0.9 0.91 0.92

R [m]

Figure 3-2: OSM-EIRENE simulation results over a wide range of input n, and Te
profiles: H-modes (blue), I-modes (red), and L-modes (green). Bold lines show the
high and low nDO from each group. In (a) is shown the center-line D0 density from
the puff, nDo(R) and in (b) the 1/e point in the transverse direction of nD from the
center line value nDo, showing the puff shape stays the same over a wide range of
parameters.

where R,,ff is the major radius where the gas exits the delivery tube and enters

the vacuum chamber, wo represents what the beam width would be (not actually is)

at Rpsff if the gas puff was a pure truncated cone, and 0 is the divergence half-

angle of the gas puff (see Fig. 3-2(b) for a picture of these parameters). Note that

this doesn't necessarily describe the gas puff cloud outside of the separatrix, as the

simulation grid was sparse outside of the separatrix. For a gas puff at the outer-

midplane, with Rpff - Rseparatrix 2 cm, and assuming a cosine distribution of

gas molecules entering the plasma, the parameters were fit to be wo ~ 1.1 cm, and

00 ~ 230. Note also from Fig.3-2 that while a single angle 0 parameter describes

all of the simulations, the nDo(R) profile varied over several orders of magnitude.

No simple scaling was found for the nDo(R) profile shape with n, or T,, nor was

the nDo(R) profile shape adequately explained by simple neutral penetration models,
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like sech 2( -lpf ) or exp(- (7nv) f nedR), showing the importance of treating the

neutral transport problem kinetically.

These simulations also resolve the velocity distribution of the neutrals, allowing

calculation of the neutral temperature, TD = 2 (E). TD is consistently lower than

the background plasma temperature, as shown in Fig. 3-3. This is expected, as the

charge-exchanged neutrals can travel to regions of temperature different from that of

their local birth location[56]. Other numerical simulations have shown this as well[57].

This difference will introduce an error in the CX rate coefficient if not accounted for,
as will be shown in Section 3.2.

While relying solely on simulations to deduce the gas puff densities requires fur-

ther validation studies, these simulation results show two important features of the

transport of the gas puff neutrals: (1) the neutral cloud resulting from the gas puff

has a small-angle spread and (2) the neutral temperature, TD, is consistently lower,
but approaches the background plasma temperature Te. From multiple simulations,
the ratio of TD/Te inside the separatrix and towards the core is usually in a range of

0.3 < TD/Te < 0.8. This range of TD/Te holds true for simulations using parameters

from either Alcator C-Mod, or ASDEX Upgrade.
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Figure 3-3: Simulated neutral temperature (TD, in red) vs input measured ion tem-
perature (Ti, in blue. Recall for these simulations T = Ti.), showing the neutral
temperature is generally lower than the electron temperature. Separatrix location is
near 0.898 [in].
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3.2 Charge Exchange of Impurities with Neutrals

from a Gas Puff

The charge-exchange process is also affected by the lower energy and thermal distri-

bution of the gas puff neutrals. This is due to a number of peculiarities of the CX

process which will be reviewed and discussed here in the context of GP-CXRS. De-

pending on the impurity species and the transition used, excited states of the neutral

can have a much larger, even dominant, contribution to the CXRS signal.

Charge-exchange is a resonant process, and as a result the donor electron will

preferentially populate excited states of the receiver ion that conserve the electron's

orbital energy and radius[58]. The prefered, resonant excited state of the impurity

ion is:

n/ nD ( ) (3.4)

where nD and ZD are the principal quantum number and nuclear charge of the donor

species (the D neutral atom), and n' and Z' are the principal quantum number and

charge of the receiver species (the impurity Az+). This equation is valid for a large

range of interacting energies [58, 59]. At low collision velocities, the resonant character

is pronounced, leading to large partial CX cross-sections oc(n') only at or near the

excited state n'.... As the interaction energy increases to intermediate energy levels

typical of neutral beams, different mechanisms start contributing to the resonant

reactions, leading to a broadened n'-distribution of the partial CX cross-sections, as

shown in Fig. 3-4. Additionally, in the low collision energy regime the total CX

cross-section scales like 0 cx,tot,lowE OC (nD)4, while the intermediate collision energy

regime scales oppositely[60], ac,tot,intE OC .

These three charge-exchange attributes at low collision energy (preferential ex-

cited state n', of receiver, narrow n'-distribution of partial CX cross-section, and

increasing total CX cross-section with nD) lead to the excited neutrals playing a

much more significant photon generating role in GP-CXRS than in high-energy beam

CXRS. Figure 3-4 illustrates this point and shows all three CX attributes, for a low
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Figure 3-4: Partial cross-sections for electron-capture into the n' excited state of B5+
with D0 . Solid lines (-) are for collision energies of 0.25 keV/amu, dotted lines(- - -)
are for 50 keV/amu. The n D = 3 cross-sections at low energy are not available[61,
and so were scaled from the nD = 2 cross-sections.

energy (0.25keV/amu, solid lines) and an intermediate energy (50keV/amu, dotted

lines), using as an example the B 5+ + D0 (nD 1,2,3) -+ B4 +(n') + Dl+ reaction.

For the diagnostically relevant n' = 7 reaction (used for the Alcator C-Mod GP-

CXRS system), the D(n D = 2) cross-section is over 4 orders of magnitude larger

than the D(n D = 3) cross-section, and over 6 orders of magnitude larger than the

D(nD - 1). Despite the small fraction of excited neutrals (typically n"DZ= ~ 1%),

they will almost always make the dominant contribution to the GP-CXRS signal. It

should be noted that Az+ + D(nD = 2) being the dominant reaction is a general

result for most common applications of GP-CXRS. This is due to a combination of

the facts that pedestal CXRS systems typically use low-Z impurities (Z < 10) with

low ionization energies, which guarantee a large population of fully-ionized impuri-

ties in the pedestal, and atomic transitions that emit photons in the visible region

(400nm-700nm), as the optics are simpler.

Of course, the above are simply guidelines; for quantitative results, such as for

accurate ion density measurements or GP-CXRS signal estimation, the effective CX

rate coefficients must be calculated. In its general form, the rate coefficient for CX into

a particular level n' is calculated integrating over the distributions of the interacting

Signal from CX

with excited state

neutrals dominant

in GP-CXRS
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ion and the neutral:

(u( v, ffdvDdvz (n', IVD - VZ)IVD - VZIfD(VD)fZ(VZ) (35)
ffdVDdvzfD(VD)fZ(VZ)

For neutral beam systems, the beam velocity distributions are mono-energetic, i.e.

discrete delta-functions, fD(VD) = nDJ(VD - Ubeam), and Eq. (3.5) reduces to a 1D

integral if the impurity ion species is Maxwellian. For GP-CXRS, the thermal dis-

tribution of the neutrals requires averaging over both species velocity distributions.

If we assume both the impurity ions and the neutrals have Maxwellian velocity dis-

tributions, while allowing them to have different temperatures, Eq. (3.5) reduces

to:
8 E

(OCV) = 81 j dE cx(E)Ee Td (3.6)
eff

where

mr Reduced mass, mzm [kg]

Teff Effective temperature, mDTZ+MZTD

E Center-of-mass energy, 1mrvz - VD1 2

Here bulk-velocity has been neglected in both species, since it was found that

large differences between the bulk velocity of the neutrals and that of the impurity

ions of > 60 km/s were needed to make a 10% difference in (o-,v). The thermal-

thermal averaged rate coefficient in Eq. (3.6), which uses different temperatures

(Tz -, TD), has the same form of the thermal-thermal rate coefficient using equal

temperatures [62], (Tz = TD), except that the equal temperature is replaced by the

effective temperature, Teff. Using this thermal-thermal rate coefficient, the effective

CX rate coefficient, qeff(n' - n"), is then formed by taking into account the branching

ratio of the specific atomic transition, n' -+ n", cascades from states above n', and

1-mixing of the states[38]. The effective thermal-thermal CX rate coefficient can be

calculated using a combination of the ADAS314 and ADAS308 codes[52], creating

a lookup table of qeff values depending on the plasma parameters of ne, T, and

Zeff. While these codes only treat same temperature receiver and donor, the effective
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temperature Teff (see Eq. (3.6)) can be used for the temperature in the lookup tables

of qeff for the case of unequal temperatures.

As shown from neutral transport simulations in Section 3.1, the neutral tempera-

ture can be different from the background plasma temperature. In principle, measure-

ments of the temperature of the gas puff neutrals can be made spectroscopically[63].

However, if the neutral temperature is unknown or uncertain, the relative error in the

CX rate coefficient can be calculated by using a value in the middle of the expected

range, i.e TD = 0.5Tz. Since the CX cross-section of interest for GP-CXRS systems

are relatively independent of energy at low energies, a simple analytical upper bound

on the relative error can be found. Taking o, to be constant reduces Eq. (3.6) to

(UCv) 0 9-eVth, producing a relative error, E(,,):

TeffITD=.T - 5 Teff

ITeff
mD + 0.5mz

mD + mZ T

(3.7)

This upper-bound on the relative error (Eq.(3.7)) is shown in green on Figure 3-5,

along with relative errors using the actual CX cross-section in the integral of Eq. (3.6).

Of course, neutral simulations can be used to determine the neutral temperature, TD,

and reduce this error c(,,) considerably, but this upper bound error shows that, in the

expected TD/TZ range, the maximum relative error of (ov) assuming TD = 0.5Tz is

less than 20%. This is near the level of the cross-section error also. Note that while

this affects the absolute level of the impurity density, in the comparison of impurity

density at the LFS and HFS this error drops out.

Assume

TD = 0.5Ti,
giving maximum

error of 20% in

CX rate

coefficient

An example of the ADAS calculated thermal-thermal effective CX rate coefficient,

qeff, appropriate for use with GP-CXRS is shown in Fig. 3-6, for the B'+ + D(nD = 1,2)

-+ B4+(n' = 7) + Dl+ -+ B4+(n" = 6) + Dl+ + hv reaction. Also shown is qeff mul-

tiplied by the excited state fraction, which shows the relative amount of CXRS signal

photons each neutral fraction is producing. Excited state fractions were determined

59



0.8 -
-- Constant a

FWIl a
- 0.6

LT piccq

T /

Figure 3-5: Error made in the thermal-thermal CX rate coefficient when assuming a
scaled neutral temperature of TD = 0.5Tz. Typical range of TD/TZ from simulation
is 0.3 to 0.8

by the ADAS photon emissivity coefficients (PEC) [52]:

n7D(?2D = 2) __ PECikxc
ne (3.8)

?2D(rD =1) - 21

where A21 is the Einstein coefficient for the hD = 2 -+ 1 transition, and PECi are

the ADAS photon emissivity coefficients (PEC) due to excitation. The PEC coeffi-

cients are obtained using a full collisonal-radiative model. Here and elsewhere in this

thesis, the recombination PEC is neglected, as it is negligible at temperatures above

a few eV. The charge-exchange PEC is also neglected, as the deuterium-deuterium

charge-exchange process will dominantly produce products that are the same as re-

actants, giving no net change in excited state populations. As seen in Fig. 3-6(b), for

densities larger than n, ~ 1019[M- 3], the D(nD = 2) excited state fraction will make

the dominant contribution to the total emitted CXRS light.

3.3 Energy Dependent Rate-Coefficient Effects

Energy dependent rate coefficients can also have an influence on the apparent temper-

ature and flow of the impurity ions. For CXRS with a high-energy neutral beam, such

energy dependent cross-section effects have been investigated extensively [64, 65, 66].
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Figure 3-6: (a) BV(7 -+ 6) effective CX rate coefficient, qfD=1,2 and (b) q D,2
qff qff

multiplied by the neutral density excited state fraction, fi = nD(nD = i)/UnD(nD = 1).
This represents the amount of light each excited neutral species contributes to the
total CX signal.

Here, we treat this problem for GP-CXRS, where the situation is qualitatively differ-

ent in the sense that the velocity of the donor particles is of the same order as that

of the impurity ions.

To quantitatively evaluate measurement errors associated with energy dependent rate

coefficients, we need the general expression for the emitted number of photons per

unit of time, volume, and wavelength induced by charge exchange (CX) reactions

between the donor particles D and the receiver particles Az+ (the impurity ions).

We indicate this quantity, the spectral emissivity, with es, such that

dA f dvD - dvz - fD(vD) ' Z(vZ)

Ivz D| - c,eff (IVZ - vD1) - dvjz. (3.9)

Here, VD (vz) and fD (fz) are the velocity and velocity distribution function of the

donor (receiver) particles, I and 11 indicate the velocity components with respect to
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the line of sight, and u-c,,qf is the effective emission charge exchange cross section

for the transition of interest, in our case n = 7 -* 6 of B4+. The integral is five

dimensional and performed over VD and vIz. For non-relativistic velocities of the

impurity ions, the emitted wavelength A and dA are linked to vjjz and dvjjz by

A - AO = A- VIZ, dA = -dvz, (3.10)
C C

with AO the rest wavelength of the transition and c the speed of light.

Before solving Eqs. (3.9) and (3.10) for realistic cases, we first consider a simplified

situation for illustration. We assume that the neutrals in the gas puff are cold and

have zero drift, thus VD = 0. We further assume Maxwellian impurity ions with

an arbitrary drift uZ = (vz) (here, brackets indicate an average over the velocity

distribution function). Eqs. (3.9) and (3.10) then simplify to

E A c Jdviz - fiz(viz - U Z) - |vz- 0 -cx,eff (IvzI)

exp (A A1)2 (3.11)

mZ C

where fmz is a two-dimensional Maxwellian with temperature Tz and mass mz, and

we have defined A1 as

A1 = AO. (1 + U1IZ/C). (3.12)

The variable Ivzj is expressed as a function of vIZ and A:

Ivz = viz + (A - Ao)), (3.13)

Ideally, if the rate coefficient Ivz ' O-cx,eff (IvzI) in Eq. (3.11) was constant, the

A-dependence would only appear in the exponential term of Eq. (3.11). In this

case, fitting a Gaussian to the measured spectrum allows to extract the accurate
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temperature and fluid velocity along the line of sight. However, as will be shown be-

low, the rate coefficient increases with [vzI over most of the energy range of interest

here. This means that faster impurity ions are more likely to emit a CX photon and

the observed spectrum broadens. Ignoring this effect results in an overestimation of

the impurity temperature. The special case with O,,eff (Ivzl) = const. and with no

drifts, uz = 0, can easily be treated analytically and fitting the obtained spectrum

with a Gaussian would then result in an overestimation of the temperature by ~ 50%

(note that these effects could in principle result in non-Gaussian spectral shapes).

Besides a line broadening, our simplified treatment also shows that a rate coefficient

increasing with vzj leads to an overestimation of the line shift. To see this, let us

assume a drifting Maxwellian for the impurity ions with a drift velocity along the line

of sight, away from the observer, such that the central wavelength shows a red shift.

The particles moving away at a velocity higher than the drift velocity then have, on

average, a larger tvzI and emit more CX photons than the other half of the particles

which have a velocity along the line of sight smaller than the drift. This leads to an

increase of the apparent line shift.

After these simplified cases, we now quantitatively treat more realistic situations

to estimate errors in the measured values of Tz and ulIz caused by energy dependent

rate coefficients. In particular, we relax the condition of static neutrals. Assuming

Maxwellian velocity distributions for the impurity ions and donor particles and using

effective emission cross-sections from ADAS[52], we solve Eqs. (3.9) and (3.10) with a

Monte-Carlo scheme. We then fit the calculated spectra assuming a simple Gaussian

shape to extract the apparent temperatures and flows and compare these with the

true values.

For the effective emission cross-sections, we consider Boron charge exchange with

D(nD = 2) neutrals with a subsequent transition from n = 7 -+ 6 of B4 +. These

cross-sections include direct CX into the n = 7 level, as well as CX into higher n-levels

with subsequent cascades into the n = 7 level, the branching ratio for the n = 7 -+ 6

transition, i-mixing, and collisional excitations. In Fig. 3-7, we plot the rate coeffi-
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cient vC0j - acxeff (VC 01) as a function of vcl = JVZ - VDI, which now also depends on

the velocity of the neutrals. The data in Fig. 3-7 is plotted up to vco value that is

~ 3 - (vth,- + Vth,B), with the thermal velocities evaluated at T = 1000 eV. Cross-

sections are plotted for an electron density ne of 5 x 1018 m- 3 (green), 5 x 1019 m-3

(blue), and 5 x 1020 m- 3 (red). For each value of n,, the ion temperature has been

varied in the range 100 - 1000 eV. Increasing ion temperature increases the cross-

section, but this is a small effect. Fig. 3-7 shows that the rate coefficients increase

approximately linearly with v,,0 over most of the energy range of interest here.

In a first step, we now evaluate errors in the apparent impurity temperature and

x 10~1

n =5xO1 m

70.8
E
x 0.6

> 0.4 -

0.2 n =5x 102 M_e m02

0 2 4 6 8 10 12
v [ms]10

Figure 3-7: Product of vc,1 and the effective emission cross-section for CX reactions
between D(nD = 2) and B5+ with subsequent n = 7 -+ 6 transition. Red solid,
blue dashed, and green dash-dotted curves are obtained with data from ADAS for
an electron density of 5 x 1020 m- 3, 5 x 1019 m- 3, and 5 x 1018 m-3, respectively.
Different curves of each color correspond to different values of T in the range 100 eV
to 1000 eV.

flow for different values of Tz, TD, and uliz, while setting UD = 0, Uiz = 0, and

n, = 5 x 1019 m-3 . Fig. 3-8 shows the relative error in Tz for ulz = 0 (solid blue)

and uIlz = 50 km/s (dashed red), plotted as a function of TD/Tz. Curves of the same

color correspond to different values of Tz in the range 100 eV to 1000 eV. At zero

flow, the different Tz curves lie on top of each other. As expected from the ana-

lytic solution discussed above, the error in Tz is approximately 50% for TD/TZ = 0.

This error quickly reduces for finite TD, reaching values ,< 15% for typical values of

0.3 < TD/Tz < 0.8 (see Section 3.1). Finite parallel flows reduce the error in Tz,
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more importantly for lower values of Tz.

Fig. 3-9 shows the plot analogous to Fig. 3-8 for the relative error in uIIz, revealing

a similar behavior. While errors also become smaller for larger parallel flows, espe-

cially for low impurity temperatures, this effect is weaker than for the temperature.

Thus, both temperature and flows tend to be overestimated, in agreement with the

qualitative discussion above.

In a next step, we have varied the electron density ne. The results in Figs. 3-8 and

3-9 are found to be relatively weakly dependent on this quantity. Relative errors

increase (decrease) by about 20% (10%) when ne is decreased (increased) by an order

of magnitude.

We have further looked at the effect of perpendicular flows, uIZ 0. We find that

the relative error in the apparent ulIz decreases with increasing perpendicular flow in

a similar way as it does with increasing parallel flow. Perpendicular flows also reduce

the error in Tz, but to a considerable smaller extent than parallel flows observed in

Fig. 3-8.

Finally, the effect of a finite drift of the neutrals, UD / 0, can be estimated by apply-

ing Galilean transforms to the results above. Drifts of the neutrals can be expected

in case of main ion flows, such that the main ions transfer not only their individual

velocity, but also their macroscopic flow to the neutrals via CX reactions. This could

cause large relative errors in uIlz in situations where the drift of the impurities is low,

while that of the neutrals is not. Let us assume for example that ulIz = 0 and that

the drift of the neutrals (and that of the main ious) is uliD = -50 km/s. Transferring

to a frame that moves at -50 km/s w.r.t. the lab frame, the neutrals and main ions

have no drift and the impurities have uz = 50 km/s. This is the situation solved

in Fig. 3-9. For TD/TZ = 0.5, the measured impurity flow is then overestimated by

; 10% or about 5 km/s. Back in the lab frame, we would thus measure an appar-

ent impurity flow of ullz P 5 km/s, directed opposite to the movement of the neutrals.

Overall, we find that for experimentally relevant parameters, cross-section effects

associated with GP-CXRS lead to an overestimation of impurity temperatures and
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CX cross-section

effects

overestimate T.

and V, by less

than 15%

flows of < 15%. Currently, such errors are neglected in the analysis. However, we

stress that GP-CXRS results at both the LFS and HFS will be affected equally to

lowest order, so that comparisons between the two locations should be robust. Finally,

we note that larger relative errors in the impurity flows could be expected in cases

where the main ions have a large flow, particularly if it is opposite to that of the

impurities, and if the main ions transfer that velocity to the neutrals.
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Figure 3-8: Relative errors in the apparent temperature as a function of TD/TZ
obtained by solving Eqs. (3.9) and (3.10) with the cross-section data of Fig. 3-7
for n, = 5 x 1019, u Iz = 0, and uIlIz = 0 (blue), and u1lz = 50 km/s (dashed red).
Different curves for a given color are obtained for different value of Tz in the range
100 eV to 1000 eV. The arrow indicates increasing Tz within dashed red curves. The
shaded area highlights the experimentally relevant range of TD/Tz.
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Figure 3-9: The same as in Fig. 3-8 for relative errors in the apparent parallel flow.
Here, blue curves correspond to a parallel flow of uIlIz = 5 km/s.
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3.4 Estimates of Expected GP-CXRS Signal

With the information on neutral penetration and effective CX rate coefficients given

above, and an approximate impurity concentration in the plasma, estimates can be

made to determine the GP-CXRS generated signal. Then, if the background emis-

sion (i.e. from bremsstrahlung, CX with naturally occurring neutrals, and electron

excitation of the hydrogen-like impurity, A(z- 1 )+) is known previously from mea-

surement or modelling[67, 68], the amount of injected gas needed for a particular

signal/background ratio can be calculated.

The CXRS radiance (sometimes referred to as brightness1 ) is given by the usual

equation:

i(n' n)= Jdl qeff,i(n', n")nD,inAz+ (3.14)

LOS

where

IC CXRS radiance of the atomic transition from upper level n' to lower

level n" [photons/s/m2 /ster]

E'; Sum over the excited states of the neutral, i=1,2,3,...

fLOs dl Integral over the optical line-of-sight (LOS)

qeff,i Effective CX rate coefficient [photons - m3 /s]

nD,i Neutral density [m-3]

nAz+ Impurity density [m-3]

Simplifying (but accurate) assumptions can be made. First, if the optics are

properly aligned to be tangent to flux surfaces at the point of emission, qeff,i and nAz+

can assumed to be constant over the LOS integral. Second, based on the discussion

in Section 3.2, the D(nD = 2) reaction will dominate. Using the expression for the

D(nD = 2) density (Eq. (3.8) combined with Eq.(3.3), the equation for the nD = 1

neutral density cloud) and plugging into Eq.(3.14), we arrive at the approximate

'Brightness' has been used variously to denote the quantity of 'radiance', i.e. both have the units
of [photons/s/m2 /ster]. However, the technical definition of brightness is radiance but weighted for
the perception of the human eye. As these are absolute radiometric measurements, we will use
radiance throughout this thesis.
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A simple and quick procedure for calculating the neutral density profile, nDo(R),

for use in estimating the GP-CXRS signal, is to use KN1D to simulate the nDo(R)

profile, as the shape was found to match well with the OSM-EIRENE nDO (R) profile.

To match the KN1D molecular pressure input (given in mTorr) to the diagnostically

relevant gas flow rate (which will match the absolute values of nDo(R)), an effective

area of the gas puff cloud must be used, since KN1D is a 1D code. This was found

to be empirically Aeff ~ 2.7. 10- 3 M 2 . This corresponds to a radius of r ~ 2.9 cm,

which is characteristic of the gas puff extent. The conversion then from gas flow rate

to KN1D input molecular pressure is[55]:

UD2
PKN1D = 133 1 (3-16)

0. 1333 - ' V Aeff

where

PKN1D KN1D input molecular pressure [mTorr]

UD 2  Gas flow rate [D2 particles/s]

0.1333 Conversion factor [m-3 - J/mTorr]

kB Boltzmann constant, 1.38 - 1023 [J/K]

T Gas temperature (usually room temperature, 293[K])

V Molecular average speed, 8kRT

An example of using Eq. (3.15) to estimate the GP-CXRS signal is shown in

Fig. 3-10, compared to actual measured GP-CXRS signal. A constant impurity

fraction nB5+ = 0.01 - n, was assumed over the entire profile, which is a typical

level for these types of plasmas past the pedestal top. On Alcator C-Mod, the LFS

impurity density pedestal location can be significantly shifted inward with respect to

the electron density pedestal location, due to the ionization energy of the impurity,

and the possible presence of an inward pinch[69. This constant impurity fraction

case is then only expected to match beyond the impurity density pedestal top, which

in this case is R < 0.883 cm. Of course, if the actual impurity density profile is known
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from other diagnostics, much better estimates can be obtained. After doing such an

analysis, a user can adjust the input gas flow rate into KN1D to arrive at a desired

signal level, I., for the GP-CXRS system. This will give a simple, first estimate for

the gas puff flow rate needed to generate a usable signal level. For more detailed

estimates, full 3D modelling of the gas puff should be used.

(D5 - Simulated
1 Measured

0 4

0 1

0303
2-C

CI

0.874 0.876 0.878 0.88 0.882 0.884
R [m]

Figure 3-10: Simulated CXRS radiance for views at the top of the pedestal, calculated
from Eq. (3.15), assuming a constant nZ = 0.01 - ne using B 5+ for the receiving ion.
Agreement with measurement is within 20%

3.5 Alcator C-Mod GP-CXRS System

The Alcator C-Mod GP-CXRS system was initially developed by B. Lipschultz and

K. Marr in 2005[70] to measure HFS parallel flows[35]. The system has steadily

expanded since then. The spectrometers used are the same as those for the beam-

based edge CXR.S diagnostic[71]. At the time of this writing, the GP-CXRS system

consists of two separate gas puff nozzles, located respectively at the low-field side

(LFS) midplane and the high-field side (HFS) midplane. Each gas puff location has

its own separate set of in-vessel optical periscopes, one viewing poloidally (vertical

at the midplane) and one viewing mainly toroidally (at the location of the gas puff,

these views are parallel to the magnetic field). A summary table of these periscopes

is given in Table 3.1 and Fig. 3-11.
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Figure 3-11: Drawing of the in-vessel periscope setup for the Alcator C-Mod GP-
CXRS system. Background periscopes are not shown.

Location Angle of LOS Spot Typical r/a Typical # Typical #
w.r.t [deg] Size range Views CXRS Views Da

[mm]

Active (gas-puff viewing)

LFS -90 2.0 0.87 - 1.01 14 14
LFS 7 2.7 0.76 - 0.99 14 -
HFS 90 4.0 0.89 - 1.01 9 -
HFS -10 4.0 0.89 - 1.01 9 9

Background/DNB

LFS -90 2.0 0.83 - 1.01 18 1
LFS 173 2.7 0.82 - 1.03 17 -
HFS 90 4.0 0.89 - 1.01 9 -
HFS -10 4.0 0.89 - 1.01 9

Table 3.1: Optical periscope information.

The gas puff nozzles are not nozzles at all, but simple gas capillary tubes, of 1mm

inner-diameter and approximate length of 3 m. The outer-wall capillary is held in

place by a dedicated structure made of Inconel, at a position of R ~ 0.92 m (the limiter

is at Rum = 0.905 m). The inner-wall capillary is held in place by the wall-protection

tiles, so is positioned at R ~ 0.44 m. These capillary tubes are fed D2 gas by the C-
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Mod Neutral INJection Apparatus (NINJA) system[72]. The NINJA system consists

of a gas plenum of volume 1.26 - 10-1 m3 , connected to several capillaries, with each

individual capillary controlled by a pneumatic-actuated valve. There are two separate

plenums which allow controlling the LFS and HFS gas capillaries with independent

gas sources, though they can also be operated from a single plenum, as the volume

is large enough to supply both capillaries. Typical input gas quantities for a gas puff

used during a shot with the GP-CXRS system are ~4 Torr-L, with a valve opening

of 0.1 sec and a plenum pressure of 500 Torr. Because of trapped volumes and long

tube lengths, the gas enters the vacuum chamber over a longer period of time[72].

Estimated peak flow rates are ~1.36. 1021 D~atoms / s. An in-vessel image of the LFS

gas puff is shown in Fig. 3-12, along with the normalized vertical line outs through

the puff from various discharges, showing the gas puff shape is fairly constant for

varying plasma parameters, in agreement with the OSM-EIRENE simulations (see

Fig. 3-12).

~5cm

Figure 3-12: In-vessel image of the LFS gas puff. Red lines to the left of the image
are vertical line outs from 40+ shots (H-modes, I-modes, L-modes), showing the gas
puff shape is similar for varying plasma parameters. The gas puff extent is about
5cm, in rough agreement with OSM-EIRENE simulations.

Optical periscopes are placed in-vessel, as the C-Mod port structure doesn't easily

allow external views focused on the pedestal region. Optics focus the light onto

400 pm core diameter multimode fibers, which exit the vessel and are relayed to the
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spectrometer/CCD setup. Most periscopes are designed with two doublet achromat

lenses, and a front surface mirror to prevent line-of-sight damage to the lenses. A

snout measuring 9 cm extends from the mirror, and provides protection from gas films

forming during the frequent wall-conditioning boronizations[73]. The exception to this

general periscope design is the HFS poloidal periscope, which is embedded in the lower

wall-protection tiles of the center stack. Due to the space constraints, this is a smaller

periscope, with a single doublet achromat lens, and no mirror. The LFS poloidal and

the HFS parallel periscopes have an extra row of fibers co-linear with the normal

GP-CXRS fibers, but separated by a small transverse distance (at the spot of best

focus, 3mm). These extra fibers are used to measure neutral emission of the gas puff

species (usually Da, A = 656.10 nm). The neutral emission measurements are used

in the calculation of impurity density, as will be shown in Section 3.6. Additionally,

optical periscopes are installed that don't intersect the gas puff, for use as effective

background views, to remove passive light contribution to the GP-CXRS signal[67].

3.5.1 CXRS Spectrometers

The edge CXRS spectrometers have been described in detail by McDermott[74] and

Marr[75]. Here we will review the basics. Two Kaiser spectrometers with a Volume

Phase Holographic (VPH) grating are used to spectrally resolve the CXRS light[76].

These gratings have the benefit of large throughput, allowing 54 views (3 columns,

18 rows) to be imaged with a single spectrometer/CCD setup, but at the cost of

a fixed wavelength grating. Three of these views are sacrificed to image a neon

lamp, for spectral calibration during an experiment. A flat bandpass (high-cavity), 3

nm bandpass interference filter is used at the entrance of the spectrometer to allow

3 columns of fibers. Because of the fixed gratings, the C-Mod GP-CXRS system

monitors exclusively the BV(n' = 7 -+ 6, A = 494.467 nm) transition. The CCD used

is a Princeton Instruments Photonmax, which has high quantum efficiency (> 90%)

and low readout noise (3 e-rms). A mechanical chopper is used to cover the CCD

during frame transfer, since otherwise light from all other views in a column would add

to each view, effectively smearing the spectra[77]. Integration times are typically 5 ms.
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Because the 54 views imaged on the CCD camera can have large differences in light

levels (whether it's a background, beam, or gas puff view), its desired to attenuate

certain high light level views to prevent saturation, without having to reduce the signal

levels globally, through the gain of the CCD, or the F-stop of the spectrometer input

lens. For saturating views, short 1 m attenuator fibers with smaller core diameters

(100, 200, or 300 Mm) than the relay fiber are connected before the spectrometer

fiber patch panel. These give an attenuation factor of f ~ Datten/Dejay, where D

represents the fiber core diameter.

3.5.2 D, Photodetectors

The D, neutral emission is not spectrally resolved since it is the brightest line in the

boundary, and so should not have any significant intruding lines. The Da radiance

is measured using Hamamatsu S8746-01 photodiodes. These photodiode packages

have a built-in pre-amp, with a specific gain setting (1 GQ), allowing for excellent

low-noise light collection. Additional parallel feedback resistance can be added to the

circuit to reduce the gain setting, and decrease the response time (trie = 0.35 - 27r -

RfCf). Individual Ha (A = 656.3 nm, AA = 3 nm) interference filters were used on

each photodiode to measure D,(A = 656.1 nm), with an optical collimator before the

filter to prevent wavelength shifts of the filter central wavelength.

3.6 CXRS Spectrum Analysis

Spectra obtained from the Alcator C-Mod GP-CXRS system are shown in Fig 3-

14. As seen, the signal-to-background ratio is large, even at this spatial location,

which is near the pedestal top. Deriving Doppler spectrometry quantities of radiance,

velocity, and temperature from the GP-CXRS signal proceeds as in any other CXRS

system: remove passive light contributions from the spectra, use a computational

nonlinear regression analysis to derive the moments of the spectra (taking care to

remove instrument function and Zeeman effects[78]), then relate these moments with

their physical quantities[60]. Here we describe these steps in more detail.
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Figure 3-13: D0 photodetectors, in the enclosure for the circuit board. Not shown is
the lid, which holds the D, filter and collimator optics

3.6.1 Passive Light

The light emitted as the result of charge-exchange with gas puff neutrals is known as

active CXRS spectrum. There are a number other processes which can produce light

in the same wavelength region, and must be removed in order to isolate the active

spectrum[67].

First, continuum light, I~rem, emitted by the slowing down of free electrons inter-

acting with ions, known as bremsstrahlung, contributes an overall background across

the entire wavelength spectrum. While bremsstrahlung light does have a wavelength

dependence, it is essentially constant over the 3 nm bandpass of the CXRS system.

It is removed from the active spectrum by simply removing the constant offset to the

spectrum.

Second, fully-stipped boron ions (B5 +) can charge-exchange with naturally occur-

ring neutral atoms, usually in the periphery of the plasma, emitting light I .ass

Third, B4 + atoms, which generally exist in a thin radial shell around the plasma

near the separatrix, can be excited by collisions with electrons, and subsequently emit

light (I,') from the same n = 7-6 transition used for active CXRS. Both IA and IPe

74



X10 CXRS Spectra - LFS Poloidal

BV (7-+6)
X=494.467 nm -- SignalF

3 Background I

2 |

B11 (4--+3) BV (11-4)
.X=494.038 rnm X=495.09 rm

4 30 4935 4940 4945 4950 4955 4960
Wavelength [A]

Figure 3-14: Spectra from the GP-CXRS LFS poloidal periscope, showing signal
enhancement over the background passive emission. Taken from a view in the pedestal
top region.

are emitted at exactly the same wavelength as the active BV spectrum, but generally

emit at regions of lower density and temperature, and so affect the spatial resolution.

These contributions need to be removed, either by modelling[67, 68] or monitoring a

similar spatial region which does not view the gas puff. The latter method is used on

Alcator C-Mod, with various background periscopes, as detailed in Table 3.1. For the

LFS system, the DNB periscopes are used as background periscopes, interpolating

the background from beam off phases (if the beam is on). A time window of about

50-100ms is used before a gas puff to compare the moments of the spectrum from

the active periscope to the background periscope. Using these spectrum moment

comparison, the background spectrum during the gas puff is then scaled, so that an

effective background spectrum is created, and removed from the spectrum collected

by the gas puff viewing periscope, leaving the active gas puff CXRS spectrum.

Fourth, there is a neighboring line, BII (n = 4 - 3, AO = 494.0376 nm) to the

BV n = 7 - 6 line, shown in Figure 3-14), which is from electron excitation of a low

ionization stage of boron . While this BII line is well separated from the BV n = 7-6

line, it can bleed into the fitting region of the BV line when the temperature and/or

magnetic field are high. Generally IBII is accounted for by narrowing the fitting

region for BV to 494.3nm < A < 494.6nm, though in rare cases (i.e. for HFS toroidal

spectrum in reversed field) the BII line is fitted and removed.
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The final contribution to collected spectrum is light emitted from molecular deu-

terium, D2. Because of the many degrees of freedom in a molecule (translational,

rotational, vibrational), molecular light has several closely spaced lines, producing a

complicated spectrum. An example is shown in Fig. 3-15, where the measured spec-

trum right before and after the gas puff is shown for the outermost view (p a 1.04) of

the LFS poloidal periscope. As this can be an important contribution near the bot-

tom of the pedestal, we describe more completely in the following section the method

to remove the D2 contribution from the GP-CXRS spectrum.

D2 Passive Light

The position of tabulated molecular deuterium lines[79] is indicated with green ver-

tical lines. The tabulated lines which are plotted are only the lines from Ref. [79

which have an assigned intensity in the 12 column of that paper. These tabulated

lines agree well with measured emission from a D2 spectral lamp.

X 1016 B11 BV BV

W)

cc

7:

4930 4935 4940 4945 4950 4955 4960
X [Ang.]

Figure 3-15: Pre (blue dashed) and post (red solid) puff spectrum on the outermost
view of the LFS poloidal periscope. The position of D2 lines as tabulated in Ref. [79]
are indicated by vertical green lines.

The parts of the spectra outside the wavelength region of the boron lines can be

used to detect the presence of D2 lines. One can then exclude these spectra in the

analysis. Alternatively, one can try to estimate the D2 contribution to the spectra in

order to extract information on the B5+ population. In the following, we present a

heuristic technique to achieve this. We then validate it using He puffs instead of D 2

puffs, which avoids the problem of contaminating lines in the spectra. He puffs are

not used on all shots since this produces a CX signal which is much lower and reaches
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less far into the plasma compared to D2 puffs[80]. Also, the CXRS system is not set

up to measure the helium density necessary to calculate naB+ (optical interference

filters at a He emission wavelength would need to be purchased).

The technique presented here to estimate the D2 contribution to the spectrum

around the BV line is based on two assumptions. First, we assume that far out

in the SOL, the spectrum is entirely due to D2 emission, i.e., we assume that the

contribution of the BV line in the shaded region I in Fig. 3-15 is negligible with

respect to the contribution from D2. Second, we assume that all D 2 lines in the

shaded areas I and II of Fig. 3-15 scale with the same factor as we move further

into the plasma. To analyze a given spectrum, we then take the active spectrum in

Fig. 3-15, scale it such that the amplitude of the lines in region II match those of

the spectrum we want to analyze, and subtract the scaled spectrum over the spectral

range of interest (region I). Region II is used as it is free from other spectroscopic

lines that occasionally appear in other regions. The remaining spectrum is then fitted

as usual, using a three Gaussian, Blom-Jupin function[78], to extract intensity, central

wavelength, and width of the BV line.

Fig. 3-16 shows an example spectrum and the contributions of D2 and BV emission

obtained with the described method. In order to see how sensitive the result is on the

scale factor we apply to the D2 spectrum, we vary it by 10% and include the variation

of the final fit parameters in the error bars of the deduced plasma parameters.

X 10"

-*-Active sig.

tD2 contrib.
10.-- BV contrib.

... Total fit

0 .- 4-

4943 4944 494 96 44 4948

Figure 3-16: Example of a fit to a spectrum where both the BV and D2 lines con-
tribute.

Fig. 3-17 shows profiles of radiance, ion temperature, and ion poloidal flow of B5 +

for two similar shots, where D2 and He was used for the gas puff, respectively. The
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profiles in green are obtained by analyzing data from the shot with the D2 puff and

ignoring the presence of molecular lines. The blue data points are obtained for the

same data, applying the D2 subtraction technique described above. We can see that

these fit results agree rather well with the data in red, obtained from the discharge

with the He puff.

This analysis also clearly shows that a radially increasing ion temperature in the

SOL, which one could infer from data with D2 puffs, is not correct.

7

E)

E
>a)

0.95 1 1.05
p

Figure 3-17: A test of the D2 subtraction method for an I-mode plasma (shots
1120828025/26). Green profiles are obtained from an analysis where the D2 lines
in the spectrum have been ignored. The blue profiles are obtained when the D2 sub-
traction technique is applied. Red profiles are obtained from a similar shot where He
was puffed instead of D2.

3.6.2 Zeeman Effect

In the presence of an external magnetic field, the energy levels of an atom split,

which is known as the Zeeman effect. With the increased number of energy levels

available, the emitted light is made up of several Zeeman components. In practice,
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these components are not spectrally resolved, since the plasma temperature is usually

high enough that the Doppler broadening effectively smears together the individual

contributions. However, at low temperatures and high magnetic field, the splitting

caused by the Zeeman effect can result in a spectrum which is much wider than the

Doppler broadened spectrum would be in the absence of a magnetic field. If this

effect isn't accounted for, erroneously high temperatures would be interpreted from

the spectrum.

In determining the Zeeman spectra, generally approximations are made as to

whether the perturbation due to the magnetic field is small or large compared to

the spin-orbit interaction of the atom ("strong" or "weak" field approximations).

However, in many tokamak plasmas, including C-Mod, an intermediate region can

be expected, where the perturbation to the atomic energy levels due to the magnetic

field and the spin-orbit interaction need to be treated simultaneously. The energy

level splitting can be solved exactly for single electron systems[81]:

AE = -W [2mo - 1 t /32(g, - 1)2 + 4m(g, - 1) + (21 + 1)21 (3.17)

mec2 (Za)4
where W = 42 (l) and f = IpLB/W, with AB the Bohr magneton,

4 nal(l +)(1 +1)
eh

[B = -. Note that the dominant term, the first on the RHS, is proportional to

the magnetic field strength, B, and so the energy splitting AE and hence wavelength

splitting (AA = AAE/E) will be larger at the HFS.

Although the most accurate treatment of fitting measured spectra would include

each individual Zeeman component as a separate line to fit, in practice this is cum-

bersome and time consuming. A simple parametrization of the spectra[78] can be

used to group the Zeeman pattern according to their polarization, o-, ir, and o.

This parameterization consists of three parameters, a, 3, and y, which are tabulated

for a number of atoms and transitions[78]. Below are the constraints found in this

parametrization:
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I, 2sin2o

T, 1+cos 2

AAa = aB (3.18)
T

Wfit =A _L 2 VI + (0Tzf)2
nc2

Wft represents the measured width, which results from the quadrature addition

of the Doppler broadening and Zeeman broadening (see Figure 3-18).

Figure 3-18 gives a graphical representation of these quantities. The intensity of

the central polarization group (7r) compared to either o- or a+ is given by the first

equation, which is dependent on the angle the optics line-of-sight makes with the

magnetic field (0). The wavelength split between the o- and o,+ components is given

by the second equation, and as seen is linear in magnetic field strength. The third

equation gives the fitted width of each polarization component. The Blom-Jupin

parameters for the BV n = 7 - 6 line are:

a= 0.228379

# = 1.6546 (3.19)

S= -0.2941

From the third equation, what is really desired is the temperature for a given

width, T_ = TZ(Wfit). As y is in general a non-rational number, the easiest way to

calculate TZ(Wfit) is to calculate Wfit for a range of temperature, then fit a function

for TZ(Wfit) that can be used in data analysis. For the BV line, over a temperature

range of 10 to 1000 eV this gives a function:

TZ(Wfit) = -0.01511Wfit +0.2528W 4 t - 1.716Wit + 416.4W2 t - 36.22Wfit - 0.3558

(3.20)

On Alcator C-Mod, the magnetic field is generally low enough and the temperature

high enough that the two Zeeman polarization groups, I, and I,+, are not resolved.

On the HFS, however, the periscope viewing parallel to the magnetic field can collect

spectra in which I,+ and I,- are resolved, if the temperature is low enough (Tz < 200
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Figure 3-18: Description of the Zeeman parameterization, which groups components
into 3 groups determined by polarization: o , 7r, o.

eV). This is due to the I, component not being present when viewing parallel to the

magnetic field, and because the magnetic field is ~R/RH ~ 2x larger on the HFS

than on the LFS. An example spectrum from the HFS parallel periscope is shown in

Figure 3-19.

While the Blom-Jupin parameterization assumes equal heights of the U compo-

nents, I,+ = Ia-, the complete Zeeman spectrum has asymmetric components[78],

which can become more apparent at low temperatures. This is caused by the the

small quantum number f transitions at shorter wavelengths contributing more to the

total spectral shape. This has the effect of making I, > I,+. However, as seen

in Figure 3-19, the opposite is true for HFS C-Mod spectra. The resolution of this

difference appears to be in the spatial resolution of the HFS parallel periscope[82].

In high performance plasmas, such as the H-mode during which the data of Figure

3-19 was collected, the HFS parallel velocity is strongly decreasing, and so a smeared

spectrum is collected, leading to the observed asymmetric peaks. In low temperature,

low rotation plasmas, the HFS parallel spectra is symmetric.

As the Zeeman effect produces polarized light, care must be taken to ensure that
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Figure 3-19: Spectrum from the HFS parallel system, showing resolved Zeeman struc-
ture.

the light gathering diagnostic is not polarization sensitive, otherwise the ratio 1,/I,

will not be as parameterized. This incorrect ratio would mainly affect poloidal mea-

surements, since the parallel viewing periscopes have a small I., and therefore the

ratio is small. The polarization effect is especially a concern for the CXRS periscopes

with mirrors, as an apparent blue-ish film develops after being exposed to plasma

operations (see before/after comparison in Figure 3-20). This film appears to be due

to the interaction of the mirror's enhanced-reflection coating and the plasma. Mea-

surements were made to determine the sensitivity of optical periscopes to linearly

polarized light, and found that mirrors with the film had a higher sensitivity, with

decreased reflectivity of 15% for light polarized in the plane of the direction of light

propagation.

To determine how this polarization sensitive component would affect the measured

temperature, synthetic spectra were generated with a code[83] which included the

complete Zeeman pattern, and allowed inserting arbitrary linear polarizers in the

optical path. Spectra were generated with a 15% polarization effect, and then fit

with the typical Blom-Jupin parameterized function used during plasma operations.
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Figure 3-20: In-vessel CXRS periscope mirror before and after a plasma operation
campaign.

The difference between the input and fitted temperature was small,, < 15 eV, so we

conclude that the polarization of the CXRS optical system has a negligible effect on

the derived temperature.

3.6.3 Instrument Function

The spectrometer introduces spectral spreading into any measured light. For an in-

finitely thin spectral line, the resulting measured spectrum is known as the instrument

function (identical to the response function used in signal processing). This instru-

ment function must, like the Zeeman effect, be accounted for in order to derive correct

temperatures (and velocities) from the measured spectrum. Instrument functions are

measured for the CXRS spectrometers using two Ne I neon lines (A = 4939.043A

and 4944.987A) from a neon spectral calibration lamp. These are low temperature

lamps, and so the width of the spectral lines should be dominated by the instrumen-

tal broadening (the fine structure will give a minor contribution). In terms of the

instrument function, the second neon line is redundant, but gives more constraints

in the fitting to data (the second line also allows determining the linear dispersion,

and so the wavelength at each pixel). The fitting function used for the instrument

function is a sum of three Gaussians:
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Table 3.2: Instrument function parameters for a typical spectrometer channel.

hi li Wi
i = 1 0.068 0.214 0.624
i = 2 0.953 0.048 0.316
i 3 0.232 -0.427 0.238

Yinst = h exp - i (3.21)

The height parameters hi are normalized to make the integral of the instrument

function unity (attenuation by the measuring instrument are determined in a separate

calibration). The three Gaussian form is used because the instrument functions for the

CXRS spectrometers can, in general, be asymmetric. A table of instrument function

parameters for a typical spectrometer channel are shown in Table 3.2.

3.6.4 Spectrum Fitting

After removing the passive light from measured spectrum as described in Section 3.6,

we can now fit the resulting active spectrum to a function encompassing the Zeeman

effect, instrument function, and of course Doppler broadening, which is ultimately

the effect we are interested in measuring. The emitted light in the Blom-Jupin form

will be:

Bz__ 1, ~ 1 14 L- s1- 2\L.= exp -( [A (3.22)2 2+ -IV2-7rW2 2 Wz

)B . _

R {Iir/I, j = Ir s= 0, j=7r (3.23)

aB
j, = o.+ 2 j = a.+

where B, is the total radiance, LZ is the line position, and W_ is the half-width of

each Zeeman polarization group.
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After passing through the optical measuring system, the light will be attenuated

by the various transmission components, and spread due to the instrument func-

tion. Convolving the emitted light IA with the instrument function we arrive at the

measured signal:

Bzl/Bo Rjhiw. I A -L. - s- -li
IA,meas - ( _p - (3.24)

2+X W2+w 2 Q 1 w

Here B0 is the brightness factor, which represents the total transmission and

normalized brightness response of the system:

Bo = Rpectrometer (3.25)
TperiTrelayTfilter

where R'ctrmeter is the normalized brightness response of the spectrometers

(whitefield image).

The equation for the measured active CXRS spectra, Equation 3.24, is used in a

non-linear regression code, MATLAB's f it, which derives the best fitting parameters

Bz, L_, and W, in order to minimize the error between the measured and functional

form of Ifmeas. The parameters Rj and sj, which are functions of the angle of

the optical LOS with the magnetic field and the total magnetic field strength, are

determined using magnetic fields reconstructed from normal EFIT, and are considered

fixed in the non-linear regression.

With the fitted parameters B,, Lz, and W, the measurements of interest, B2, V,

and Tz can be extracted. The radiance B, is the same as the fitted parameter. The

velocity V follows from the Doppler shift relationship:

V2 = C -Z 1(3.26)

where c is the speed of light, and A0 the rest wavelength of the BV transition. The

temperature Tz is determined by the Doppler broadening, modified by the Zeeman

effect, which is given in the Blom-Jupin parameterization (see Equation 3.20 and
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Equation 3.18).

Example radiance, velocity and temperature profiles from the poloidal and parallel

LFS systems are shown in Fig 3-21 for an EDA H-mode[84]. The match in tempera-

ture validates the expectation from Section 3.3 that the background drift velocity in

the direction of viewing does not have a large effect on the measured temperature.

With the profiles of impurity density, temperature, and poloidal and parallel ve-

locities, we can calculate the radial electric field, based on lowest order radial force

balance:

Er = 1 - Vz B( +Vz Bo (3.27)
Znz Or
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Figure 3-21: Profiles from the GP-CXRS system. (a) radiance, (b) temperature, and
(c) poloidal and parallel velocity. p here is a normalized major radius coordinate,
roughly equal to r/a.
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3.6.5 Impurity Density with GP-CXRS

The impurity density can be calculated using Eq. (3.14) with simulated nD values,

or measured neutral emission. The simulations are sensitive to input electron den-

sity and temperature profiles, including in the SOL. The SOL n, and T profiles are

not routinely measured on Alcator C-Mod in RF heated plasmas. Additionally, sim-

ulations don't resolve the time dependence of the gas puff. For these reasons, the

measured neutral emission is generally preferred to the neutral simulations. In order

to use the measurement, we must relate the excited neutral density, nD(nD = 2) to

the measured Da radiance, ID,. The density nD(nD = 2) can be related to the Da

emissivity, e32 , with simple algebra and using the general equations relating emissiv-

ity to PEC coefficients[52]: Ejk = PECfiXCnenD(nD = 1) and spontaneous emission:

Ejk = nD(nD = j)Ajk. The expression for nD(nD = 2) (Eq. 3.8) was found using

these two general equations for the Lyman-a transition (nD = 2 -- 1). If we solve for

nD(nD = 1) in Eq. (3.8), and plug it into the equation for E32, we arrive at the desired

equation relating excited state neutral density nD(nD = 2) to the Da emissivity, E32:

nD=n = 1 PECEXC (3.28)
=Dn 2) A CPEXC 32nD nD _ _A21 PEC X2(.8

where 32 is the Da emissivity in [photons/s/m3], A 21 is the Einstein A coefficient [s-1

for the nD = 2 -* 1 transition, and the PECEXC coefficients are photon emissivity

coefficients from ADAS [photons/s -m3 ]. Turning again to Eq.(3.14), as long as qeff

and nAz+ are constant over the optical line-of-sight through the gas puff neutral cloud,

they can be removed from the integral, leaving fLosdl nD,i. These assumptions were

verified using 3D OSM-EIRENE simulations. Plugging in Eq. (3.28), and noting that

the PEC coefficients depend on ne and T, which likewise will be assumed constant
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over the intersection of the optical line-of-sight and the emission region, gives:

47rI,
nlAZ+ = D 

PE I

qeff,2 (n, n")I PEC/xc dl e3 2A2 PEC32X 10LS

A 21  PECxc I (3.29)

qeff, 2 (n/, n") PEC2XC ID.

SF (ne, Te, T, TD, Zeff, n', n") e
ID,

where ID, is the D, line-integrated emissivity (radiance) in [photons/s/m2 /ster], and

F is an atomic physics factor, with the dependencies on background plasma param-

eters shown explicitly. For typical plasma profiles in the pedestal region, this atomic

physics factor varies by less than a factor of 2, a significant benefit since then the im-

purity density is determined mainly by the measured impurity and neutral emission.

It should be noted that the PEC coefficients used throughout this thesis were from

an older ADAS version, which give too low neutral excited state fractions[85, 86].

Comparing the B5 + impurity density using the newer ADAS2010 code version shows

that the impurity densities presented in this thesis are overestimated by 20-25%.

While this affects the absolute level, it will not affect the comparison of LFS to HFS

impurity density, since both will use these same PEC coefficients.

An example of the measured ID.. signal is shown in 3-22, with the simulated ID,

from OSM-EIRENE. The large discrepancy between measurement and simulation in

the SOL (p > 1) could be due to overestimation of the molecular D 2 contribution

to the D, light, or incorrect inputs into the simulation (i.e. electron density and

temperature in the SOL).

3.7 Da Analysis

As the Da light isn't spectrally resolved (see Section 3.5), in principle all that is

needed to derive the Da radiance, ID,, is to apply a calibration factor to the measured
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Figure 3-22: (a) Measured DQ radiance, with the total (active + background) in red,
and the background in blue. (b) Measured Da radiance (ID,) in cyan, resulting from
subtracting the background from the signal in (a). ID, simulated from OSM-EIRENE
is shown in orange, showing good agreement with measured signal on confined flux
surfaces.

voltages (see Appendix E). The equation for the measured ID, is:

ID, cal  Vplasma (3.30)
Tperi Trejay Rf,plasma

where Ccal is a measured calibration factor (see Appendix E), Tperi and Trelay

are periscope and fiber transmissions, Rf,plasma is the photodetector transimpedance

amplifier feedback resistance (or gain), and Vplasma is the voltage measured by the D,

photodetectors.

In practice, however, care must be applied in removing background D, contribu-

tions that can change over the course of the gas puff. These background contributions

can come from neutrals spreading in unconfined plasma region, and drifting into the

optics field of view, or changing plasma conditions, i.e. enhanced recycling. As the

views close to the separatrix have a large enhancement, they are not as sensitive to

the background variations. The core-most views, on the other hand, have much lower

signal, comparable to the pre-puff D, light levels, and so are very sensitive to any
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changes in background emission.

To properly account for these changes, one would want an entirely separate

periscope, removed from the puff to monitor background Da emission in a similar

geometry. Given that the number of Da photodetectors was limited, most needed

to measure the active gas puff neutral emission, only one background Da view was

employed, to give the time dependence of the background emission. This view was

on the LFS poloidal periscope, and was slightly further into the core than the last

view on the LFS poloidal periscope viewing the gas puff.

An example of how this background view is applied to the data is shown in Figure

3-23. Here, we've normalized all of the measured, active Da light at a time t = 1.24 s,

for the 14 views. The red profiles are the active ID, without the background removed,

which shows a substantial variation in fall-off over time, which is unexpected. By

removing the background levels, scaled to vary in time with the measured signal from

the single background D, view, we compute the black profiles, which all show a much

similar time trace, consistent with the expectation from the NINJA system. Also

shown are the time traces for the BV radiance, which also agrees with the falloff off

corrected ID. profiles, given further confirmation of the technique.

3.8 Comparison to Beam-based CXRS

In addition to the GP-CXRS system, Alcator C-Mod also has a traditional LFS CXRS

system viewing a high-energy diagnostic neutral beam (DNB), that produces 50 keV

hydrogen neutrals, with a total current of 7 A [74, 71]. This provides a benchmark

for comparing the resulting profiles derived from both systems. From Fig. 3-24 we

can see the benefit of the GP-CXRS, especially in the pedestal region (for this shot,
0.97 < p < 1) over that of the C-Mod beam based system. The active signal radiance

in the pedestal is much higher for the GP-CXRS system in the pedestal region, where

the beam based system has little signal enhancement. This also shows that p ~ 0.87

is the furthest in point for which the GP-CXRS has comparable signal enhancement

to the beam based system. Further in the signal will continue falling exponentially,
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Figure 3-23: D, background removal result. In red is shown the measured ID" for
each view, which shows a large variation in fall-off time. By removing background D"
light, the profiles in black are obtained. These match the fall-off of the BV radiance
measured by the GP-CXRS system, shown in blue. All profiles are normalized to
t ~ 1.25 s
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limiting the GP-CXRS to measurements for p > 0.85.

10 8

E

17

10
0

0.85 0.9 0.95 1
p

Figure 3-24: Radiance from GP-CXRS (red) and DNB-CXRS (blue). The large
signal, especially in the pedestal region, gives GP-CXRS great advantage over the
beam based system.

For shots with the beam and the gas puff, the two CXRS systems produce similar

riz, Tz, and v9 for the BS+ species, show in Fig. 3-25.

The striations in the GP-CXRS measured r2 are due to not having a background

De view for this shot. Unfortunately, there were no plasma discharges with the DNB

working when the fully operational GP-CXRS was available. The actual impurity

density will be fairly close to the middle- to upper-part of this profile.

Notice the absence of TB5+ measurements from the beam based system outward

from the top of the pedestal. The CXRS signal enhancement with the C-Mod DNB is

often too low to resolve the pedestal temperature and velocities completely, a major

detraction for the Alcator beam based CXRS system. The high signal to background

ratio of GP-CXRS light may not be an advantage for LFS CXRS measurements on

machines with heating beams, which can have comparable signal to background ra-

tios. Additionally, beam based CXRS systems have the advantage that the beam

attenuation is small over the pedestal region, allowing for smaller systematic uncer-

tainties in determining the impurity density profile. For these situations, the smaller

width of the gas puff may still be beneficial, depending on machine size. Ultimately,

the comparison of a LFS beam-based versus GP-CXRS system will depend on the

properties of the beam and the gas puff achievable. Even when a LFS GP-CXRS isn't

92



x 10

5- (a)

3

2

1

0 -
Soo -(b)
400

300-

200

10

-10

0O6 0.88 0.9 0.92 0.94 0.96 0.98 1 1.02

Figure 3-25: Profiles of boron (B5+) (a) density, (b) temperature, and (c) poloidal
velocity from the GP-CXRS system (red) and the beam-based CXRS system (blue).

needed, GP-CXRS is still attractive for making CXRS measurements at locations not

accessible by heating beams, such as the HFS measurements on ASDEX Upgrade.

3.9 Summary

The GP-CXRS technique developed in this chapter allows measurements of ion pa-

rameters in the edge/pedestal region, with the benefits of large signal to background

ratio, simple hardware, flexibility in measurement locations, and narrow emission

region. The physics basis for the technique was reviewed, focusing on the charac-

teristics of neutral transport and charge-exchange reactions at low energy. Using

OSM-EIRENE simulations the gas puff neutral cloud was shown to have a canon-

ical shape, but a large range in neutral density, varying with background density

and temperature profiles. These neutral density profiles require a numerical kinetic

neutral transport code to properly describe. For calculations of ion density, or ex-

pected CXRS signal, the thermal-thermal effective CX rate coefficient (qeff) must be
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calculated, since the gas-puff neutrals have a thermal distribution. Cross-sectional

effects were shown to be a small correction to the measured temperature and velocity

(< 15%). The hardware for the Alcator C-Mod GP-CXRS diagnostic was presented,

along with measured spectra and profiles. Details of the analysis were presented, both

for CXRS spectra and Da radiance. Profiles measured with a LFS GP-CXRS system

favor very well in comparison with the beam-based CXRS system.
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Chapter 4

Pedestal Impurity Profiles at Two

Poloidal Locations

In this chapter we present measured pedestal impurity profiles at two separate poloidal

locations, the LFS and HFS midplane. These profiles include boron density, poloidal

and parallel velocity, and temperature. We discuss the details of aligning the profiles

in order to satisfy parallel force balance. This will be crucial in determining the

level of in-out impurity asymmetry on a flux surface and the poloidal variation in

background plasma parameters, in addition to interpreting the measured impurity

flows.

All profiles are plotted versus the p coordinate, which is the normalized LFS

midplane major radius, p = R -d(,b>4 where Rmid(V) is the major radius at theRbd,y R0

LFS midplane of a particular flux surface, 4, Rby is the major radius at the LFS

midplane of the the last closed flux surface (LCFS), and Ro is the major radius of

the magnetic axis. The convention used in describing velocities is the same as used

in other Alcator CXRS studies[74, 35]. This convention is that poloidal velocities

are positive if upward at the LFS midplane, and parallel velocities are positive if in

the clockwise direction if viewed from above. We use this same definition even if the

magnetic field and/or current are reversed.
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4.1 Profile Alignment

The question of which flux surface a given physical location corresponds to is an

important one, that can significantly affect the results and interpretation when com-

paring profiles measured at two separate poloidal location.

In order to compare the LFS and HFS impurity profiles, accurate diagnostic sight

line registration must be done to determine which flux surface the sight line measure-

ment corresponds to. These diagnostic spatial calibrations have been shown to be

reproducible to within -1 mm in real space.

Impurity profiles are then mapped to each other using reconstructed flux sur-

faces. On Alcator C-Mod, magnetic flux surface reconstructions are done using the

code EFIT[87], which solves the Grad-Shafranov equation, a partial differential equa-

tion governing the spatial variation of the poloidal magnetic flux in an axisymmetric

plasma. Inputs into the code are magnetic measurements at the vessel walls, and

spatially resolved plasma pressure and current profiles. The magnetic equilibrium

solution is optimized to match these inputs. In general C-Mod operation, canonical

pressure and current profiles are input, without resorting to measurements. This can

lead to significant misclassification of the flux surface labels in the pedestal, as the

typical pressure and current profiles lack the strong gradients found in the pedestal.

Additionally, the statistical error of the EFIT determined location of the last closed

flux surface (LCFS) is ~5 mm[88].

This spatial misclassification of flux surfaces can be larger at different poloidal

locations. In general, points closer to magnetic diagnostics are more accurate, so we

expect the HFS midplane flux surface registration to be the most accurate compared

to the top of the plasma or the LFS midplane. The LFS midplane region is especially

prone to EFIT reconstruction errors due to the use of partial flux loops[89], which are

necessitated by the presence of horizontal port openings. An example of the effect

of neglecting the strong H-mode pressure profile on the EFIT-calculated magnetic

equilibrium is shown in Figure 4-1. Plotted is the difference in p using kinetic EFIT

(which uses measured, rather than canonical, plasma profiles) and the normal EFIT
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(PKEFIT - PEFIT) for the LFS midplane, top of the plasma, and HFS midplane. As

seen, these differences can vary shot to shot, but the LFS consistently has a larger

difference, while the HFS and top show smaller differences, with differing signs. It

should be noted here that these differences are constant across the profile, such that a

singular shift is needed across the pedestal region for profiles at a particular poloidal

angle.

Stmmnkt pfcrKERVsmTmn1120S(WAKH-Mod&

0.0F

0.02

0.01 0 o

0.005 - - - -

-0.05-

. 5 6 7 8 9
Shot on 1120725

Figure 4-1: Difference between normal and kinetic EFIT calculated p values for spatial
points at the LFS midplane (red), top (orange), and HFS midplane (blue) of the
plasma. The LFS and HFS are where the CXRS measurements are made, and the
top is where the electron profile measurements are made by the Thomson scattering
system. Also shown is a poloidal flux surface reconstruction, with the measurement
locations marked in their respective colors (extent of measurement region is increased
here for visual effect).

Normally, kinetic EFIT reconstructions are not available, and besides, may have

statistical uncertainties large enough to introduce substantial errors in the alignment

of profiles. A general method of aligning the profiles based on the profiles themselves

is desirable. In general, we wish to align four sets of quantities:

1. Impurity profiles measured at the LFS midplane (n2L, TL, VL)

2. Impurity profiles measured at the HFS midplane (nzH, TH, VH)

3. Electron profiles measured at the top of the plasma (ne, Te)

4. Separatrix
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LFS and HFS E,

don't match when

profiles aligned by

T"

Aligning any of the first three sets of profiles to the separatrix gives an absolute

alignment of that profile to the flux surfaces of the plasma.

4.1.1 Previous Alignment Based on Temperature Equilibra-

tion

In past studies[71, 35] using the CXRS system on Alcator C-Mod, impurity profiles

were aligned so that both the LFS and HFS impurity temperature profiles matched the

electron temperature profile. This will be referred to as the Ti-alignment. The basic

argument was based on the high collisionality of most C-Mod plasmas, which tends

to thermally couple the electrons and ions. Additionally, arguments can be made

that the electron temperature at the separatrix must satisfy parallel heat conduction

to the divertor[90], which typically leads to electron temperatures at the separatrix

of ~1:OeV in H-mode plasmas, with very small variation. Since this sets a stringent

condition on the poloidal variation of the electron temperature, it was thought then

that in turn it sets a stringent condition on the poloidal variation of the impurity ion

temperature, since they were assumed to be thermally coupled to the electrons.

However, with the expanded set of CXRS measurements made as part of this

thesis, which completed the measurements at the LFS and HFS needed to measure

the radial electric field (E,), a significant discrepancy between the LFS and HFS E,

was observed when aligning LFS and HFS T, profiles[82] (see the middle column of

Figure 4-2 for an example). This in turn would lead to a large poloidal variation in

the electrostatic potential (' = - f drEr, where 4o is the electrostatic potential

at position ro, and r is a real space coordinate which varies poloidally). Normally,

temperature and electrostatic potential ((D) are both considered flux functions to

lowest order[32, 31].

4.1.2 Profile Alignment Satisfying Parallel Momentum

In order to determine a more stringent requirement for the alignment of the LFS and

HFS profiles, a solution was sought which satisfied parallel momentum balance. We
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will use the general momentum conservation equation for any species j, Equation 2.3,

ignoring external momentum sources:

mj nj ( 2t + V, - VV, Vpj - V -+V-rVV + Z enj (E + Vj x B) + Rj (4.1)

where all terms have been defined after Equation 2.3 (see also the Glossary).

Electron Profile Alignment

For the electrons we can neglect the electron inertia, viscosity, and friction (see Ap-

pendix C for detailed derivation and term ordering). If we assume the electron tem-

perature is constant on a flux surface, we can solve the electron parallel momentum

equation directly, which results in a Boltzmann relation for the electrons:

ne (,0, 0) = neL exp ( [Db(V), 0) - <DL) (4.2)
(TeL

This shows that the poloidal variation of the electron density is directly related

to the poloidal variation of the electric potential.

The assumption that T is constant on a flux surface is loosely based on the

requirement that the electron temperature at the separatrix has to satisfy parallel heat

conduction in the SOL. Also, if parallel heat conduction dominates the heat transport,

the poloidal variation of electron temperature will be a factor of rmD/me ~ 60

smaller than the poloidal variation of ion temperature, due to the electron parallel

heat conduction being much faster than the ion parallel heat conduction[82, 91, 92,

93].

The equation for the electron temperature at the separatrix, Te,ep, which satisfies

parallel heat conduction to the divertor is given by[94]:

Tesep = 7.9(PSLq 2 2/ 7  (4.3)

where PSOL is the power crossing the separatrix (including radiation losses), and
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AT, is the electron temperature decay length in the scrape-off layer. Equation 4.3

gives a method to align the electron profiles to the separatrix (in reality, determine

where in real space the separatrix is based on the spatial calibration of the electron

measuring diagnostic). This then determines absolutely where the measured electron

profiles are located in the plasma.

Impurity Profiles - Relative Alignment

Building off the results from the electron profile alignment, we now determine a

method of aligning the LFS/HFS impurity profiles relative to each other. Consider

the total momentum equation, or the sum of the individual momentum equations

for electrons, main ions, and a single impurity ion species. The friction forces will

disappear, since by definition Rjk = -Rkj, and so ZJ=e,i,z Rj = 0. The electric

potential term will also disappear, as the prefix is ni + Zn_ - ne, which due to quasi-

neutrality is identically 0. Assuming the orderings shown in Appendix C, this reduces

to:

b - V(pe +pi) = -minib - Vi - VVj - b - V - i (4.4)

The main ion inertia and viscosity terms shown in equation 4.4 may become

important in the pedestal region, but without further measurements of the main ion

velocity, or more complete theoretical understanding of the form of these equations,

we will neglect them for the sake of making progress. This then reduces to simply

b - V(pe + p) ~ 0, or in other words that the total plasma pressure is constant on a

flux surface. As shown in Appendix C, we can then reduce the equations to:
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n,(O, p) = TeL + Te + nzTz - nz LTzL

TeL+Tz TeL+Tz

STeL + TzL ZnzLTzL + (ZTeL + Tz)nz (4.5)
TeL+Tz TeL+Tz

TeL (TeL+ Tz -- Tz - -TL
<D(01,0) = (DL + -In ,+Z". "

e = TeL +Tz TeL +Tz

Note that we have assumed T = Tz, as the ion-impurity energy equilibration is

much faster than the processes that drive poloidal temperature asymmetries, or the

ion-electron energy equilibration time[82].

The expected E, at the HFS can then be calculated with the relation E, =

ErH
OrH

drL H F TeL TeL + TzL n&ITzH - zL
ErL In + Z neL neL

drH LrH . e TeL +TzH TeL +Tz,H /

(4.6)

where subscript 'L' refers to quantities at the LFS, and subscript 'H' at the HFS.

As seen, the resulting equation for the HFS Er only depends on quantities which

we measure (except for drL/drH, e.g. the flux expansion at the LFS and HFS, which

is taken from EFIT). With the measured profiles of T, ne,L, TzL, TzH, nzL, nzH, and

EL we can optimize the shift between the LFS and HFS impurity profiles until the

measured HFS E, best matches the expected HFS Er from equation 4.6.

In most cases studied, the second term on the RHS of Equation 4.6 makes a

smaller contribution than the first term, the LFS Er. This means that the measured

ErL and ErH can be used to give an approximate relative alignment of the LFS and

HFS impurity profiles. This arises due to the logarithmic sensitivity of the pressure

balance to in-out temperature asymmetries.

LFS and HFS

impurity profiles

aligned relative to

each other

through parallel

force balance,

essentially

matching Er
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Impurity Profiles - Absolute Alignment

Up until this point, we haven't specified a way to align LFS and HFS impurity profiles

to the electron profiles (which would also allow absolute alignment of the impurity

profiles, since the electron profiles are absolutely aligned, see the above discussion on

electron profile alignment). This could potentially be important in the LFS and HFS

alignment, due to the dependence of the expected HFS Er on ne and T. The location

of the electron profiles with respect to the impurity profiles is also important since ne

and T are used in the calculation of the impurity density (Equation 3.29).

There is some precedent for the idea that the main ion diamagnetic term balances

the radial electric field, i.e. E, ~ - di. If this were true, we could calculate a thirdeni dr

measured Er profile, using ni = n, - Znz, and the measured impurity temperature,

T ~ T,, to calculate pi. This would then allow us to align the impurity profiles to

the electron profiles by matching the measured Er. However, it isn't clear whether

the main ion perpendicular velocity is negligible on Alcator C-Mod. In DIII-D, mea-

surements in helium plasmas showed large main ion velocities[95], and both poloidal

and toroidal velocities made significant contributions to the Er calculation. Recent

measurements in ASDEX-Upgrade showed the opposite, that the E, calculated from

main ion parameters was dominated by the diamagnetic term alone[96]. The resolu-

tion of these conflicting results may lie in the collisionality regime which they were

made (banana for DIII-D, Pfirsch-Schluter for ASDEX), as at lower collisionality orbit

squeezing can become more important in regions of strong E,[12], which will reduce

the pressure gradient. C-Mod pedestals are generally in the plateau collisionality

regime. On C-Mod LT, is much smaller than the ASDEX LT, possibly indicating the

main ion velocity could be more important for C-Mod (V,j oc dT/dr). Without main

ion measurements, it's unclear whether this could be a useful method of aligning the

impurity profiles to the electrons profiles.

In order to absolutely align the impurities, we will make the ansatz that the top

of the impurity ion temperature pedestals are at or outside of the top of the electron

temperature pedestal. This tends to locate the E, well minimum measured from the
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impurity profiles at the LFS and HFS close to the minimum in the Er diamagnetic

term calculated from the electron ne and T, profiles. Although this leaves the impurity

profiles under constrained in their alignment to the electron profiles (and in turn

to their absolute alignment), it will have a negligible effect on the relative LFS to

HFS impurity profile alignment, as the impurity temperature poloidal variation will

have a small effect on the expected HFS Er (Equation 4.6) and the impurity density

calculation is negligibly affected by variations of ne and T about these small shifts

around this nominal alignment. This alignment procedure, based on satisfying total

pressure (electron and main ion) constancy on a flux surface, will be referred to as E,-

alignment, even though it includes the poloidal temperature asymmetry modification

to expected HFS Er, as shown in Equation 4.6.

An example of the T- and Er-alignment procedure is shown in Figure 4-2. Shown

are the original, unshifted density and temperature profiles, mapped using normal

EFIT. Following are the profiles aligned to match all temperatures, which shows the

mismatch of the measured LFS and HFS E,. The final alignment is obtained by

shifting the LFS impurity profiles outwards until the expected and measured HFS E,

match. This makes it so that both the LFS and HFS T, profiles are at or outside of

the T, pedestal. In total, these shifts for the LFS system are Ap ~ 0.032, or - 7 mm,

while for the HFS system they are A ~ 0.0061, or ~ 1.4 mm. It should be noted that

within the error bars, there is an additional allowable shift of p - 0.002 which still

satisfies matching the HFS Er to the calculated HFS Er. While 7mm is seemingly

small and insignificant, not applying these correct shifts leads to gross differences in

electric potential[82].

4.1.3 Plasma Sweeps

To aid in the alignment, a technique of sweeping the plasma position slowly to fill in

spatial gaps in profiles was used. This has been used successfully in other machines

as well[97, 64] to give more detailed pedestal profiles than would be available with

fixed spatial views. These plasma sweeps generally moved the entire plasma by 4mm

over 100-200ms, so the minor radius remained stationary during the sweep.

E, -alignment

undercontrains

absolute

alignment of

impurities to

electrons and the

separatrix.

Relative

alignment

(LFS/IJFS) is

robust.
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Figure 4-2: Example of the alignment technique for profiles in an EDA H-mode. In
the first column are shown profiles with their calibrated position. The second column
shows the profiles when the LFS and HFS T, profiles are matched. The third column
shows the alignment procedure used throughout this thesis, the E,-alignment, where
profiles are shifted until the HFS measured E, matches the expected (Equation 4.6).

4.1.4 Alignment Summary

To summarize the alignment procedure, the electron T profile is used to absolutely

constrain the position of the measured electron profiles to its corresponding flux

surfaces in the plasma (i.e. to the separatrix). T, is assumed to be a flux function,

while n, is allowed to vary poloidally, determined by the poloidal variation in electric

potential, <D. The LFS and HFS impurity profiles are shifted such that the measured

T, pedestal top location is at or outward of the T, pedestal top. The LFS and HFS
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impurity profiles are aligned relative to each other by matching the expected HFS Er

to the measured HFS Er, using Equation 4.6.

As this alignment procedure does include a number of assumptions that remain to

be validated, at various points throughout this thesis, we will compare profiles using

the Ti-alignment versus the Er-alignment. At various parts we will also point out the

relative position of quantities, such as the pedestal location of the impurity density

with respect to the pedestal location of the impurity temperature, and how these

change in various plasma operational regimes. However, for the remainder of this

chapter, and in general throughout this thesis, the presented profiles will be aligned

exclusively using the Er-alignment (i.e. based on total pressure conservation on a flux

surface).

4.2 L-Mode Profiles

In general, accurate boron measurements are difficult in Ohmic L-mode plasmas due

to a reduced level of boron in the plasma (leading to lower signal). The HFS sys-

tem has especially low signal during Ohmic L-modes. However, low levels of RF

power, with accompanying increased boron levels, can be input without the plasma

transitioning to higher performance plasmas such as H-mode and I-mode. Especially

beneficial are RF heated plasmas with the active X-point in the unfavorable ion VB

drift direction, since they require approximately 2x more input power to transition

into H-mode[26].

Shown in Figure 4-3 are profiles from such an L-mode with the active-X point

in the unfavourable ion VB drift direction. This RF-heated L-mode plasma had

I = -1.1 [MA], TPed = 400 [eV], naPed = 0.95 x 1020 [m-3], PRF = 1.5 [MW], and

B0 = -5.8 [T]. The position of the slight break in slope of TB5+, at p ~ 0.96, is used as

the pedestal top location ("ped"). In this plasma, TB5+ is at the same level as several

H-mode plasmas (see Figure 4-4), but the gradient in T and ne (not shown) are much

reduced (i.e. at L-mode levels). Additionally, the density fluctuations measured from

reflectometry are characteristic of L-mode plasmas.
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The impurity density profiles are such that, within error bars, they are matched

between the LFS and HFS midplane. The structure follows closely the impurity

temperature profile, which lacks a clear pedestal structure, even in this elevated tem-

perature L-mode.

The poloidal velocities, shown in Figure 4-3 are increased to a peak of -8 km/s for

the LFS system, much higher than the near zero poloidal velocities in Ohmic L-mode

plasmas[74]. Additionally, there is structure not seen in Ohmic L-mode plasmas,

with a peak in the ion-diamagnetic drift direction, followed by a peak in the electron-

diamagnetic drift direction. As will be shown, a similar structure is observed in the

I-mode plasmas. This increased poloidal velocity is most likely connected to the

stronger temperature gradient in these RF heated L-mode plasmas, as compared to

that in Ohmic L-mode plasmas. The HFS poloidal velocity is overall reduced from

the LFS values by an approximate factor of 1.5.

The parallel velocities are both co-current. The HFS velocity is much stronger

than the LFS.

4.3 H-Mode Profiles

4.3.1 EDA H-Mode

In-out asymmetry

of nr present in

EDA Hl-mode

EDA H-modes feature H-mode pedestal structures in electron density and tempera-

ture. The quasi-coherent mode (QCM), characteristic of EDA H-modes, is centered

near the separatrix and spans a width of 3mm[98, 99].

Profiles from a typical EDA H-mode are shown in Figure 4-4. The plasma param-

eters were Ip = 1.0 [MA], TPed = 400 [eV], ,Ped = 1.5 x 1020 [m 3 ], PRF = 2.5 [MW],

and B0 = 5.4 [T]. The quantities with "ped" refer to the value of that quantity at

the location of the quantities' pedestal top.

Unlike the L-mode plasma, the LFS and HFS impurity density profiles do not

align[100]; there is a clear in-out boron density asymmetry, with the LFS boron

density profile shifted inwards towards the core. Note that this asymmetry is opposite
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Figure 4-3: LFS and HFS B5+ profiles in an RF L-mode plasma

from that expected due to centrifugal effects[101], where strong rotation can push

impurities towards the LFS. The HFS boron density is >2.5x larger at maximum

than the LFS boron density in the pedestal region. Note also the difference in the

structure of impurity density profiles between the LFS and HFS, with the LFS nB5+

pedestal being wider than the HFS. This structural difference will be further discussed

in section 5.

As mentioned in the section on profile alignment, Section 4.1.2, for H-modes the

impurity temperature is also asymmetric between the LFS and HFS. Unlike the im-

purity density, however, T is higher at the LFS, for this shot reaching factors of > 2x

that of the HFS impurity temperature. Since the temperature asymmetry is opposite

the density asymmetry, the two work to reduce the impurity pressure asymmetry,

which, from the individual factors, can be calculated to be > 3x higher on the HFS.

Out-in asymmetry

of T, present in

EDA H-mode
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LFS n, pedestal

further inward

firvm LFS Tz

pedestal at

higher q95

Asymmetry profiles, along with a discussion of the reduction in the impurity pressure

asymmetry due to alignment by measured E, will treated in more detail in Section 5.

The impurity poloidal velocity forms a peak in the electron diamagnetic drift

direction(EDD) in the sharp gradient region of the pedestal. The LFS poloidal ve-

locity, VOL, is higher than the HFS by a factor of 2 or more in the pedestal region,

and the peak is slightly shifted outward from the peak of VOH. In H-mode plas-

mas, studies[74] using LFS impurity profiles on C-Mod showed the Er well depth,

and hence location, is mainly set by the poloidal velocity contribution. This would

suggest that when aligning E, wells the poloidal velocity peaks should also align,
opposite to our observation. There are two reasons dealing with the E, alignment

which explain this shift between the poloidal velocity peaks. First, because the HFS

impurity density pedestal is shifted outward of the HFS poloidal velocity peak, and

has a sharper gradient than its LFS counterpart, the HFS diamagnetic contribution is

larger, and shifted outward, which can cause a small outward shift in the location of

the E, minimum. Second, Equation 4.6 predicts a small difference between the LFS

and HFS measured E,, mainly due to any temperature asymmetry. For the H-mode

data studied, this always causes the HFS E, location to be slightly inward of the LFS.

The parallel velocities also show marked differences between the LFS and HFS.

The LFS shows the common "notch" near the pedestal top found in several tokamaks[37],

subsequently increasing as the separatrix is approached. The HFS V// is at the same

level as the LFS inward of the pedestal top, but then decreases sharply beginning

near the LFS "notch", eventually reaching near zero past the separatrix.

The low q95 EDA H-mode in Figure 4-4 can be compared and contrasted to an

EDA H-mode at higher q95 , shown in Figure 4-5. Here the impurity density is in-

out asymmetric, as with the lower qg5 shot, but with a larger maximum asymmetry:

> 8x. The impurity temperature asymmetry is similar to before, at maximum around

2x higher at the LFS. Within the error bars of the E,-alignment, a further shift is

possible which would reduce the n, asymmetry, but increase the T, asymmetry even

further. Irrespective of what the alignment between LFS and HFS is, what is certain

is that at higher q95 , the LFS impurity density pedestal is further separated from the

108



LFS Poloidal
LFS Parallel

-= HFS Poloidal
HFS Parallel

6 20

5- 5 - + 15

E

20 10

V E
3 z0

2

0
0 . 9.B5+6 0

0 -5

500-

400 -30

-300 205

200 "notch" -10

100 T
B5+ z// 0

0
0.94 0.96 0.98 1 0.94 0.96 0.98 1

P P

E

M

r4

0O

Figure 4-4: LFS and HFS B'+ profiles in an EDA H-mode at lower q95

LFS impurity temperature pedestal, whereas the HFS separation between n,,H and

TzH pedestal locations remains approximately the same.

The LFS poloidal velocity is reduced, and slightly wider for the higher q95 shot.

This can qualitatively be understood through the conventional neoclassical impurity

poloidal velocity equation[102]:

VZ B2)~ 1 1 O9pZ 1 api - Y Ti(47
(B2 Z nz &0 ni (90 av

Here -yo is dependent on the collisionality regime, being constant for Pfirsch-

Schluter (-PS = 1.8), and depending in a complicated way on the relative size of

VExB to Vth,i in the plateau collisionality regime[103], and the banana regime[23, 102].

Note that we do not expect this expression to necessarily hold in the pedestal region

where pig ~ L1 , but use it here as guide, as it has been succesfully compared to
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Figure 4-5: LFS and HFS B'+ profiles in an EDA H-mode at higher q9 5

measurement previously[35]. Rewriting using the circular approximation for safety

factor q - EL, and the derivative - = RB4y:

Bep av) 9
)R 2 (1 1 OPz 1 api ,Ti

Vn = B E -& YO (4.8),o B( q Z n, (9r ni (9r ior

Equation 4.8 suggests that the impurity poloidal velocity will decrease when q95

increases, since VO oc Q~ 2 , which agrees with our observation. However, the details of

the main ion and impurity gradients need to also be taken into account, as at higher

q95 both density and temperature pedestal width will increase. The collisionality is

also generally lower for higher q95 , most likely changing the form and possibly the

sign of yO. We also note that the form of yo, and of the general poloidal velocity

equation, can be modified by the presence of an impurity density asymmetry[104], in

addition to any changes due to global transport effects in the pedestal region, since
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PO'i ~ LL [22].

A final comment about the poloidal velocity is that VOH does not change as

drastically, if at all, compared to the change in the LFS poloidal velocity between the

low and high q95 EDA H-mode discharges. If Equation 4.8 were to hold, this would

have to be born out by a balancing increase in the gradient terms, though if the main

ion ni and T are close to flux functions, this would be difficult to meet.

4.3.2 ELM-free H-Mode

ELM-free H-modes exhibit stronger gradients in background plasma parameters than

EDA H-modes, but with increased impurity confinement time, leading to periodic

radiative collapses of the plasma back into L-mode states before building back up.The

plasma density rises during the H-mode phase, while the temperature falls due to the

cooling effect of the radiation. The impurity density and temperature also follow this

trend.

An example of the LFS/HFS impurity profiles are shown in Figure 4-6. The

plasma parameters were I, = 1.2 [MA], Ted = 400 [eV], red - 3 x 1020 [m]J,

PRF = 2.75 [MW], and BO = 5.4 [T]. These profiles were taken over two ELM-free H-

mode phases, each lasting about 80ms, and so are not stationary, with a temperature

varying from about 450 eV down to 350 eV. The dynamic nature of ELM-free H-mode

plasmas make LFS/HFS alignments difficult, as the necessary shifts will change with

the density and temperature changes. Here we have applied a singular shift for the E,-

alignment, and obtained average fitted profiles, but it should be noted that in reality

a time varying shift would need to be applied. Unfortunately the plasma sweeps

were longer than the ELM-free H-mode phases, so without averaging over time we

would not have the spatial coverage needed to resolve the profiles. The time changing

nature of the ELM-free may be the cause of the HFS poloidal and parallel core-most

temperature values being different, though further investigations are necessary.

The impurity density is again in-out asymmetric, just as in the EDA H-mode

cases, though the LFS/HFS profiles are much more similar in shape. The asymmetry

factor is still large, approaching ~ 10 in this case, though aligning with time varying
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Figure 4-6: LFS and HFS B'+ profiles in an ELM-free H-mode

shifts could cause this factor to be lower. The fact that impurity asymmetries exist in

ELM-free H-modes gives important evidence of the transport mechanism responsible

for the asymmetry, since ELM-free H-modes lack a strong fluctuating mode, which

will be further discussed Section 5.

There is an in-out asymmetry in temperature as in the EDA H-mode case, but

it is much smaller. As can be asserted from this, for ELM-free H-modes, when the

temperatures are aligned, the E,-alignment is also approximately satisfied. Temper-

atures at both the LFS and HFS decay at the same rate over time, closely following

the electron temperature decay, as would be expected.

The poloidal velocities have much higher peaks, this time for both the LFS and

HFS. This again can partly be explained by the conventional neoclassical poloidal

velocity expression, which predicts higher VO for lower q95 , with which ELM-free

H-modes tend to be observed (this ELM-free discharge had q9 5 ~ 3,2).
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The parallel velocities are similar in structure to that found in EDA H-modes,

except that the LFS parallel flow has a much more pronounced "notch" near p ~ 0.97.

This leads to a greater separation between LFS and HFS parallel velocities, with

higher velocities at the HFS.

4.3.3 ELMy H-Mode

ELMy H-modes on C-Mod are achieved at lower density, with a non-standard mag-

netic equilibrium used to limit fueling from wall recycling, as discussed in the Intro-

duction. Yet, the electron pedestal pressure is similar to EDA H-modes, since ELMy

H-modes also typically achieve higher temperatures than EDA or ELM-free H-modes.

The combination of lower density and higher temperature give ELMy H-modes a lower

collisionality (V* oc ni/T2), providing testing grounds for effects of collisionality on

impurity transport.

Because of the non-standard magnetic equilibrium, and difficulty in obtaining the

right minimized recycling conditions, ELMy H-modes are not run as frequently as

other H-mode plasmas on C-Mod. Example profiles from a high performing ELMy

H-mode are shown in Figure 4-7. The plasma parameters were I, = 0.9 [MA], Ted =

1000 [eV], nv" = 1 x 1020 [m-3], PRF = 2.75 [MW], and Bo = 5.6 [T]. Gap sweeps

weren't used on these plasmas, explaining the spatial gaps in the HFS data. This

limits the resolution, making alignment between the LFS/HFS profiles difficult, and

ultimately limiting the usefulness of these profiles. Nevertheless, general comparisons

with the other H-modes can be made.
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Figure 4-7: LFS and HFS B5+ profiles in an ELMy H-mode

The impurity density, like the other H-modes, is again in-out asymmetric, though

an accurate asymmetry factor is difficult to quantify due to the gaps in the HFS data.

The impurity density fraction is slightly higher, between 2-3% of n, compared to the

typical 1-2% in other H-modes.

The impurity temperature is large, reaching 1000 eV, more than 2x larger than

the other H-modes we've seen. However, the gradient scale length itself, LT, is of

the same order as, for example, that of the ELM-free H-mode in Figure 4-6. Similar

also to the ELM-free H-mode is the relatively small impurity temperature asymmetry,

here staying below 1.5x at maximum, with the peak asymmetry occurring near the

LFS T, pedestal top.

The poloidal velocity is much than any of the H-modes shown, with peaks of 25

km/s and 15 km/s for the LFS and HFS, respectively. The relative peak locations

are similar to the other H-modes, with the LFS being shifted slightly outward of the
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HFS. The larger V/o values for this ELMy discharge can again be understood with

the conventional neoclassical expression for poloidal velocity, this time expanding the

pressure gradient terms to write:

3ER 2 T I a n ni + 1 fT
Vo = B - i [0 + I -n, (4.9)

(q ) Z n,, ar ni ar Z) T arI

here we approximated Ti ~ T_. If then the gradient scale lengths are similar

between H-modes, we would expect a simple linear relation of Ve with T, which was

observed on C-Mod previously[74]. The elevated temperatures in this ELMy H-mode

appear to be the cause of the higher poloidal impurity velocity, as would be predicted

by Equation 4.9.

There are no features distinguishing the parallel velocities from the other H-modes

presented here. Perhaps a slightly inward shifted HFS V//H, but otherwise similar

magnitudes and structure to other H-modes.

4.4 I-Mode

The I-mode has recently been a subject of intense study on C-Mod because of its

enticing potential as a reactor regime with high energy confinement, and low particle

confinement. As discussed in the Introduction, Section 1, I-modes are almost always

obtained when the ion VB drift direction is away from the active X-point. On C-

Mod, this is achieved by either running in the upper single null (USN) configuration,

with the X-point at the top of the plasma, or by reversing the toroidal magnetic field

and plasma current direction. USN configurations have the disadvantage of using the

top of the machine for the divertor, which isn't closed, losing some of the particle

control and power handling capabilities of the lower divertor. The only disadvantage

of reversed field is the week of setup time needed, but the major advantage is the

ability to run lower single null (LSN) plasmas, making use of the closed divertor

structure at the bottom of the machine. These two ways of running I-mode plasmas

exhibit some marked differences which will be presented here.

As the I-mode lacks an electron density pedestal, but does have an H-mode like
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temperature pedestal, we can expect some significant variation as well in the impurity

profiles. Figure 4-8 shows profiles from a reversed-field I-mode. The plasma param-

eters were 1, = -1.3 [MA], TeJed = 900 [eV], rged = 9 x 1019 [m 3  PRF 4 [Mw],
and Bo = -5.6 [T]. ned was taken from the same location as the T pedestal top, as

there isn't a pedestal in ne.
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-HFS Parallel
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Figure 4-8: LFS and HFS B5 + profiles in a reversed field I-mode

LFS/IIFS nz and

T, is symmetric

in I-mode, similar

to L-mode

Just like the L-mode in Figure 4-3, in the I-mode the impurity density is well

matched between the LFS and HFS[40]. While n, does not form a strong pedestal,

like in the H-modes, it has a stronger gradient than the electron density (ne is basically

flat), following closely the impurity temperature profile. Because it follows closely the

temperature, the n, pedestal in I-mode may be due more to ionization physics rather

than transport. Relative to the electron density, the boron density is at the same

level as H-modes, about 2%.
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The LFS TBS+ is slightly shifted outwards from the HFS impurity temperatures.

While the temperature level is very high in I-mode, here about 900 eV, the TB5+ width

is much wider than in H-mode, meaning the peak gradient scale length is smaller.

However, it also means there is more temperature gradient drive further into the

plasma which can drive rotation.

Indeed, in this I-mode we observe larger poloidal rotation further into the plasma

than in H-mode, both in the LFS and HFS V0. The rotation minimum of -10 km/s

near p = 0.96 is in the electron diamagnetic drift direction (EDD), just as the Vo

peak in H-mode plasmas. However, in this I-mode there is also a rotation reversal

near the separatrix, such that the poloidal rotation is in the ion diamagnetic drift

direction (IDD) near the separatrix. This asymmetric poloidal velocity structure

translates directly into an asymmetric Er, leading to a higher shearing rate near the

separatrix[82], on the outer-edge of the E, well. This is in contrast to most H-mode

plasmas[74, 105] where the inner edge has the highest shear layer, indicating the

turbulence suppression mechanisms may be different for I-mode than H-mode. The

point of rotation reversal is at p = 0.986, which is very close to the point where

the collisionality changes regimes from banana to plateau, at p = 0.989. Since the

impurity pressure term and main ion density gradient terms will be small in I-mode,

the dominant term in the poloidal velocity equation (Equation 4.8) will be the main

ion temperature gradient term. The direction of the poloidal flow will then depend

almost solely on the sign of -yo + 1. In conventional, local neoclassical physics, in the

edge region -yo + 1 > 0 for all collisionalities (see blue trace in Figure 2 of Reference

[104], where kl = -- y), implying no poloidal rotation reversal is possible. However,

two separate modifications to neoclassical transport in the pedestal region have shown

to change the sign from the conventional result, namely including the effects of a

strong radial electric field[102, 103] or global transport effects which occur when the

main ion orbit width becomes comparable to the density or temperature gradient scale

length[22]. A more detailed modelling of I-mode impurity poloidal rotation would be

beneficial in understanding the cause of these rotation reversals.

Parallel velocities are similar to the L-mode also, but larger in magnitude. Vs//H

I-mode exhibits

poloidal rotation

reversal,

unexplainable by

conventional

neoclassical

physics
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flips direction at almost the exact location of the poloidal rotation reversal.

Figure 4-9 shows an example I-mode in USN, forward field to contrast to the

LFS, reversed field I-mode in Figure 4-8. The plasma parameters were Ip = 1.2 [MA],
Tped - 500 fey], nped = 1 x 1020 [m-3] PRF = 5 [MW], and Bo = 5.5 [T].
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Figure 4-9: LFS and HFS B5+ profiles in a forward field I-mode

Unfortunately, the HFS D0 diagnostic wasn't operational for this shot, so the

measurement of HFS n, wasn't available. The position of the peak in the BV radiance

between the LFS and HFS was well aligned, suggesting that the boron density is in-

out symmetric (in H-mode when there is an in-out boron density asymmetry, the

BV radiance peaks between LFS and HFS do not align). The LFS boron density

structure follows closely that of the impurity temperature.

The temperature is lower than that of the reversed field I-mode, however, in

general, this is not necessarily the case[15]. In this I-mode discharge, the large spread
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in temperatures of AT ~ 150 eV in regions inward of the pedestal top is really a time

dependent change in temperature, due to sawteeth heat pulses[106] which propagate

from the center of the plasma all the way to the edge. A time trace of the impurity

and electron temperature at p ~ 0.947 is shown in Figure 4-10, which shows that Te,

TzL, and TzH are affected equally by the heat transporting through the plasma. This

spread of temperatures is common in I-modes, and is here pronounced because the

pedestal temperature is lower. Note that in the temperature pedestal, the spread of

temperature is much reduced.

600- Tz LFS
-- Tz HFS
-- TeGPC8
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Figure 4-10: Electron temperature and LFS/HFS impurity temperature over time,
showing strong sawteeth effects near the pedestal top.

Poloidal velocities are matched well between the LFS and HFS, as in the reversed-

B field case. The structure, however, has some important differences. In forward field

I-modes, there is very little poloidal velocity in the electron diamagnetic drift direction

(EDD). Additionally, the IDD peak near the separatrix is much deeper than in the

reversed field I-mode (forward-B: -15 km/s, reversed-B: 5 km/s), though the delta

change in poloidal velocity from the region inward of the IDD peak to the IDD peak

is similar in magnitude (~15 km/s). The temperature pedestal in this forward field

case doesn't extend as far in as that of the reversed-B field case, which may explain
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the absence of poloidal rotation in the EDD direction for p < 0.98.

The parallel velocities are rather unremarkable, being very similar to the H-mode

plasmas presented here, which were all forward field.
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Chapter 5

In-Out Asymmetries in the

Pedestal Region

In this chapter, we will further explore the impurity density and temperature in-out

asymmetries that arise in the pedestal region. Additionally, we will explore the level of

electron and main ion density in-out asymmetries that can be expected based on the

E,-alignment method of aligning LFS/HFS profiles. Finally, we explore mechanisms

which can drive the impurity asymmetries observed.

5.1 Impurity Density Asymmetries

We first further explore the impurity density asymmetries, which are observed in all

flavors of H-mode in Alcator C-Mod (see profiles in Section 4 as well as Ref. [100]).

An example of the impurity density asymmetry is shown in Figure 5-1, with

profiles taken from Figure 4-4. Here we've plotted the asymmetry in two ways, first

by the ratio of the impurity density asymmetries, A., = nzH/nzL, and second by

the asymmetry factor n" = (As, - 1)/(As, + 1). The impurity density ratio will

be useful in the Section 6 in calculating example velocities. The asymmetry factor

is more commonly quoted in impurity asymmetry studies, and represents the cosine

varying portion of the impurity density asymmetry in the limit that the impurity

density is only in-out asymmetric (nz/ (nz) = 1 - nc"8 cos 0). The sign is chosen so
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that n" is positive when the impurity density is higher on the HFS. As seen the

peak impurity asymmetry is about a factor of 2.5, peaking very near the separatrix.

An ncos
z z
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2.2 0.6

2 0.5

1.8 0.4

1.6 0.3

1.4 0.2

1.2 0.1

0.94 0.96 0.98 1 .94  0.96 0.98 1
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Figure 5-1: Example density asymmetry for an EDA H-mode: (a) asymmetry ratio
Anz= fnzH/nLz and (b) asymmetry factor nri = (Aa, - 1)/(Aa, + 1)

This asymmetry ratio is much reduced from that which would result from aligning

by Tz. Figure 5-2 shows the impurity density asymmetry ratio that results when using

the two different alignments, Ti-alignment and E,-alignment (see Section 4.1), for a

number of EDA H-modes. For the Ti-alignment, the asymmetry factors have a wide

range, with a mean of about 20. When using the E,-alignment, which usually requires

the LFS impurity density profile moving much closer to the HFS impurity density

profile, the asymmetry factor is much reduced, with a mean of about 6.

A very interesting result going from the Tz-alignment to the E,-alignment (see

Section 4.1) is that the impurity pressure asymmetry is also reduced, even more than

the density asymmetry since an out-in temperature asymmetry also results. This

can be seen in how the profiles change in Figure 4-2 for the different alignments. We

show in Figure 5-3 asymmetry factors for impurity density, temperature, and pressure

(nz , To", and p' ) in the two different alignments.

Plotted in Figure 5-4 is the difference in the B'+ density pedestal location at the

HFS minus the LFS, APped = Pped,HFS - Pped,LFS versus the edge safety factor, q95 ,

for several H-mode discharges. APped is shown for when profiles are Tz-aligned (in
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Figure 5-2: Example density asymmetry ratios A, for several EDA H-modes: (a)
T2-aligned profiles and (b) E,-aligned profiles. Note the different y-scales, showing
that their is a large reduction in asymmetry ratios when using the E,-alignment.

1

0.51
0

E
E

0

-0.5 t

-1'
0.9 2 0.94 0.96 0.98

$A
C%

1 1.02
P

Figure 5-3: Asymmetry factors for impurity density (nws), temperature (Tcos), and
pressure (pf8 ), using both the Tz-alignment and E,-alignment. The E,-alignment has
a reduced pressure asymmetry, due to the reduction of the density asymmetry, and
formation of an opposing temperature asymmetry.

blue) and E,-aligned (red). An upward trend in Apped with q95 is seen. The trend

remains relatively unchanged for the different alignments, though the E,-alignment

does slightly decrease APped at higher q95 (here B( was basically fixed, so this corre-

123

40

30

201

101

(Y94

cos
-z

T -aligned

E r-aligned



sponds to lower Ip).
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Figure 5-4: Difference between the HFS and LFS n, pedestal locations (pPed,HFS -
ped,LFS) versus the edge safety factor (q9 5 ). Blue results are when using the T,-

alignment, red results are when using the E,-alignment. Data in light blue is taken
from previous results for fluorine[107], measured at the top and LFS midplane.

Also shown in Figure 5-4 are results from a previous study on C-Mod[107], which

measured the hydrogen-like fluorine emission at the top of the plasma and at the

LFS midplane using a line-integrated measurement of the soft x-ray emission'. The

spacing between the pedestal locations is similar for the two impurity species, though

for fluorine increases more with q95 . This may indicate a significant up-down com-

ponent in the poloidal variation of the impurity density, however without additional

information on the B5+ at the top of the plasma, or Fl+ at the HFS midplane, this

is speculative. Heavier and higher charged impurities are expected to have larger lev-

els of asymmetry[36], since impurity charge and mass weight terms differently in the

momentum balance equations. Additionally, the alignment of the soft x-ray emission

'The results plotted here are taken directly from Ref [107], and represent the mean values across
several hundreds of shots. The Pedersen paper quotes the pedestal location difference in real space,ARmid. These were adjusted for the 3mm calibration offset mentioned in the paper, then converted
to Ap.
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profiles can only rely on EFIT, as the diagnostic doesn't measure T, or E,, and so is

sensitive to the considerable EFIT errors, as discussed in Section 4.1.

In reference[107], the cause for the asymmetry increasing with q9 5 was postu-

lated to be a slower parallel transport time scale (Tr1 oc q) relative to perpendicular

transport time scales, allowing density asymmetries to form. I-mode cases covering

q95 = 3 - 5 show no signs of an impurity density asymmetry, despite the range of

parallel transport time, indicating that increasing r11 alone does not produce the im-

purity asymmetry. To be consistent, however, radial transport time scales need to be

calculated. The question of time scales is addressed in more detail in section 5.4.7.

It's important to realize that for H-mode plasmas the growing difference in nB5+

pedestal location between the LFS and HFS isn't just a simple shift, but rather the

pedestal width on the LFS is also increasing with q95 , whereas the HFS boron density

pedestal width remains fairly constant. It's noteworthy that through all the changes

between the different regimes, the HFS boron density pedestal remains relatively fixed

in width and position, while the LFS boron density pedestal width widens and the

pedestal position shifts slightly inward depending on plasma parameters, as shown for

the H-mode cases in Figure 5-5. This is suggestive that locally transport is changing

at the LFS, possibly due to ballooning (i.e. stronger at the LFS) processes, such as

collisional transport or certain turbulent modes.

Independent of what the true LFS/HFS profile alignment is, the relative pedestal

location of the impurity density to the impurity temperature at a single location, LFS

or HFS, are distinctly different for the LFS vs the HFS in H-mode. On the LFS, the

temperature pedestal is much further out than the impurity density pedestal. The

HFS on the other hand has almost matching n, and T pedestal locations, with the

density pedestal shifting slightly inward for lower plasma current discharges. These

statements are shown graphically in Figure 5-6. Note that the electron density and

temperature pedestals tend to align[19], similar to the HFS impurity density and

temperature profiles.

Increasing parallel

transport

timescale by

increasing q alone

not responsible

for impurity

density

asymmetry
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Figure 5-5: Impurity density pedestal location (pped) vs width for the LFS and HFS.
For lower Ip plasmas, the LFS pedestal width increases significantly.
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5.2 Verification of Alignment Technique

Having observed these large impurity density asymmetries, here we consider two

topics to explore the validity of the alignment technique. First, we test whether power

balance is satisfied with the large impurity temperature asymmetries that result from

the alignment. Second, we explore evidence of an electron density asymmetry, which

is inferred from the momentum balance equations used in the E,-alignment.

5.2.1 Power Balance

As a verification check on the assumptions made in aligning the LFS/HFS profiles,

we here calculate the power carried in the region of temperature asymmetry, and

compare it with the net power in the plasma.

Because of the in-out temperature asymmetry, heat will flow from the LFS to the

HFS. The total power carried in the pedestal region due to this heat flow can be

calculated using the following as:

P = fdA.q

= f dR2rRBegj (5.1)

= f dO2 11

where P is the power in Watts, and q is the average heat flux. We calculate an

average q1I on a flux-surface betwQen the LFS and HFS:

-_ HFS d 0 q1

q|| HFS

fuF die (5.2)

L11

where L11 = rrqRo is the connection length and here q is the safety factor.

For a simple estimate we use Spitzer conductivity, which is the short mean free

path form, q1j = -o TP/22b - V69. The validity of this estimate will be discussed at

the end of this section. Using the form for qI in Equation 5.2:
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fHFbS / 2

Lr(b.VB) 2 T7/2 (5.3)
L1 7 iL -~

Using Equation 5.3 in Equation 5.1 we arrive at the estimated Spitzer power

carried in the pedestal region, inferred from the temperature asymmetry:

P =oa(b - V) 2 d 27r [77/2 _ T7/2 (5.4)P = -7 L B I$ iL -TI .4

Using measured impurity temperature profiles (assuming that T = T,) from an

EDA H-mode (Figure 4-5), we plot in Figure 5-7 the estimated Spitzer power using

Equation 5.4 for various shifts between the LFS and HFS profiles (Ap = 0 corresponds

to the LFS/HFS temperature aligned case). As Ap increases, the LFS profiles are

shifted outward, increasing the in-out T. asymmetry. The horizontal dashed red line

indicates the Pet measured in this plasma, calculated as P.et = P,.f + Phm - Prad -

j, where the four terms are the power from the ICRF, Ohmic, radiation, and time

derivative of the plasma stored energy. The vertical black line shows the location

of the Er-alignment shift. When the outward shift to the LFS profiles from the

temperature aligned position is Ap > 0.008, the Spitzer estimated power exceeds the

net power in the plasma. On this basis, there is concern as to whether the suggested

main ion temperature asymmetry is physically supportable.

There are, however, a number of reasons not to abandon the Er-alignment. Since

most of the C-Mod pedestal region is in the plateau regime, where the effective colli-

sion mean free path exceeds the connection length, the Spitzer form for the parallel

heat flux is not justified. A fully kinetic calculation of heat flux is really required,

which will almost certainly indicate that the Spitzer power estimate is too high. In-

deed, even in regions of high collisionality where Equation 5.2 would seem to be valid,

kinetic effects need to be accounted for, since the majority of the heat flux is carried

by superthermal ions[108]. Additionally, the strong gradients in the pedestal region

have a large effect on the poloidal variation of the radial heat flux[22], which would

need to be accounted for in the power balance calculation. Second, there may be
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Figure 5-7: Spitzer-conductivity power flowing in the pedestal region from the LFS
to the HFS versus shifts in the LFS profiles outwards (causing more asymmetric
LFS/HFS temperature profiles). Red dashed line shows the total net power in the
plasma, Pet. Black dashed line the shift from the E,-alignment.

mechanisms which allow T to vary from T, which would allow a smaller poloidal

variation in T, reducing the power being carried in the pedestal region.

Nevertheless, it is possible that terms we discarded in the parallel momentum

balance,such as main ion viscosity and main ion inertia, are important enough that

they would cause the alignment to be closer to the T, matched alignment. While

we continue with the E,-alignment in this chapter, we will note that in the context

of impurity density asymmetries, this alignment is the least severe, as using the T2-

alignment will only increase the measured in-out impurity density asymmetry[100].

5.2.2 Electron and Ion Density Asymmetries

We can additionally now explore the implied variation in the background electron and

main ion density based on the measurements of impurity density and temperature.

Given the trace levels of the boron density, the temperature asymmetry will be the

dominant term in the variation of n, and ni (see equation 4.5). Since in general on
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2x higher n, on

JIFS expected

from T.

asymmetry

a given flux surface the impurity ion temperature is higher at the LFS, this will lead

to an electron density higher on the HFS in order to conserve total pressure (electron

and main ion) on a flux surface (again, we assume T = T,).

An example of the expected HFS n, is shown in Figure 5-8, derived using EDA H-

mode profiles from Figure 4-4. Also shown in the lower plot is the asymmetry factor,

A = neH/neL, reaching a maximum value of ~2. Note however that this maximum is

in the SOL, whereas using the temperature asymmetry to infer the poloidal variation

in n, is only valid strictly within the closed-field line regions.
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Figure 5-8: Measured electron density, and the resulting expected HFS electron den-
sity based on the impurity temperature asymmetry, and Equation 4.5.

We again note that the alignment of the impurity profiles to the electron profiles

isn't well constrained (the relative alignment of LFS to HFS impurity profiles is well

constrained, but the absolute location is not). This gives some variability in what

the inferred HFS ne and ni would be. Additionally, the measured n, in Figure 5-8
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is actually measured at the top of the plasma (see Figure 4-1), but is used here as a

proxy for the LFS ne. If there is a simple cosine poloidal dependence, the HFS ne

would be reduced even further. The results shown here can be seen as an upper limit

on the HFS to LFS n, asymmetry factor. If the LFS and HFS impurity profiles were

aligned such that the steep gradient region of T, from the HFS and LFS were equal

but opposite radial distances from the steep gradient region of T (this alignment

minimizes the electron to impurity temperature), the asymmetry factor in Figure 5-8

would reduce down to ~1.5 at maximum. An additional caveat is if the main ion

temperature T doesn't vary poloidally as much as the impurities, this asymmetry in

electron density will also be reduced (since it's really the asymmetry in T and T that

sets the ne asymmetry; in this thesis we've assumed T = T2 everywhere).

As this is a sizeable difference in electron density, the penetration of neutrals

will be different on the LFS than the HFS. We can roughly approximate the neutral

density at a particular location as nD oc exp(- f din,) [50], where the integral is

along the neutral propagation direction. This implies that at the HFS the neutral

density will be attenuated earlier than at the LFS, since we expect the HFS ne to be

higher.

These neutral density differences may be observable on the measured D, radiance.

Unfortunately, the instantaneous flow rate for each gas delivery capillary is not well

characterized, making comparisons of the absolute values of ID, between the LFS and

HFS unusable. However, the gradient scale lengths of Da radiance, LID., may be of

use, as it will reach a minimum further out if the electrons density pedestal is further

out. The measured inverse gradient scale lengths of D, radiance are shown in Figure

5-9. The vertical lines shown are the expected location of the maximum in L-,

obtained from OSM-EIRENE simulations shown in Figure 5-10. Two OSM-EIRENE

simulations were run: the case when ne, T, and T are flux functions, and the case

where T and hence ne vary as depicted in Figure 5-8. The solid lines show the case

when background parameters are flux functions, and the dashed lines shows the case

when the impurity profiles are shifted for E,-alignment, resulting in a varying T and

ne. As seen in Figure 5-9, the location of maximum measured LFS L- matches well
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with the simulation. The HFS is closer to the E,-aligned case, but sits in between the

two cases, suggesting the electron density pedestal could be further outward at the

HFS. Additionally, the magnitude of the inverse gradient scale length is much larger

at the HFS, which can not be explained by flux-surface spacing alone, indicating that

the HFS n, profile may also be narrower in width.
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Figure 5-9: Simulated ID, for the LFS and HFS, for two separate cases: (1) Normal,
where n, Te, and T are flux functions and (2) E,-aligned, where ne and T vary
poloidally. The vertical lines show the radial location of the minimum gradient scale
length for the respective case.

The OSM-EIRENE simulated IDo, for both the LFS and HFS are shown in Figure

5-10. The simulated LFS IDo, isn't affected much between the two cases, since the

only thing that changes for the LFS is an increased T. The simulated HFS IDo, for

the E,-alignment begins decaying further out, as expected due to the increased ne on

the HFS. The vertical lines show the location of the minimum gradient scale length of

the D, radiance for the respective cases, the same vertical lines shown in Figure 5-9.

The difference in the locations for the two HFS cases is Ap ~ 0.004, a fairly small

shift. This is approximately half of the difference in the electron density pedestal

locations between the two HFS cases (see Figure 5-8).
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Figure 5-10: Simulated IDa for the LFS and HFS, for two separate cases: (1) Normal,
where ne, T, and T are flux functions and (2) E,-aligned, where n, and T vary
poloidally. The vertical lines show the radial location of the minimum gradient scale
length for the respective case.

We should note that not accounting for a poloidally varying ne will not have a

large effect on the derived impurity density, which depends on ne through the CX

rate coefficient and the ADAS PEC coefficients. The atomic physics prefactor F in

Equation 3.29 for the density and temperature ranges of the C-Mod pedestal varies

by less than <20%, except at the low density (<2 x 1019 m-3) and temperatures (<100

eV) range, which anyway won't affect the impurity density except slightly at the very

bottom of the pedestal. The electron density variation then is essentially encoded in

the measured D, radiance.

In conclusion, the measured D, gradient scale lengths at the LFS and HFS give

support to the possibility of a poloidally varying electron density. More insight on

C-Mod could be gained using the measured Da, though a better test would be the

absolute values of IDa, which would require work on measuring and understanding

the instantaneous flow rate of the separate LFS and HFS gas systems. Given the un-

certainties in gradients of measurements (especially exponentially decreasing quan-

Gradient scale

lengths of Da

radiance suggest a

poloidal variation

of n,
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tities), simulations, and the small shift in the expected ID, the preferred method

of determining the true level of poloidal variation in ne would be direct measure-

ments with a Thomson scattering system covering the LFS and HFS, such as found

on MAST[109]. There they report differences in ne pedestal widths between LFS

and HFS[109], though without reporting pedestal location comparisons, which is how

this effect would be most manifest from inspection of Figure 5-8. Additionally, we

note there have been ne asymmetries observed in closed-field line regions close to the

limiter on Alcator-C[110].

5.3 Impurity Density Profile Modelling

A natural question to ask is: what is the expected impurity density profile? There is

evidence from Alcator C-Mod[69] and ASDEX Upgrade[37] that the impurity density

profiles in the pedestal region are well described by neoclassical transport processes.

In these studies, 1D radial impurity transport codes were used to numerically solve the

impurity transport problem. It's important to note that the neoclassical transport

coefficients used were derived with theory which is violated in the pedestal region

(since actually pio ~ L ), and that radial transport can become comparable to parallel

transport in the pedestal region, violating the 1D treatment. Nevertheless, similar 1D

radial impurity transport simulations were done as part of this thesis to gain further

insight into the expected impurity density profiles.

STRAHL[34], a 1D impurity transport code, was used to model the impurity

density profile. STRAHL self-consistently solves the charge-state coupled impurity

continuity equations:

a(n) = _Vr +(S
at = +(Dz - Vzco"(nz) + Sz (5.5)

where the radial impurity particle flux rs,, is assumed to follow a diffusion/convection

form, Fzr = -Dz + Vc"""(nz). Here () denotes a flux-surface average. In

STRAHL, care is taken to correctly do a flux surface average of diffusion/convection
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coefficients, and the radial coordinate actually refers to a normalized flux-volume rep-

resentation, r = VV/27r2 Ro, so that the full shaped magnetic geometry is accounted

for (i.e. not a cylindrical approximation). The charge-state coupling comes through

the source term, S2:

Sz=- (neSzin+neSec +nDSz )(nz)

+ neSi""(n z-1) (5.6)

+ (neS41 +fnDSzj)(nz+1)

where S'O", Sre", and Sx are the ionization, recombination, and charge-exchange rate

coefficients, respectively.

Neoclassical diffusion and convection coefficients can be calculated by the STRAHL

code using the NEOART package[34]. While both Pfirsch-Schluter and banana-

plateau coefficients are calculated, the Pfirsch-Schluter terms will almost always dom-

inate in the pedestal region of C-Mod plasmas (since the impurities are almost always

highly collisional). The form for these coefficients is:

DPS - (RBc) 2
2 B2 ((B- 2) - (B2)-1) p2V(5

(ft/ar) (5.7)DPS 11
VzS DPZ +71

Lni LT,

where the )( brackets denotes averaging over the flux-surface, and all quantities

have their normal meaning, except the gradient scale lengths here can be positive

or negative, LY = y/(Oy/Or). These neoclassical coefficients are valid for arbitrary

shaping of the plasma cross-section. Note that the diffusion coefficient is independent

of impurity species, but the convective coefficient scales linearly with Z.

As Lni will always be negative for a monotonically decreasing ion density, main

ion density gradients will cause an inward flux of impurities through convection.

Temperature gradients, found in the convective term, can either cause an outward

impurity flux rz if -yT is positive, or an inward impurity flux if -yT is negative. In

STRAHL, the YT parameter is given by:
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-YT = H'S/Kfs

K s 10 0.52a
Z0.59 + a + 1.34(E3/ 2 v,)-2 (5.8)

PS 0906
z 2 0.59 + a + 1.34(e 3/ 2 i,)- 2

where a = Z2 nf/ne. It should be noted that the form for Vfs here varies slightly

from the form by Rutherford[111], in that the numerical coefficient which multiplies

the temperature gradient in Rutherford is effectively yT = HPS/KPS - 1/Z (ignoring

the collisionality term in Kf' and Hfs). It's unclear why the 1/Z term doesn't ap-

pear in the VPs found in NEOART and several publications[93, 33], though it seems to

be due to the Rutherford expressions being only valid for the extreme Pfirsch-Schluter

regime, i.e. the main ions and the impurities in the Pfirsch-Schluter regime[112, 113].

In the C-Mod pedestal region, plasmas tend to be in the mixed regime, where main

ions are in the plateau regime, and impurities are in the Pfirsch-Schlutter regime.

There are some indications that the 1/Z term is simply neglected[112], since for high

Z the term is negligible. However, for low-Z impurities such as boron it makes the

difference in the direction of the flux due to the temperature gradient. It should

be noted that the experimental study by Pedersen[69] made use of the Rutherford

equations, while those by Putterich[37] used the more generally used form used in

STRAHL.

Inputs into STRAHL include the D, and Vf"""" coefficients, electron profiles (ne

and Te), and neutral density profiles (nD). Optionally, neoclassical D2 and V ""'

coefficients can be used, which are calculated internally by the package NEOART.

These neoclassical coefficients require additional inputs of various magnetic geometry

quantities.

Shown in figure 5-11 are the ne and T profiles from an EDA H-mode which were

used as inputs into STRAHL. These are from the measured electron profiles at the top

of the machine, which if ne had a dominant cos(9) dependence, would represent the

flux surface average n, (which is what is required as input into STRAHL). Not shown

are the input nD profiles, which was assumed to follow typical C-Mod profiles[50],
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Figure 5-11: ne and T inputs into STRAHL, along with a plot of the gradient scale
lengths.

though the results of the STRAHL simulation were not affected by the nD profiles.

As seen in Figure 5-11, in the scale lengths there is a significant temperature gradient

in a region with little density gradient. This initially led to a positive V/D in that

region, which in turn causes a peaked impurity density profile (one can show that in

steady-state, in the absence of sources, V/D = 1/Ln,). As peaked impurity density

profiles are not observed in the impurity density measurements, the V coefficient was

modified to be less than 0 everywhere, which in effect decreases the YT coefficient of

temperature profile gradient scale length in the region 0.98 < p < 0.995. This may

be due to an actual difference in the theoretical coefficient, an indication of increased

anomalous transport, or simply a measurement error in the electron profiles. The

resulting modified neoclassical D, and Vjo"1 coefficients, as calculated by STRAHL

and used in the impurity transport simulation, are shown in Figure 5-12. The diffusion

has been increased to a typical core level of anomalous diffusion, D, = 0.5 m2/s,
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inward of the pedestal region, p < 0.972, and further out into the SOL p > 1.03.
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Figure 5-12: D2 and V j"" inputs into STRAHL. Values for p > 0.98 are neoclassical
values, except that Vz"" was flattened where Vz"an/Dz was positive, otherwise large
impurity peaking was predicted. Outside of the pedestal region, anomalous diffusion
values are used.

The resulting STRAHL-simulated B5+ density profile is shown in Figure 5-13,

along with impurity densities measured at the LFS and HFS in red and green respec-

tively, and the scaled electron density in orange. As seen, the STRAHL simulated

(nB5+) is much closer to the measured HFS nB5+, with the LFS being much further

shifted in. This could be an indication of an anomalous transport mechanism located

in a narrow poloidal region around the LFS midplane, or that the ID radial transport

formulation isn't sufficient to describe pedestal impurity transport.

5.4 Drives for In-Out Impurity Asymmetries

Having shown that large differences can exist between the LFS and HFS pedestal B5 +

impurity density, we now move on to explore potential candidates causing this in-out

asymmetry. Specifically, we explore whether boron particle sources from the inner-

wall, fluctuation-driven transport, or increased radial transport can drive impurity

density asymmetries.
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Figure 5-13: STRAHL simulated B5+ impurity density, along with measured LFS
and HFS impurity density, and scaled electron density .

5.4.1 Impurity Sources

One hypothesis is that a localized source of impurities at the HFS is causing a build-

up of impurity density there. Such a poloidally asymmetric source could be caused by,

for example, sputtering from the inner-wall of the tokamak. The outer-wall has much

less material surfaces in close contact with the plasma since non-axisymmetric limiters

are used, and the LFS impurity density is measured far from material surfaces, in

comparison with the HFS impurity measurements which are typically less than 2 cm

away from the inner wall. However, these impurity neutrals would have to ionize up

to B5+, and be radially transported faster than the parallel equilibration time.

Already we have some empirical evidence that such a localized source is NOT

the cause. First, boron is a non-recycling impurity (i.e. chemically adheres to metal

material surfaces, and so won't re-enter the plasma once coming into contact with

the walls unless re-sputtered). It is well screened from the core plasma when injected

from the inner-wall or divertor[114, 24] (i.e. it's mean-free path from these locations

is shorter than the gap between the wall and the separatrix). Qualitatively this is

thought to be due to the inner-wall acting as a continuous particle sink, though SOL

139



flows may also play an important role. Second, the pedestal impurity density in I-

mode and L-mode show no impurity density asymmetry, even though similar levels

of ICRF power can be present. Nevertheless, sputtering from the inner-wall in these

different plasma operation modes is not well studied, and may well be enhanced in H-

mode plasmas. Additionally, if radial transport is enhanced only in H-mode (e.g. by a

particle pinch), the effect of a localized impurity source would only become apparent

in H-mode, in the pedestal region at least. In order to further investigate whether

localized impurity sources could cause the in-out impurity density asymmetry, dedi-

cated experiments were devised to change conditions at the inner-wall, decreasing or

increasing the source, and monitoring any changes in the measured in-out impurity

density asymmetry in the pedestal. Specifically, two types of experiments were run:

1. Decrease Inner Gap: The gap between the plasma and the inner-wall was de-

creased during a shot, which acts to increase the sputtering from the inner-wall

due to the higher incident heat and particle flux at that location.

2. Flip Magnetic Topology: The magnetic topology was changed by sweeping the

secondary separatrix (SSEP) to go from LSN to DN, and finally to USN. This

has been shown to change the direction of the SOL convective flows [115], which

could affect how a localized impurity source is transported into the plasma.

Additionally, the recycling changes in DN, due to the large reduction in radial

width of the SOL plasma at the inner wall.

For these experiments, the boron source from the inner-wall was monitored by

imaging the BII line (412.2 nm), with optical views from the A-side periscope, which

are purely radial views focused on the inner wall, at varying heights. View 1 focuses

near the top divertor, while view 12 is focused just below the midplane, as shown in

Figure 5-14. The D, line (433.2 nm) was measured in the same spectra, allowing com-

parison of the relative increase of boron particle flux compared to deuterium particle

flux. These spectral lines were measured using an f/4 Czerny-Turner spectrometer,

with a 600 lines/mm grating.
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Figure 5-14: Optical views used to monitor the inner-wall. For reference, view 12
intersects the inner-wall at the height where the inner-wall parallel CXRS views are.

5.4.2 Measuring Particle Flux

The measured line-integrated emissivity, Jftk (i.e. radiance), for impurity z and

transition j1 - k, can be used to derive the particle flux F2 using atomic physics cal-

culations encapsulated in the so called S/XB coefficients [1161, which gives a measure

of 'ionizations per photon'. This allows a simple relation:

F2= 4ir (S/XB)(- 1 3I*k (5.9)

The assumptions built into this relationship are: (1) the ion fully ionizes within the

optics line-of-sight (2) recombination and charge-exchange are negligible and (3) the

(S/XB) coefficient is approximately constant over the emission region. The (S/XB)

coefficients used here for BII and D, were derived from ADAS. The (S/XB) coeffi-

cients are dependent on the background electron density and temperature, (S/XB) =

(S/XB)(n6 , Te). This means that caution must be applied in interpreting changes in
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radiance, jk, as they can be due to either (a) a change in particle flux, Fz or (b) a

change in the background n, and T. Unfortunately, the n, and T weren't measured

at the inner-wall midplane for these discharges. We can, however, use the ratio of the

(S/XB) coefficients for the BII and DI lines to infer the relative change of the flux of

B1+ to Do+, i.e. the effective sputtering yield. Shown in Figure 5-15 are the separate

(S/XB) coefficients for BI and DI, and then the ratio. Also plotted are white lines

representing a 0.5x decrease of the (S/XB) coefficients from the value at the white

doe, ne = 1 x 1019 m-3 and T = 25 eV. Note that in reality, the n, and T, used to

evaluate the SXB coefficients should be the at the point of emission, and so can be

slightly different for BII and DI.
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Figure 5-15: (S/XB) coefficients for the BII and DI line in (a) and (b) respectively,
and then the ratio of BII to DI (S/XB) coefficients. White lines are where the SXB
coefficient is 0.5x the value at the white dot
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As seen, the separate (S/XB) coefficients are almost orthogonal in their n, and

T, dependence: the BII coefficients vary weakly with density and strongly with tem-

perature, while the DI coefficients vary weakly with temperature and strongly with

density, though for T, < 20 eV a stronger temperature dependence appears.

The BII to DI S/XB ratio, combined with measurements of the BII and DI ra-

diance, give a qualitative measure of the effective sputtering yield. The theoretical

sputtering yield of B'+ particles per incident D1+ particle is shown in Figure 5-16. As

shown, the theoretical yield increases approximately linearly with T, until T, > 40eV,

after which the theoretical yield is basically constant.

20 40 60
T [eVI

80 100

Figure 5-16: Theoretical yield of BO+ per incident D1 + ion

5.4.3 Decrease Inner Gap

The gap between the separatrix and the inner-wall is normally ~10 mm in diverted

plasmas. For these experiments, the gap was nominally set to 14 mm, then reduced

to 2 mm over a time period of 40 ms, in an effort to increase the particle and heat

flux to the inner-wall, enhancing the boron erosion from the inner-wall. An example

of such a shot is show in Figure 5-17, with the radiance of the BII line, DI line, and

143

CO0

C5

>-

0.04

0.035

0.03

0.025

0.02

0.015

0.01

0.005-

0
C

------......-.

. ---.- .- --..........

. ~ . .- -.:.. ... ..

- - - -- - -.. .................



the inner gap. As seen, as the inner-gap decreases, a concurrent increase in the BII

line is seen for the views near the inner-wall midplane (A-side 10-12), while views

higher on the inner-wall are unchanged. For the DI line, there is also a concurrent

increase with decreasing inner-gap, though all channels observe an increase. We can
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Figure 5-17: BI and DI
views in Figure 5-14.

radiance during inner gap scan, measured with the optical

immediately see from the flux surface geometry why only views A-side 10-12 see a

large increase. Figure 5-18a shows the geometry at t=0.96s, when the gap is large,

which shows that all open field lines which map from the LFS midplane continue to

the HFS divertor. In contrast, Figure 5-18b shows the geometry at t=1.29s, when the

inner gap reaches its minimum, which shows that the open field lines which map from

the LFS midplane intersect the inner-wall. In other words, at this time the plasma

LFS SOL is in a sense 'limited' on the inner-wall, which will lead to an increased heat
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which see the increased BII and DI radiance.
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Figure 5-18: Flux surface geometry (a) with a large inner-gap, -10 mm and (b) with
a small inner-gap, ~4 mm. The separatrix is in red, and the last flux surface to map
from the outer midplane is shown in orange.

Since the BII radiance is increasing for views near the inner-wall midplane, this

indicates that either the S/XB coefficients are changing (by changes in ne and T,)

or the boron particle flux is increasing, as per equation 5.9. Since the BII S/XB

coefficient is relatively insensitive to changes in ne, as shown in Figure 5-15, T, would

have to decrease if the boron particle flux was constant as the radiance increases.

This is unlikely, since the B1+ ionization stage will exist at a relatively fixed T,. We

conclude that as the inner gap is shortened, the boron source is increasing.
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Ratio of BII / DI SXB Yield
Te [eV] I ne [m-3] _ 1 x 1019 3 x 1019 5 x 1019

10 1.00 0.43 0.26 0.37

30 2.27 1.00 0.62 1.00
50 4.20 1.88 1.18 1.17

Table 5.1: Change in the BII to DI SXB ratio, normalized to the value at ne = 3 x 1019
m~ 3 , T, = 30 eV, which is 0.0103. Theoretical yield values are also shown, again
normalized to the value at T = 30 eV, which is 0.0293

Strong boron

source from

inner-wall does

not increase B5+

in the pedestal

region

Now considering the relative increase of FB1+ to FDO+, we can see in Table 5.1

the ratio of BII to DI S/XB coefficients for several ne, T combinations, normalized

to the ratio value at ne = 3 x 10 19 m-3, T, = 30 eV. As seen, for each ne value, the

S/XB ratio increases by roughly a factor of 2 for each Te step, consistent with the

theoretical yield changes. If the ne value increased substantially, with the T value

staying relatively fixed, we could expect a balancing of the S/XB coefficients with

the IBIIIDI ratio, leading to a constant effective sputtering yield. However, it is

more likely that the boron flux has increased relative to the neutral deuterium flux,

as would be suggested by the fact that an increasing T near the wall, and hence

incident ion energy to the wall, would increase the sputtered yield as shown in Figure

5-16 and Table 5.1.

Having shown that the boron source is increasing as the inner gap decreases, we

now look at the B5+ measurements in the pedestal region to determine if there is an

observable increase at the HFS, as would be expected if the boron source was rapidly

transported radially before symmetrizing on a flux surface. We show in Figure 5-19

the B5+ density profiles over the entire inner gap scan. Figure 5-20, we show the B5+

density value near the top of the HFS pedestal, p ~ 0.972. As can be seen, nB5+ in

the pedestal region doesn't increase as the inner gap decreases, opposite to the boron

source. We conclude from these measurements that although there is a strong, local

boron source coming from the inner-wall, this does not cause a local increase of fully

ionized boron (B 5+) in the pedestal region.
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Figure 5-19: B5+ density during inner gap scan. LFS in red, HFS in green.
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Figure 5-20: B5+ density near the pedestal top during the inner gap scan.

5.4.4 Flip Magnetic Topology

Having shown that boron sources from the inner-wall are not a likely cause for the

pedestal in-out impurity density asymmetry, we now consider boron sources origi-

nating away from the HFS midplane and propagating through the SOL to the HFS

midplane. This could occur due to the strong SOL flow structures observed in single-
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null plasmas[26]. In double null plasmas, the SOL flows are essentially cutoff to the

HFS. To study this, experiments were performed in EDA H-modes which switched

the magnetic geometry from LSN, to DN, to USN, all within the same plasma dis-

charge. Each of these positions were nominally held for 200ms. A plot of the flux

surface reconstruction in DN is shown in Figure 5-21. Unfortunately, for all of these

experiments when switching to USN (in this case, the unfavourable ion VB-drift di-

rection), the H-mode would drop out, making the USN times useless. However, the

change from LSN to DN is still instructive.

Shot- 1120810010 Time- 1.133 1p = 0.81

Figure 5-21: Flux surfaces for the double null configuration. With balanced X-points,
SOL flows are cut off from the LFS, leaving the HFS SOL at a lower density, and
with lower flows.

A plot of the B5 + impurity densities measured at the LFS and HFS during the
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DN phase is shown in Figure 5-22. Although not shown, this profile is nearly identical

to the profiles measured immediately before this time, when the plasma was in a LSN

configuration. Changing from LSN to DN made major radius scans too difficult to

perform, which leads to the gaps in the HFS impurity density profile. Nevertheless,

it remains clear that an in-out impurity density persists in the DN configuration,

though by how much isn't clear due to the unfilled HFS profile. We can conclude

then, that the in-out impurity density asymmetry in the pedestal region is not caused

by sources being transported by convective flows in the SOL from the LFS, as these

sources would be effectively cut off from the HFS in this DN plasma.

10 4E

+ E
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0
0.95 0.96 0.97 0.98 0.99 1

P

Figure 5-22: Boron impurity density at the LFS and HFS, showing the in-out impurity
asymmetry persists during a double-null plasma. This indicates an impurity source
in the LFS SOL propagating to the HFS is not the cause of the impurity asymmetry.
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5.4.5 Fluctuation Driven Transport

Recalling the discussion of H-modes in Alcator C-Mod in Section 1, of the three main

types, two (EDA and ELMy) included a coherent fluctuating mode radially located in

the pedestal region, but poloidally localized to the LFS only. As these ballooning-like

modes are also correlated with enhanced particle transport in the pedestal, it could
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be reasoned that these modes radially expel (or alternatively, pull inwards) impurities

at the LFS pedestal faster than the time needed for parallel transport to fill in the

vacancy.

The dominant fluctuation driven transport is believed to be due to fluctuating

electric potential, which creates a fluctuating E x B drift of particles, &, = E6 /B.

If these electrostatic fluctuations have a component in-phase with the fluctuating

density, they will cause a radial particle flux:

' = - (5.10)

Here the ()t brackets refer to time average. Radial magnetic field fluctuations

along with parallel velocity fluctuations can also drive radial particle transport, but

the level of magnetic fluctuations compared with density or potential fluctuations is

orders of magnitude smaller in the edge, and therefore won't play a role.

While new measurements with a mirror Langmuir probe[117 are providing precise

A and to in Ohmic EDA H-modes, in general the fluctuating poloidal electric field

isn't measured in the pedestal region of ICRF heated plasmas, due to the higher heat

flux. We shall here, however, compare qualitatively the line-averaged fluctuating

electron density measured with the Phase Contrast Imaging (PCI) diagnostic. PCI is

a laser interferometry technique, which passes a 10.6pm CO 2 laser vertically through

the plasma and measures phase variations induced by electron density fluctuations,

resulting in a measure of f ke, where the integral is over the path length of the

laser. The C-Mod PCI system has 32 spatially separated channels, allowing resolution

of wave-number kR from 0.5-55 cm 1 , and digitization frequencies such that it can

resolve frequencies from 2 kHz to 5 MHz[118].

Figure 5-23 shows example fluctuating amplitude frequency spectra measured with

PCI for L-mode, I-mode, EDA H-mode, and ELM-free H-mode. It should be noted

that for the L- and I-mode, the PCI system doesn't resolve well low frequency, low-k

turbulence which may play a significant role in transport. In the plot, the L-mode and

I-mode have similar base fluctuating amplitudes (the WCM isn't typically resolved by
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the PCI diagnostic). The EDA H-mode also has a base similar to L-mode and I-mode

for f < 100 kHz, and the QC-mode is apparent in its spectra at f ~ 80 kHz. The

ELM-free H-mode, however, has significantly reduced baseline fluctuations at lower

frequencies, although near f = 120 kHz rises above L-mode and I-mode to match the

EDA H-mode levels. Although the PCI diagnostic is a line-integrated diagnostic, it

has some vertical localization due to sensitivity to the magnetic field pitch angle[119].

We note though that investigations of fluctuations using Gas Puff Imaging (GPI),

which is a measurement local to the LFS midplane, also showed[120] that ELM-free

H-mode has an overall reduction in fluctuating power in the pedestal region, while

the EDA is near L-mode, with a strong peak due to the QCM.
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Figure 5-23: Electron density fluctuation frequency spectra, measured with PCI. Note
the large reduction in fluctuation amplitude in the ELM-free H-mode.

This overall reduction in the fluctuations in ELM-free H-mode are an indication of

reduced fluctuation-driven particle transport, though detailed analysis of the phase re-

lationship of the density fluctuations with the poloidal electric field fluctuations would

be needed to make precise comparisons. Since the in-out impurity density asymmetry

persists in the ELM-free H-mode (see Figure 4-6), we can infer that fluctuation-driven
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Fluctuation

induced transport

may enhance n,

asymmetry, such

as in EDA

H-mode

transport localized to the LFS is not the primary cause for the in-out impurity density

asymmetry we observe in the pedestal region.

Despite this statement, we can not rule out fluctuation-driven radial transport

from being a contributor to enhanced radial particle flux in, for example, EDA H-

modes. In Figure 5-24, we plot the total fluctuation amplitude (integrated over k and

f) from the PCI diagnostic vs edge safety factor, q95 . A linear trend is observed in q95 ,

which was also previously observed for QC-mode fluctuations using reflectometry[99],

where it was found f ne oc (v*q2 5 )1-5 6 , where here v* is the mid-pedestal collisionality

factor. While this linear trend in fluctuation amplitude versus q95 correlates with

the LFS/HFS n, pedestal separation versus q95 (see Figure 5-4), further work would

be needed to determine if fluctuation-induced transport contributes to the impurity

density asymmetry.

This linear trend in q95 is very similar to the linear trend in LFS/HFS n, pedestal

separation vs q95 (see Figure 5-4), suggesting the QC-mode could play a role in the

increased impurity density asymmetry by flushing out impurities at the LFS midplane.
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5.4.6 Transitions

An empirical observation of transitions from L-mode and H-mode gives a further

confirmation of the conditions in H-mode providing the drive for the impurity density

asymmetry. In Figure 5-25 are shown profiles from the ELM-free H-mode in Figure

4-6, but here with two different time windows: those during the L-mode phase, after

the radiative collapse of the H-mode, and those during the H-mode phase presented

previously. As seen, in the L-mode phase, when the electron density and temperature

pedestals disappear, the impurity density becomes again symmetric. Then when the

H-mode builds up, the impurity density asymmetry develops again. This discharge

of time-varying pedestal conditions gives further proof of the H-mode background

plasma gradients playing a role in the formation of the impurity density asymmetry.

nz asyrimnetry
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H-mode pedestal
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in L-mode
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Figure 5-25: Time resolved impurity density profiles during an ELM-free H-mode.
The top graph shows the line-averaged electron density, with the H-mode time frames
in purple and the L-mode time frames in green. n, forms an impurity density asym-
metry when the plasma is in H-mode, and returns back to the symmetric case when
the plasma is in L-mode
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5.4.7 Transport Timescales

As discussed in Section 2, in the presence of strong gradients in density and tempera-

ture, the radial transport due to simple collisional transport can become comparable

to parallel transport time scales. This can affect the impurity density in two ways: (1)

if the radial transport was poloidally symmetric, a poloidally asymmetric impurity

source could be quickly transported inwards, leading to an impurity density asym-

metry and (2) if the radial transport was poloidally asymmetric, impurities can be

locally expelled or pulled inwards, similar to the effect of ballooning transport caused

by fluctuations. As shown previously, we have experimental evidence that an impu-

rity source at the HFS does not affect the impurity density asymmetry, so the first

method through which radial transport can cause an impurity density asymmetry can

be neglected. Here we focus on the second method, that of a poloidally asymmetric

radial transport becoming comparable to the parallel transport processes.

In impurity transport studies, the continuity equation (Equation 2.2) is usually

solved by assuming a separation of timescales, such that parallel and cross-field trans-

port can be solved separately, since parallel transport in the core plasma is much faster

than cross-field transport. This allows solving a one-dimensional equation in the di-

rection of interest. However, if the timescales for parallel and perpendicular transport

become comparable, the full two-dimensional equation would have to be dealt with.

Here we will make estimates for the transport time scales, and also investigate the

poloidal variation of said timescales. We consider two separate processes that work to

symmetrize density on a flux surface: parallel diffusion and poloidal convection. Note

that toroidal rotation will not play a role if the density asymmetry is axisymmetric,

since then V -n = 0. We then compare these timescales to the radial transport

timescale.

Parallel Diffusion (i) If ions could free stream along the magnetic field lines,

uninhibited by collisions, the parallel transport time would simply involve the parallel
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transit length, divided by the ion sound speed (thermal velocity):

L 1 _ iqRo ir m
S= L - q - qRo -

Vth f -T- 2 z-

However, most impurities are highly collisional in the pedestal region (this is

certainly true for boron, Z=5, due to the strong Z2 scaling of collision frequency),

meaning they will undergo several collisions before they can complete a full poloidal

circuit on the flux surface. In this case, the parallel diffusion and/or convection will

transport the impurities. The parallel diffusion coefficient is given as:

D11,z = V,2,z/Vzi

Note that only impurity-ion collisions are included, as they are the only collisions

that will lead to diffusion (self-collisions will not). This then leads to a parallel

transport timescale of

L 2 (7rqRo)2  2 q2'R
T|| ~I 1 -= V2 = Vz i -12

D11,z he,z/Vzi vth,

Here half of the parallel transit length L11 was used, since it's for source consider-

ations, which we care about travelling to the other side of the machine.

Poloidal Convection (-r) Asymmetries can also be reduced by poloidal flows:

Lo~ 
(5.11)

V

Radial Diffusion/Convection (,r,) Often cross-field transport is modelled by a

diffusion/convection form for the flux, r'z, = nzV, = -D2-anz + V""inz, as explained

in Section 5.3.

The radial transport (or cross-field transport) can be dominated by diffusion or

convection. The general form combining both is:
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Lr Lr
Vr -D, __ + V"mv

The scale length L, will be the minimum of the distance travelled of interest and

the perpendicular gradient scale length. Almost always, the impurity density gradient

scale length is used, |L I = nz

We can try to derive Dz and Vs"m from measured profiles and an impurity trans-

port code, such as STRAHL, but without time dependent changes to the impurity

density, we can not uniquely determine D, and VffO", only the ratio Vff""/Dz. In or-

der to have a lower limit on these coefficients, we will use the neoclassical form. This

is not without justification; in addition to the heuristic assumption that turbulent

transport is suppressed in the pedestal, such that neoclassical transport is dominant,

studies in ASDEX-Upgrade have shown neoclassical transport to well describe the

LFS impurity pedestal shape and location for several low-Z impurities[37]. Note that

the neoclassical form represents the minimum level of transport we would expect. If

the diffusion is actually larger, the radial transport timescales presented there will

only become faster.

The neoclassical diffusion coefficient for impurities should scale as Dneo ~ q2 pvzi.

Here we will use the flux-surface average D, and V"" from Equation 5.7.

Note that normally the diffusion will dominate over convection, but in the pedestal

region, the large gradient scale lengths can make convection important.

Here we should make an important note about the poloidal variation of the radial

transport timescale. First, the gradient scale lengths will be larger on the HFS, since

the physical spacing between flux surfaces on the HFS is larger than at the LFS.

Second, while Equation 5.7 presents the flux-suface averaged diffusion and convection

coefficients, in reality Dz and VCf"" will vary on a flux-surface (normally, this doesn't

matter since the parallel transport is fast enough to cause the impurities to sample the

radial transport on the entire flux surface). From the simple random walk problem,

the diffusion coefficient strongly varies with magnetic field, Dr oc B 2 , so locally, the

diffusion on the HFS will be much lower. Taken together, for similar nz profiles, the
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radial transport is slower on the HFS.

Ionization Time (rin) Another process that may be important in considering

the transport of sources is the ionization time, i.e. how long will it take a neutral

impurity to completely ionize. If the radial transport is faster than the ionization time,

a poloidally localized source could be transported further into the plasma, causing a

poloidal asymmetry. The simple ionization rate for a species with charge Z is:

rion = 1 (5.13)
nesion

where Sion is the ionization rate coefficients. In reality, determining the ionization

time for the fully-stripped boron requires coupling ionization and recombination (loss

and source terms) for each charge state leading up to B5+. But for the pedestal

temperatures of interest, recombination can safely be neglected. Take the case where

a neutral is suddenly introduced at a particular position in the plasma. The ionization

time we calculate here is the time it takes to completely ionize that neutral, i.e. the

sum of the individual ionization times of the individual ionization stages:

1 
(5.14)

z Z

This will be an upper bound on the ionization time, since really we should consider

the ionization time for a source atom charge state which enters into a region of strong

radial transport. However, the majority (80%) of this ionization time is spent ionizing

the final charge state, B4 +.

For boron, the ionization rate coefficients were taken from an ADAS data file used

in STRAHL (scdOO.b.dat), and checked against analytic expressions[121].

Timescale Example These timescales of interest are plotted in Figure 5-26 for

a IMA EDA H-mode, with the bottom graph showing the LFS and HFS impurity

density profiles, from which the gradient scale lengths Ln, were calculated. The radial

diffusion timescale in orange was calculated using a flux-surface averaged impurity
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density, assuming a dominant in-out asymmetry (nr = (nz,o) (1 + ni cos 6)).

limit, the LFS and HFS nz profiles were used separately to calculate Tr,, and are plotted

in the thinner orange lines. The poloidal transport time scale mr was calculated using

the measured LFS/HFS poloidal velocities, and assuming in between that Vo varies

as V = Kz(4)Be/nz. Again, as a limit m- was also calculated with LFS and HFS

measured Vo, and are shown in the thinner purple lines.
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Figure 5-26: Timescales for a 1 MA EDA H-mode. LFS/HFS impurity density profiles
are also shown.

Several interesting features are apparent. The radial transport becomes faster
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than the diffusive parallel transport near the top of the LFS impurity density profile.

However, the poloidal transport can still act to symmetrize the impurity density on

the flux surface. The radial transport process is comparable to the poloidal timescale

in the region beginning at p a 0.98, which is near the T pedestal top. This suggests

that the impurity particle transport can not be treated as a ID problem, but rather

we must face up to the 2D, perpendicular and parallel coupled transport equation.

The radial transport timescale becomes faster than the poloidal at p ~ 0.992, near

the ne and nzH pedestal tops. In principle, this separation of timescales may again

allow a ID treatment of the radial transport, using local gradients instead of flux-

surface averaged. As could be expected, the ionization time a, is faster than all

other processes in the core most regions. However, for p > 0.992 both the radial and

poloidal transport timescales become faster than the ionization, potentially meaning

sources in this region can be transported inward before completely ionizing.

Based on timescales alone, we could postulate that the increased radial transport

compared to the poloidal transport is a primary cause of the in-out impurity density

asymmetry. While the radial transport timescale we've shown in Figure 5-26 is based

on a flux-surface averaged diffusion and convection coefficient, in reality the radial

transport flux varies strongly with poloidal position[91, 122]. In regions of low radial

transport compared to parallel or poloidal transport, such as the core, this poloidal

variation of radial transport doesn't matter, since the parallel transport is so fast that

impurities will sample all of the flux surface, averaging out the poloidal variation in

radial transport. However, when the radial transport process happens on a timescale

faster than that of parallel or poloidal, impurities will start to only sample the radial

transport at the poloidal location where they entered the region of strong radial

transport. Since the radial transport can vary strongly poloidally, this can give rise

to impurity density asymmetries.

However, comparing to the timescales for an I-mode discharge in Figure 5-27, we

can see that the timescale picture is qualitatively similar: the flux-surface average

radial transport is close to or faster than the poloidal transport time in the region

of the temperature pedestal (p > 0.98). Yet as also shown in Figure 5-27, and was
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Figure 5-27: Timescales for a 1.3 MA I-mode. LFS/HFS impurity density profiles
are also shown.

previously shown in Chapter 4, the impurity density is basically symmetric between

the LFS and HFS, seemingly unaffected by the increased radial transport.

We stress that caution must be used in interpreting the timescales in Figure 5-26

and Figure 5-27. The timescales are approximate, especially considering that the

true flux-surface average impurity density isn't well defined. Here we have assumed

a dominant in-out cosine variation in nz. However the STRAHL results and previous

measurements of fluorine at the top and LFS midplane would suggest that perhaps the

impurity density varies only locally in a narrow poloidal extent centered around the
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LFS midplane. Also, the transport coefficients used to determine the radial impurity

flux, and hence Tr, are the conventional, 1D neoclassical transport coefficients (but

with measured impurity density gradients), which will most likely be incorrect in the

presence of strong gradients[22].

However, there is a robust neoclassical transport effect of ni gradients driving

inward convection of impurity particle flux (see Section 5.3). Because H-modes have

a strong main ion density pedestal, and I-modes do not, heuristically we can expect

a stronger inward impurity particle flux in H-mode plasmas. This is consistent with

and a potential mechanism for the empirical observation that the global impurity

confinement time is longer in H-mode than in I-mode[123]. This difference in direction

of radial impurity flux between H-mode and I-mode could also then be the cause of

the impurity density asymmetry observed in H-modes. Additionally, because of the

poloidal variation in ni, inferred from the T asymmetry (see Figure 5-8), in H-mode

the ni at the LFS will actually be further inward, which would result in a stronger

inward radial impurity flux at the LFS. Because the poloidal variation of ni is less in

I-mode than H-mode, this could even further enhance inward impurity particle flux

at the LFS in H-mode, and drive stronger in-out impurity density asymmetries.

The above discussion on the role of the main ion (or n,) gradient driving inward

radial impurity flux preferentially at the LFS, with stronger n, gradients further in-

ward at the LFS due to the poloidal variation of ne, are suggestive only, and haven't

been used yet in a transport code to show that they do reproduce the measured

poloidal variation in impurity density. Certainly, the strong outward radial impurity

flux due to the outward diffusive flux could be flushing impurities outward preferen-

tially at the LFS, though it would then be unclear why in I-mode impurity density

asymmetries don't form, since in I-mode the radial transport is comparable to the

poloidal transport timescales. To fully unravel these differences, a more complete

impurity modelling retaining 2D effects (-r, r, and po,j ~ La,, LT,) is necessary.

Additionally, as the ne pedestal spans the separatrix, it may be important to treat

the pedestal and SOL as a single connected system, whereas in most modelling efforts

they are usually treated separately.

I-mode has a

predicted strong

inward radial

impurity flux near

separatrix, due to

ni gradient, while

1-mode has only

outward radial

flux
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5.5 Summary

In this chapter we have explored in more detail the asymmetries which arise in impu-

rity density and temperature in the H-mode pedestal region. In-out impurity density

asymmetries in H-mode plasmas have a peak asymmetry value of 2.5 to 9, always

with higher densities at the HFS. The n_. pedestal on the LFS shows marked changes

with changing plasma current, namely that the width widens, and the location shifts

in slightly with decreasing plasma current. A comparison of pedestal locations of

nz and T at the LFS shows that the n, pedestal is consistently further shifted in

than the T_ pedestal, whereas for the HFS the pedestal location of the two quantities

generally align.

As a verification the LFS/HFS alignment, measured impurity temperature asym-

metries were used to determine if Spitzer power balance was satisfied. It was found

that, using a simple fluid model of parallel heat flux, the power flowing in the pedestal

region due to the in-out Tz asymmetry would exceed the net power in the plasma.

This motivates further studies into the correct parallel heat flux form in the pedestal,

whether T = T_ in the pedestal, and whether the main ion viscosity and inertia terms

become important in the pedestal. While these subjects could modify the alignment,

leading to decreased impurity temperature asymmetries, the impurity density asym-

metry would only increase.

An additional exercise was undertaken to determine if measured Da emission is

consistent with a poloidal variation in ne, leading to a HFS ne shifted further outward,

as would be inferred from the Tz asymmetry. Measurements of the D" radiance are

not inconsistent with such an ne asymmetry.

1D impurity modelling with STRAHL shows that, using conventional neoclassical

physics, the expected flux-surface averaged impurity density aligns closely to the HFS

nz, suggesting that either (a) the impurity density is only asymmetric in a very narrow

poloidal extent at the LFS or (b) 2D modelling of impurity transport is required to

fully describe C-Mod impurity densities in the pedestal region or (c) other anomalous

radial transport mechanisms are present at the LFS.
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Explanations for the impurity density asymmetry were explored, including local-

ized sources, fluctuation driven transport, and enhanced collisional radial transport.

Localized sources from the inner-wall, and from the LFS SOL were shown to not

affect the level of B5 + in the pedestal region. Fluctuations were ruled out as the sole

cause of the n, asymmetry, as ELM-free H-modes exhibit reduced electron density

fluctuation levels, but still develop an impurity density asymmetry. Finally, radial

transport processes using conventional neoclassical transport coefficients were shown

to be comparable to measured poloidal transport timescales, and much faster than

parallel transport timescales, signifying again that a 2D treatment of impurity particle

transport may be necessary. However, I-mode plasmas exhibited similar coupling of

timescales, but without in-out n2 asymmetries, indicating that the radial transport

magnitude may not be the determining factor in the impurity density asymmetry.

It was highlighted that neoclassical theory predicts that main ion density gradients

drive an inward convection of impurities, which, when considered along with the

poloidally varying ni in H-mode, could drive a stronger inward impurity particle flux

locally at the LFS, leading to impurity density asymmetries. The presence of an

inward impurity flux driven by an main ion density pedestal is also consistent with

the observed global impurity confinement being long in H-mode, while being short in

I-mode. While this appears to be the most plausible mechanism for driving the impu-

rity density asymmetry, actual impurity transport modelling with coupled 2D radial

and poloidal/parallel impurity transport is needed to determine if such a mechanism

can reproduce the measured impurity profiles.
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Chapter 6

Variation of Impurity Flows on a

Flux Surface

Having observed the impurity density variation, and possible causes, we now turn our

attention to the subject of poloidal variation of bulk impurity flows on a flux surface.

Specifically, we use the poloidal velocity measurements to determine if the divergence

of radial impurity flux becomes significant in the pedestal region. Additionally, we

explore whether the perpendicular impurity flow is accurately described to lowest

order by the E x B and'diamagnetic flows. As will be explained, these two topics

can be framed in the question of whether the quantities K, and w. (see Equation 2.8)

are flux functions. Combined with the information on poloidal variation of impurity

density, this will give us a clearer understanding of impurity transport in the pedestal

region.

6.1 Poloidal Velocity Flux Function Comparison

As described in Appendix A, for any plasma species j, the poloidal velocity flux

function Kj, which is a measure of the conservation of poloidal flux rje = njVjo,

is expected to be conserved when three conditions are met: (1) the particle density

doesn't vary in time (steady-state), (2) particle sources are negligible (S7 ~ 0),

and (3) the divergence of radial flux is negligible (V - (njyVjir) ~ 0), i.e. that all
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flows perpendicular to the magnetic field are tangential to the flux surface. With

the measurements of impurity density n., and impurity poloidal velocity VO at two

separate poloidal locations, the LFS and HFS midplane, we can determine if these

three assumptions are valid collectively for the B5+ species.

1 L2

0 CV

Figure 6-1: Control volume used to infer divergence of the radial flux from the poloidal
flux. The shaded blue region is the control volume, covering the top half of the
plasma. Poloidal flux FOL enters the control volume at the LFS through surface 3,
and a poloidal flux rOH exits the control volume at the HFS through surface 4. If
these poloidal fluxes (modified for flux surface spacing) don't match, this indicates
the presence of a net radial flux (i.e. Fzn, # Fzr2) or a particle source or sink in the
control volume. Control volume radial width is not drawn to scale.

The situation is depicted in Figure 6-1. A control volume, shown in blue, is chosen

to cover the top half of the plasma between two flux surfaces. The ends of the control

volume, surface 3 at the LFS and 4 at the HFS, have equal areas in flux space. If the

poloidal flux (Pz9 ) entering the control volume on the LFS does not equal the poloidal

flux leaving the control volume on the HFS, this must be balanced by either a net

radial flux (AJ'z, = Pzr2 - fzr.1) out of the control volume or a particle sink or source
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(S') within the control volume. Subscript Z refers to the impurity particle species.

This simple picture of particle conservation in this control volume is treated more

quantitatively in Appendix B, giving at the end an equation relating the mismatch

in LFS/HFS poloidal flux to the net radial flux leaving the control volume, AJ'z,:

AIzri ~ V) f1 (9r 1 fb2  [ FZOH _ zOL

f8 'b RL , BOH BOL
(6.1)

The first term on the RHS is due to sources, the second term on the RHS of

Equation 6.1 is the poloidal flux mismatch term.

Shown in Figure 6-2 is an example of the calculated Kz = nrVzo/Bo both at the

LFS and HFS for a 1MA EDA H-mode (see profiles in Figure 4-4). The width of

the profiles represent the vertical error bars associated with the measurement. Error

bar calculations here include a 2 km/s systematic error bar in the poloidal velocity,

a level deemed possible from the current method of wavelength calibration for the

measuring instrument. This velocity error bar dominates the error bar of Kz. The

error bar of K_ rises further inward as the density rises. As seen in Figure 6-2, within

the measurement error bars, K. is a conserved quantity between the LFS and HFS.

This would suggest that the divergence of radial flux of B'+ is small in the pedestal

region, and also that particle sources do not have a large effect on the transport of

B'+ there.

Using the same data but instead using the Tz-alignment (see Section 4.1) reveals a

significant mismatch between the LFS and HFS K_ in the region of 0.989 < p < 1.0,

as shown in Figure 6-3. For reference, this region roughly overlaps with the electron

temperature pedestal region. If the LFS and HFS impurity profiles were aligned by

matching T2, one would infer a very large divergence of radial flux.

The seemingly slight mismatch in K_ when aligning LFS/HFS profiles with the

Ti-alignment, shown in Figure 6-3, has a large effect on the inferred poloidal velocity.

The expected LFS poloidal velocity, Vfj' can be calculated using the typical tokamak

velocity Equation 2.8:

Divergence of

poloidal flux

conserved between

LFS and HFS

within error bars,

suggesting

divergence of

radial flux may be

small

Frvm poloidal

flux, large

divergence of

radial flux

inferred if profiles

aligned by T,
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Figure 6-2: Kz = F1 /Bo, measured at the LFS (red) and HFS (blue), using the
E,-alignment procedure (see Section 4.1). Within error bars, a good match is found,
consistent with K. = K2('J).

VP = Vmas nz,H BO,L
nz,L BO,H (6.2)

Shown in Figure 6-4 are the measured LFS and HFS poloidal velocity, along

with the expected LFS poloidal velocity, for both types of alignments, E,- and T -

alignment. As expected from the K results, with the E,-alignment, the expected

LFS velocity matches the measured well. However, the mismatch in K. that occurs

for the Ti-aligned case leads to an expected LFS poloidal velocity reaching -60 km/s,

much higher than the measured peak of ~10 km/s.

The result of Figure 6-2, that within error bars the poloidal flux is conserved

around a flux surface in the pedestal region since K, = Kz(4'), is observed in all

H-modes types, regardless of the size of the in-out impurity density asymmetry or

poloidal velocity magnitude. As an example, Figure 6-5 shows the K. profiles for an

ELMy H-mode, the same ELMy H-mode discharge of Figure 4-7. This H-mode has

a much lower collisionality, with most regions of the pedestal in the banana regime.
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Figure 6-3: K2 = F'2e/Bo, measured at the LFS (red) and HFS (blue), using the

T2-alignment procedure (see Section 4.1). In contrast to the E,-aligned case, Figure
6-2, a sizeable difference exists between the LFS and HFS.
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Figure 6-4: LFS expected and measured poloidal velocity when LFS/HFS profiles are
aligned using (a) E,-alignment and (b) T2-alignment

Additionally, the poloidal velocity was considerably larger. Despite the differences in

this ELMy H-mode, the K, profiles on the LFS and HFS match well within the error

bars. The expected LFS poloidal velocity evaluated using equation' 6.2 is also shown
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in Figure 6-5.
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Figure 6-5: (a) K, = Fo/B9 , measured at the LFS (red) and HFS (blue), using the
E,-alignment procedure for an ELMy H-mode. Good agreement is found, suggesting
the poloidal flux is conserved on a flux surface. (b) Corresponding expected LFS
poloidal velocity.

EDA H-mode discharges at low plasma current exhibit, like other H-modes, match-

ing LFS/HFS poloidal flux within error bars. However, noticeable differences in the

structure between the LFS and HFS are observed, shown in Figure 6-6. The LFS

FeO/B peaks further inward than the HFS quantity, due to a LFS impurity density

that is shifted inward more than the normal current case, Figure 6-2.

I-mode plasmas, which have very different velocity structures, and symmetric

impurity density between the LFS and HFS, exhibit matching K, values for the LFS

and HFS, just as in H-mode plasmas. Figure 6-7 shows an example, taken from a

reversed field I-mode. Although within error bars, the values further inward between

the LFS and HFS are well off shifted from each other, which needs to be further

explored.

In summary, in the pedestal region in H-mode and I-mode, the poloidal flux

normalized to the poloidal magnetic field (Kr) matches within error bars between

the LFS and HFS, when aligning profiles using the E,-alignment. When aligning

LFS/HFS profiles by Tz, there is a significant discrepancy in K. between the LFS

and HFS, indicating that in the Ti-aligned case, the divergence of radial impurity

flux is larger.
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Figure 6-6: K2, = F,.9/Bo, measured at the LFS (red) and HFS (blue), using the
E,-alignment procedure (see Section 4.1) for a high q95 EDA H-mode. A good match
is again found, however the peak positions are noticeably shifted compared to the low
q95 EDA H-mode in Figure 6-2.

6.2 Toroidal Flux Function Comparison

We now turn our attention to the toroidal velocity function, W,. As shown in Appendix

A, this quantity is actually representative of the fluid velocity perpendicular to the

magnetic field. From the results of the previous section, within error bars we expect

the perpendicular velocity to be tangential to flux surfaces, i.e. with only a small

radial component, and so the form of Equation A.2 should hold. In this form, w,

is still allowed to vary poloidally (see Equation A.3). The question then becomes

if the form of Equation A.4 also holds, which assumes the perpendicular velocity is

to lowest order composed of the E x B drift and impurity diamagnetic drift, and

that potential and impurity pressure are flux functions. Already we have seen that

impurity pressure is not a flux function (see Section 5), but, due to the Er-alignment,

potential is close to a flux function. If then the E x B dominates over the impurity

diamagnetic drift, then w,, would be a flux function to lowest order. Additionally,

other terms such as ion-impurity friction may become important in the perpendicular
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Figure 6-7: K, = F'2o/B9 , measured at the LFS (red) and HFS (blue), using the
E,-alignment procedure (see Section 4.1) for a reversed field I-mode.

velocity, which would again allow the term w., to vary poloidally. By using velocity

measurements to calculate w_, and comparing the LFS and HFS values, we are then

able to determine whether perpendicular velocity is to lowest order due to the E x B

drift.

Calculating w, from velocity measurements is more complicated than K, since wc

is composed of both poloidal and parallel velocities. To compare W, values at the LFS

and HFS, we must take into consideration the angle of the optical line-of-sight (LOS)

with the magnetic field to determine the correct projection of the expected velocity

vector. This can be important for the parallel periscopes, since their LOS won't be

exactly parallel to the magnetic field for every plasma discharge, as the magnetic field

geometry can change. To compare measured velocity to experiment, we must take

the dot product of the LOS vector with the velocity vector, Equation A.1. A generic

LOS vector with angle y to the toroidal direction is:

e = cos 7 + sin -
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Here we've ignored any radial component of the LOS vector, as these are small

for the CXRS periscope. The expected velocity, V P, along such a LOS is calculated

taking the dot product of Equation A.1 and the LOS vector:

V - K= K ) [BC cos y + B0 sin -y] + wzR cos y (6.3)

The LFS parallel periscope has an angle of yL ~ 70 with the toroidal direction,

and the HFS parallel periscope has an angle of -yH r 8.50. The measured velocity

from these parallel periscopes measure we will refer to as V,11 even if the optical

LOS isn't perfectly parallel to the magnetic field. Substituting Equation 6.2 for K2,

and rearranging we arrive at:

W2 = - [ meas _ vreas tan+ B)]R cos-yzI zo tn B0[- (6.4)

~d I eas _ meas BC
r' R I ||I zo Bo.

Note that while the measured parallel velocity is generally larger than the poloidal,

the poloidal velocity still contributes significantly to the wz calculation since it is

multiplied by Bc/Be.

Shown in Figure 6-8 are the calculated LFS and HFS wz for the same EDA H-mode

as Figure 6-2. Similar to the Kz calculations, the calculated wz match between LFS

and HFS within error bars. A deviation is found for p > 1.01 which, if these profiles

are truly absolutely aligned to the separatrix, is not a concern since we expect the

flows in the SOL to be controlled additionally by boundary conditions with material

surfaces.

Also similar to the K_ calculations is the deviation between the w2 on the LFS

and HFS that arises when LFS/HFS are aligned using temperature (T2-alignment),

shown in Figure 6-9, though for wz the region of disagreement is 0.978 < p < 0.99,

whereas for Kz it's a little further out (0.989 < p 1.0).

The expected parallel velocities can be calculated using Equation 6.4 and 6.3.
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Figure 6-8: w,, measured at the LFS (yellow) and
alignment procedure (see Section 4.1). Within error
for p < 1.01, consistent with w, being a flux function.

-

1 1.02

HFS
bars,

(green), using the Er-
a good match is found

Substituting velocity measurements from the HFS gives the following equation for

the expected LFS parallel velocity:

VeXP = COS vrneas nzH BeBL +tan( BI RL (BH +ltanV nL BOH BL/ RH \OH

RH COS 7H

(6.5)

The LFS measured and expected velocities are plotted in Figure 6-10. As expected

from the w, calculations, the E,-aligned case shows good agreement between VZ eas

and V"7, except outside of p > 1.01. The Tz-aligned case would predict extremely

large LFS parallel velocities, greater than ~100 km/s, much larger than the measured

-30 km/s.

This result that the calculated wz matches between the LFS and HFS within error

bars is a general result of H-modes studied, with no significant changes or deviations.

Finally, we show calculated wz in Figure 6-11 for the I-mode case of Figure 6-7.
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Figure 6-9: w, measured at the LFS (yellow) and HFS (green), using the T2-alignment
procedure (see Section 4.1). In contrast to the E,-aligned case, Figure 6-8, a sizeable
difference exists between the LFS and HFS.

E,-Aligned T,-Aligned

100 =nHFS Measurec

80 [ ]LFS Measured
LFS Expected

60

-,40

20

0

VZU

0.94 0.96 0.98
p

800

600

E

HFS Measurec
[ LFS Measured

LFS Expected

El
;?.200

0

CO' -200
1 1.02 0.92 0.94 0.96 0.98

p

Figure 6-10: LFS expected and measured parallel velocity when LFS/HFS profiles
are aligned using (a) E,-alignment and (b) T2-alignment

In the I-mode, w, matches between the LFS and HFS for most of the profile, then

deviates for p > 0.995.

We can conclude then from the calculated w, at the LFS and HFS that, given

175

8

6

4

2

0

-2

-4

-6
0.92

-20

-40
0.92

CY)

1 1.02



E x B dominates

perpendicular

impunity velocity,

since w2 = W,(0)

the proper alignment and within the error bars of our measurements, w,, is a flux

function. Recall from Appendix A that strictly speaking w. should not be a flux

function if the impurity density and/or pressure varies on a flux surface. Since we do

observe large impurity density and pressure asymmetries (Section 5), this points out

that in the pedestal of H-mode and I-mode, the impurity diamagnetic drift ( 1 )

is small compared to the E x B drift, or at the least that the asymmetric part of the

diamagnetic term is weak enough to not make a significant difference.
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Figure 6-11: w,, measured at the LFS (yellow) and HFS (green), using the E,-
alignment procedure (see Section 4.1) in a reversed field I-mode.

6.3 Comparing Inferred to Neoclassical Radial Flux

Divergence

A comparison can be made between the radial transport predicted from the balance of

measured poloidal flux and the expected neoclassical radial transport. To make this

comparison, we will calculate the derivative of IF, with respect to 4', essentially the

radial divergence. Using Equation 6.1, we have 0/04 (Afz,) = &/&4'Fz, - ,P

This leaves us with:
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DIz, nOr 1 F nZHVZGH _z V 1Lzr= IS ?zLzL(6.6)
ft z ft RL [ BGH BOL (

We can also calculate this divergence by taking the i-derivative of the diffu-

sion/convection form of the radial flux (see Section 5.3), and using the neoclassical

D and V coefficients:

8Vzneo((hz)zr = D- - (RB) + Y"e"(nz) (6.7)

In Figure 6-12 we compare these two methods of calculating the radial diver-

gence. Since Fzo/Bo matches at the LFS and HFS, Equation 6.6 gives ALrzr that

is zero within error bars. The radial flux divergence calculated with the neoclassical

diffusion and convection coefficients from Figure 5-12 is shown in blue, and shows

differences outside of the error bars, especially near the separatrix. A few reasons

could explain some of this difference. First, it is far from certain that the conven-

tional neoclassical radial impurity flux is correct, and has been shown to decrease as

density and temperature gradients increase[124, 56]. Second, these two quantities are

not entirely the same, as that based on the poloidal flux is really for half of a flux

surface, while the neoclassical result is a full flux-surface average. Third, sources may

be important for the radial flux calculation using measured poloidal fluxes (Equation

B.4). Sources have not been accounted for in the red trace in Figure 6-12.

We should note that if the velocity systematic error bars can be reduced, more ac-

curate radial flux calculations from poloidal flux measurements could produce inferred

radial flux measurements with error bars not crossing zero. Further work is needed

to determine if this method of using the poloidal flux to infer the radial impurity flux

is viable and useful.

6.4 Summary

In conclusion, we've verified that, within error bars, Kz and wz are indeed flux func-

tions for the B5+ species. This would signify that the divergence of radial flux is
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Figure 6-12: Divergence of radial flux, I' 2, calculated using the neoclassical coeffi-
cients, and inferred from the measured poloidal flux. The neoclassical is larger than
the inferred measured near the separatrix, though sources have not been accounted
for. Same discharge as Figure 6-2.

small, and that the perpendicular velocity is dominated by the E x B drift. We

must stress here, however, that if the systematic error bars of the measured velocity

are reduced through improved wavelength calibrations, a more detailed comparison

can be made, which may reveal a difference in the calculated K, and W, on the LFS

and HFS. The error bars due to photon statistics alone are smaller than 0.5 km/s

in the pedestal region, which would allow resolving radial fluxes on the order of that

predicted by one-dimensional neoclassical transport.

A comparison of the divergence of radial flux calculated by balancing the poloidal

flux out of a region, and also by taking the divergence of the neoclassical radial flux,

show that the neoclassical radial transport is within the large error bars of the radial

transport inferred by the poloidal flux, except close to the separatrix, where sources

may play a dominant role.

As a note on future work, if more accurate measurements of the poloidal flux un-

equivocally showed K, is conserved on a flux surface, then the radial transport could

be described as a one dimensional process. In this case, comparisons with advanced
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neoclassical theories such as Helander, Fulop, Landremann [124, 56, 104], based on en-

hanced impurity-ion friction causing impurity asymmetries, could be used or possibly

extended to compare with measurements. These theories predict maximum impurity

density asymmetries of (B(H/BCH)2 ~ 4, lower than observed on C-Mod (see Section

5), and are not ordered to allow large ion temperature variations, but could be used

as a starting point for future work.
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Chapter 7

Summary, Discussion, and Future

Work

7.1 Summary

We begin by listing the accomplishments of this thesis which answer the questions

and work set out in the Background Section 2:

1. Compare gas puff CXRS to high energy beam CXRS

A gas puff system was installed on the LFS, complete with new capillary and gas

plenum systems. Impurity density, temperature, and poloidal velocity from the

GP-CXRS were shown experimentally to compare favorably to neutral beam

CXRS for the LFS system, see Section 3.8. Other issues concerning diagnostic

effects were accounted for, see Section 3 and Ref. [100].

2. Determine if K, is a flux function

Analysis and operation of a newly installed HFS poloidal periscope, along with

the added capability of measuring impurity density at the LFS and HFS (see

next item) allowed comparing poloidal flows to the expected variation. From

the measured LFS and HFS poloidal fluxes, it was determined that within error

bars K, is a flux function. Additionally, a newly installed periscope at the LFS

made measurements of the parallel velocity with the GP-CXRS system, allow-
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ing complete characterization of the poloidal and parallel flows with GP-CXRS

only. This further allowed comparisons of w, which was also determined to

be a flux function within error bars, deviating only in regions of the SOL. The

complete set of poloidal and parallel views, along with the developed impu-

rity density measurement technique using GP-CXRS (see next item), allowed

a determination of the radial electric field, Er, at both the LFS and HFS. An

alignment technique was developed based on parallel momentum conservation,

and proved crucial to correctly comparing LFS and HFS profiles.

3. Measure impurity density at the HFS and LFS-HFS Impurity Den-

sity Asymmetry

A diagnostic technique was developed to measure the impurity density making

use of measured neutral emission in tandem with the measured impurity emis-

sion. A new Da photodetection system was developed and installed to measure

this neutral emission. These measurements confirmed the existence of a strong

in-out impurity density asymmetry in H-mode plasmas, with a buildup on the

HFS. Asymmetry ratios of A, from 2.5 to 9 were measured, with increasing

asymmetries at higher q95 [1001.

4. Role of background plasma gradients on pedestal impurity transport

Further investigations showed symmetric LFS/HFS impurity density profiles

in low ne gradient plasmas, such as L-mode and I-mode, suggesting that Vne

plays a dominant role in the impurity density asymmetry. Neoclassical impurity

radial flux was shown to be directed inward in H-mode, opposite that of I-mode,

further corroborating the effect of the ne gradients in H-mode playing a role

in the impurity density asymmetry. Poloidal and radial transport timescales

were shown to be comparable, suggesting the need to treat these two transport

processes simultaneously in a 2D impurity transport code.

5. Role of impurity sources on pedestal impurity transport

Experiments which enhanced the boron particle source at the HFS showed no

significant change in the observed pedestal impurity density asymmetry. Other
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experiments choking the SOL flow to the HFS, preventing possible LFS boron

sources from propagating to the HFS, gave similar results. We can conclude

that these two source mechanisms do not significantly affect impurity transport

in the pedestal region.

7.2 Discussion

The results and experimental observations in this thesis provide another step in un-

derstanding how impurities transport into the plasma, and what role the pedestal

plays in impurity transport and plasma performance. Much work is left in match-

ing these experimental observations with a theoretical picture, and reconciling with

other experiments. There is a common held belief in the tokamak community that

conventional, local neoclassical transport can explain the impurity transport in the

pedestal region. The findings of this thesis call this belief into question, and warrant

further investigations into the subject with experiment, theory, and simulation. Ra-

dial transport appears to be more important in the pedestal region than conventional

neoclassical physics would retain, though it is not clear if the radial transport effects

were retained, how different the impurity transport would be in an average sense from

the conventional picture. Certainly if radial impurity transport is large enough, and

enhanced at specific poloidal locations, this could provide an effective "hole" in the

transport barrier through which impurities will preferentially enter or exit.

Already important simulation and theoretical work is forthcoming, focused on in-

cluding the global effects caused by large gradients in the density and temperature[22,

7, 91, 23, 125]. Analytical formulas for pedestal transport are beneficial, but ulti-

mately the complexity of the problem will likely necessitate a computational solution.

7.3 Future Work

Future work here will be divided into C-Mod specific diagnostic and physics topics,

and general diagnostic and physics topics.
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7.3.1 C-Mod

At time of writing, Alcator C-Mod has recently been saved from shutdown, and is

currently operational, giving the possibility to improve on the GP-CXRS diagnostic

and further explore the pedestal physics discussed in this thesis.

Several improvements should be made to the Alcator edge CXRS diagnostic, some

which may require some effort. First, the lab space location of the spectrometers is

such that wavelength recalibrations are needed quite frequently. Moving the spec-

trometer/CCD cameras to a more stable location, or replacing with a sturdier table,

will ensure velocity measurements are stable for long periods of time, without exces-

sive recalibrations. Additionally, improved inter- or intra-shot wavelength calibrations

should be investigated. For example, using a small integrating sphere with a neon

lamp for the intra-shot neon source, to ensure uniform light on each of the six CCD

columns. Current work by C. Theiler on inter-shot calibrations using neon ECDC in

the machine may provide a way to calibrate all used channels simultaneously.

The LFS parallel viewing periscope ("TORGPI") could be upgraded. In its

design, compromises had to be made in the viewing angle, so that currently all views

aren't exactly tangent to the flux surface where the periscope focuses. This was done

since a port is where the periscope would ideally be placed. Fixing this situation

would require moving the entire LFS GP-CXRS in-vessel assembly, not a small task.

This would also allow creating an improved viewing dump to minimize stray light

reflections. Another upgrade to TORGPI would be a new fiber bundle, with a second

row of fibers similar to the LFS poloidal periscope. This would allow densities to be

measured with the parallel periscope; the parallel periscope will be less susceptible

to instrumental issues for the density measurement, and would be closer to how the

HFS impurity density is measured.

A current detraction from the GP-CXRS system is its potential to perturb the

plasma (especially low density plasmas) through gas fueling and/or RFpower trips,
due to increased neutral density at the ICRF antennas. The current gas delivery

system is simple, but slow and ineffective in its gas delivery for the purposes of GP-
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CXRS (most of input gas does not reach the regions of interest). An improved valve,

perhaps with a piezo-electric drive and/or a super-sonic nozzle, could be controlled

on fast timescales and allow more control over the gas flow into the chamber, allowing

GP-CXRS to be used more frequently. It could also allow multiple pulses during a

shot, to give time for background frames after a pulse also.

The impurity density measurement using Da for measurement of neutral emission

could be further refined, improving the understanding and ability to remove any

time-changing background neutral density.

As to the pedestal physics studied here, more statistics would be very useful. The

full GP-CXRS system, complete with LFS and HFS impurity density measurements,

was only operational for a short time of the duration of this thesis. With the system

now well in place, further studies to improve and expand the dataset with complete

LFS/HFS impurity profiles, with gap scans to enhance resolution would be beneficial.

The importance of the gap scans is paramount, as the LFS/HFS alignment without

such scans is extremely difficult. Specific regimes which are lacking full data coverage

are the ELMy H-mode and reversed field H-modes.

Developing the knowledge and tools necessary to run kinetic EFIT's on C-Mod in

a more automated and regular way would be useful in giving a better idea of where

the alignment of LFS/HFS profiles should be initially. Many of these tools exist in

the Osborne toolbox, but need to be explored further in terms of varying alignments

of Te and T,.

7.3.2 General

Already, ASDEX-Upgrade has a well-working GP-CXRS on the HFS. Further investi-

gations on other tokamaks of poloidal variation of impurity density, along with other

pedestal parameters, would be useful.

Throughout this thesis, a glaring hole in several areas has been the absence of

main ion measurements. The E,-alignment procedure really depends on T, not T

(in this thesis the two were assumed equal), and the validity of the procedure depends

on the main ion rotation being below certain levels for the inertia and viscosity terms
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to not matter (see Appendix A). Beyond the topics of this thesis, several important

physics questions regarding the formation, sustainment, and future performance of the

pedestal region rely on understanding the main ion behavior there. Main ion CXRS

is a very difficult diagnostic, due to spatial delocalization, but the measurement of

the main ions would be very beneficial to furthering the studies of pedestal physics.

Although several mechanisms were explored to explain the density asymmetries

and velocity structure, everything in this thesis focused on analytical expressions.

Efforts to model or simulate the Alcator C-Mod pedestal regions, including the sharp

gradients in density and temperature, would greatly contribute to understanding the

drives and implications. Certainly work with full-f codes (e.g. XGCO), which in prin-

ciple can simulate the complicated scale lengths of the pedestal region, would be the

most favorable approach, but also the most costly in terms of initial investment and

actual run time. An extension of the typical 1D impurity transport codes, allowing for

poloidally varying diffusion and convection coefficients and solving the 2D continuity

equation, could allow interpretive modelling of experimental results. Modelling with

fluid codes, including important pedestal impurity transport drives such as inertia

and friction, as done at ASDEX[105], may also give insights.

Additionally, work on including the effects of multiple impurity species may be

beneficial, if not necessary to fully understand these results. The impurity transport

coefficient expressions (Equations 5.7) were for a single impurity in a plasma, whereas

more complicated expressions are needed for multiple species[93, 126, 33]. While

boron is usually the dominant impurity species on Alcator C-Mod, the recent increase

in use of low-Z seeding to improve plasma performance has resulted in higher levels

of other impurities, such as neon or nitrogen. Measurements of these species, and

consideration of their effects if any on the boron impurity transport would be useful.
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Appendix A

Velocity Flux Functions

The basic form of the bulk velocity for any species in a tokamak plasma, under certain

assumptions which will be detailed, is described by the following equation:

Vi = njB + wj(O)R (A.1)

where j is the species, ? is the poloidal flux, K(/) and w (4') are (as of yet) unde-

termined flux functions, nr is the density of the species j, B is the vector magnetic

field, R is the major radius, and is a unit vector in the positive toroidal direction

vector (clockwise if viewing the machine from the top).

Here we describe the derivation of this expected form of the bulk velocity in

a plasma. Assumptions will be outlined and discussed in the context of impurity

velocities.

A.1 General Derivation

We begin by assuming steady-state, and that we are in a source-free region, so that

the continuity equation gives us:

V - (njVj) = 0
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Now we will assume that the radial velocity is small, i.e. that the perpendicular flows

all stay within a flux surface. We can write this generically as:

B x V (A.2)
V = -wy(4',9) B2

The B2 was chosen as a normalization constant, so that the arbitrary function

wj (4, 9) has units of [1/s]. Note that here we allow wj to vary poloidally, but for the

derivation to hold, must be axisymmetric, i.e. w3 $ w3 (().
The magnetic field in a tokamak[31] can be represented as B = 1 (0) V(+V(x V4,

so that B x VO,= I(O)B - RB 2C. This gives the diamagnetic velocity term as:

n3V3 = -nj w (0, 0) I(O)B - RB2 C (A.3)
B32

Applying this equation to the steady-state continuity equation we get:

V- (njVj) = V (njVilf>) + V - (njV3 )

= ~ ~ ~ n Bj - (+9 --dV-I(,O)B-RB2= B.- V ( ) + V( w (V, 9)

= B V (2i) - V - (I,("Bni w(, 9
= ,.V,2~ J4 )nj(4',9))

=B -1 2&1 - nj wj (0, 0)

This expression, from continuity, equals 0. Any function where there isn't a gra-

dient along magnetic field lines (i.e. B - VO = 0) is a flux function, so:

B B 2 naw(4,)K( )

Combining with the perpendicular velocity, we get:

njVj = Kj(V))B Bn3 w.(, 9) I(tP)B-RB 2 ( njwj (4,0)

Ki (0) B+nj wj(0,)R(

In this general derivation, we have shown that we can derive the typical flow

188



equation form without forcing wj to be a flux function. Additionally, no assumptions

were needed about the density nj, so that it is allowed to vary poloidally. As we

will see in the next section, the reason wj is typically assumed to be a flux function

is because the lowest order perpendicular drift velocities (E x B and diamagnetic)

force us to assume wj is a flux function, otherwise the assumption that radial flows

are negligible breaks down.

A.2 Lowest Order Drift Derivation

The general momentum equation is:

m n3 ('j + V - VV =-Vp - V - 7r + Zjenj (E + Vj x B) + Rj

Taking the cross product with the magnetic field direction (b) we arrive at:

( x (Vp 3 + V - 7r- R3 + m3n, + V3 -VV3
Sx (E + Vj x B) = Zjn

Using the vector identity A x (B x C) = B (A -C) - C (A - B), we can write

b x V3 x B = B VB ( Vb)-(b -V) =BVi+V1b-bVj =BVi. Sowe

arrive at an equation for the perpendicular velocity:

E x B +b x (Vpj + V - '7rj- Rj + mj nj -,V- + Vj -V Vj
V3  B2  

Zjen B

For a low flow ordering (V ~ Lvtj), consistent with the edge plasma[127], many

of these terms will be of lower order, leading to:

ExB bxVpj
B2  ZjenjB

If we take E = -Vb(4') = -2V4, assuming <P(o) is a flux function, and only the

electrostatic piece of the electric field matters (ordering), and also take pj = pj(V),
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then:

n3 V 1  B2[ n 6  Z9eD 1 9 P3BI aV) Zjeo ft

Note that by assuming D = 4D(,0) and p = pj (,0), we are explicitly ordering the

radial flow to be smaller than the poloidal flow (the poloidal flow is roughly in the

B x VV5 direction). This equation is now in the form of the general perpendicular

velocity equation (Equation A.3), with:

W=+ -- pa 4D + (A.4)
I@ Za jenj -p TO.

We can simply apply the procedure above to arrive at the general flow equation

(Eq. A.1).

Note that although we've assumed D = @(P) and p = pj(4'), i.e. that they

are flux functions, we have again not needed to make an explicit assumption about

the poloidal variation of the density, such that nj = nj(0, 0) is allowable, and then

wj = wj (0, 0), i.e. wj is not a flux function. If arguments can be made about the

temperature of species j being a flux function, then nj will also be required to be a

flux function, otherwise our assumption that the pressure p is a flux function would

break down. So the only conditions for which wj can be considered constant on a flux

surface is if the potential ((D), pressure (pj), and density nj are all constant on a flux

surface. If we allowed poloidal varying potential and/or pressure, this would result in

a perpendicular velocity term directed mainly radially (B x VO term), which we've

assumed to be small. If such terms are important, it would invalidate the velocity

form of equation A.1.
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Appendix B

Radial Flux Inferred from Poloidal

Flux

Here we quantitatively consider the meaning of a discrepancy between the LFS and

HFS poloidal flux. To do so, first consider a control volume covering the top half of

the poloidal plane, conforming to the flux surfaces, and covering the entire toroidal

extent. This is shown in Figure 6-1. Now, we integrate the steady-state continuity

equation over this control volume:

f dVV - (nV) = j dS - (nV) = jdV Sz (B.1)

where we have used Gauss's law to convert the control volume (CV) integral of a

divergent quantity to a surface integral of that quantity, with dS a differential surface

area vector, pointing in the direction outward normal to the control surface (CS). If

we write the velocity vector in magnetic coordinates (4',9,(), the divergence of the

toroidal component is identically zero due to axisymmetry (V - n2Vg = 0), leaving:

Ic S dS 4' r nV2 = f dV S - dS . On-,Ve (B.2)

In the absence of sources and sinks, the divergence of poloidal flux exactly balances

the divergence of radial flux through any control volume.

Returning to Figure 6-1, the only surfaces that will have normal vectors in the
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poloidal direction will be the LFS and HFS midplane ends, surface 3 and 4. A dif-

ferential surface element of these surfaces can be written as dS = 27rR (ar/a) do=

21rB;~'db, with the normal vector directions defined in Figure 6-1, resulting in:

/ dS.- zr=f dVSn " d,27r nzHVzeH _ nzLVzOL (B.3)
c S JCV I 1  . BOH BOL .

The surfaces 1 and 2 have differential surface elements of dS = 27rRdfe in the -4

and 4 direction, respectively (for circular flux surfaces, dce = rd9). This then gives:

CS dS - /)Pzr~ frT d14 2ir [R2 zrI1 2 - R1  ](B.4)
~ 27rRcLe [fzr1 2 - Fz,11]

where R, is the major radius centroid of the flux surface, LO = fJ deo the half

perimeter of the flux surface, and F = &- fIT dee F. This approximation is possible

because we are only concerned with the pedestal region, such that r2 ~ r, ~ a, the

minor radius, so that only the derivative terms in the divergence will be important

(i.e. Fzr/r terms are neglected).

The source term will be dominated by ionization of B4+, Sn = nenB4+S' +, for

typical C-Mod operations. This is because the recombination rate is low at pedestal

temperatures, and the charge-exchange sink term is also low at the typical background

neutral densities in C-Mod. Determining the B4+ density requires an impurity trans-

port code, such as STRAHL. If we assume the flux surface averaged source term is a

function of 4 only, then we can write:

dV Snz: 27rRLe d4Sz"- ( B.5)
CV do aO1B5

Equation B.4 allows calculating the total divergence of the radial flux, Azr_ =

zr 12 ~z, 1,through a particular region. Combining with Equation B.3 and Equation

B.5, we can calculate the divergence of the radial flux through our control volume in

Figure 6-1 by using measured poloidal flux, nzVz,, from the LFS and HFS:
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AFzr = d zOr 1 )2 d n [ZHVZOH _ nzLVzOL (B.6)
&ZvbRcLe JB BOH BOLI

If the velocity followed the canonical form (Equation 2.8) we could substitute into

Equation B.6 the equation for expected LFS poloidal flow (Equation 6.2) , which

would result in the term in the brackets [] being identically zero, so that when the

velocity follows the general flow Equation 2.8, and the source term Sz" is negligible,

the divergence of radial flux is zero, as required from the derivation in Appendix A.

Therefore, any deviation of the measured poloidal velocity from the expected form

translates into an effective radial flux. This effective radial flux could be either an

actual radial flux, or due to an impurity particle source/sink.

We can form a cross-field transport timescale, which represents an impurity con-

finement time in our control volume:

eff fV dVnz 27r RLf 2 dp n F r P
2dp nz !Bre f fp 1  rp Jpi O~P (B.7)

27rRcLoAfzr 27rRcLeAfzr Arzr

This is representative of the level of radial transport needed to balance both the

poloidal flux out of the control volume and the impurity source generated within the

control volume.

193



194



Appendix C

Parallel Momentum Equations

The momentum equation valid for any species is:

min[ +vy -vv] =-Vpj-V.- +Zjen(E+Vy xB)+Rj

We will assume steady-state, so that a -+ 0, and E = -V<D. The parallel

momentum equation is then:

(C.1)

C.1 Electrons

We begin by ordering terms. Here we will assume a low-flow ordering, appropriate

for C-Mod: Ve| ~ Vil ~ O(6 Ovthi), where o = poi/Li, with poi = mrvth,i/eBO

the poloidal ion Larmor radius, and L the gradient scale length of the main ion

temperature or density. For typical C-Mod pedestal parameters, this gives Vill < 100

km/s.

Electron Inertia

meneb V, -VVe meneV IA/Lil

b VPe neTe/Ll1
V gj M2 ej2<I

(Ve,e Mi
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Electron Viscosity

b V. re pereeV__L 1/4 me I 6 eVth,i me Ti JO
~e ~ e -- - - ~_ -V7-- <b-Vpe peL1  m2  Tel/jj2erqRo mi

where we approximated 27re3/ 2 ~ 1, and used the fact that vii = VeeVth,i/Vth,e.Also,

we assumed V1 ~ V If the collisionality became very small, we may have to include

the electron viscosity, but generally for the pedestal region with modest collisionalities,

it can be ignored.

Electron Friction Force

b -Re meneveVei me T viiLm6Tvi 1
~ ~ - - - viL oth i _T Ej (<b - Vpe neTe/L Te me Te' mi Te

Here we used ve ~ vi . If the collisionality became very high, we
FTe'

may have to include friction, but generally for the pedestal region it will never reach

factors of 40, and so can be ignored.

Putting It All Together

We are left with the equation:

b - [Vp - eneV<D] = 0

We now make the ansatz that the electron temperature is a flux function, Te =

Te(?) = TL. For an axisymmetric quantity, F = F(@, 0), VF = LVO+L VO, then
OF

b - VF = -b - VO since b - VO = 0, giving us:

1 9ne e a<b

ne 09 TeL 09

Integrating we obtain our final solution, showing that the electrons follow a Boltzman

relation:

e

Te (0, ) =eL e TL(C.2)
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where quantites with a subscript 'L' are taken at a fixed poloidal angle, OL, but

can still vary in y.

C.2 Total

We now consider the total momentum equation, or the sum of the individual momen-

tum equations for electrons, main ions, and a single impurity ion species. Now, the

friction forces will disapper, since by definition Rjk =-Rj, and so Z..ejz R3 = 0.

The electric potential term will also disappear, as the prefix is ni + Zn, - ne, which

due to quasi-neutrality is identically 0. We will also neglect the electron viscosity and

inertia, as shown above. This leaves the following equation:

b - [miniVi -VVi + mmn2Vz -VVz + V(pe + pi + pz) + V - (ri + 7rz)] = 0

Impurity Inertia

V2I 2
mnzb -V - VVz mznz 2v 1 lii mn2 n2

~*. ~ 2Vp- Z -j < 1b -V Pi niTi /Lll mini Vth,i ni

Here we have used mz (for deuterium main ions), and that Vl|| ~ Vill. ImpurityMi 2

inertia is negligble, as the dominant impurity, boron, typically is at a level of ~

0.01.

Impurity Viscosity

2iLI L 22~h,b -V -irz pz-rzzVz||LII nzTz Vz|| 1 m2 T2 Jotveni 1 T2 J, <
b. -Vpi pi LI1 niTi 'z L|| 2 Fm Ti vi 22rqRo Z2 Ti v*

where we have used -22 = AL_ (T

Impurity Pressure

b -Vpz n<
b -Vpi ni
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Main Ion Inertia

minib -Vi. VVi miniVi/Lil il 2

b -Vpi niTi/L| vth ,i

This suggests that the main ion inertia may become important in the pedestal

region.

Main Ion Viscosity

b -V - iri PiriiVi||Lil Vill Vth,ie 2 o

b -Vpi pilL1 " LI, viiqRo v*

This also suggests that the main ion viscosity may become important in the

pedestal region.

Putting it All Together

Without main ion flow measurements in the pedestal, these orderings can't be con-

firmed. Various other effects will change transport in the pedestal, which could dras-

tically change the main ion velocity term. As a gross simplification, we will ignore

the main ion viscosity and inertia terms, recognizing this may be dangerous. This

leads to the lowest order total momentum equation:

b -V (pi + pe) = (P + pe) = 0

Which gives the result that total pressure is constant on a flux surface:

pe + Pi = CL(0)

Using quasi-neutrality, we substitute for ni and solve for ne:

neTeL + [(ne - Zn.)] T = CL -+ ne(TeL + Ti) - Zn.T = CL

Solving for CL using the parameters measured at the LFS:

CL = neL(TeL + TiL) - ZUzLTiL
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Then the final equation for ne:

CL _ Ti
TeL +Ti TeL +Ti *

TeL + TZ nzT - nzLTiL
TeL +Ti TeL +Ti

A similar method can be used for ni. Since T, is a flux function, the Boltzmann

relation (Eq. C.2) holds, and we simply need to insert the modified ne expression to

solve for the potential, <D. We also assume that T = Tz. Our final set of equations is

TeL + L nzTz - nzLTzLn. (ib,0) -TeL +Tz TeL +Tz

nj(4, 0) = TeL + TzL ZnzLTzL + (ZTeL + Tz)nz

Te + LTz TeL +Tz

TeL (TCL+TZL -T - 'TzL
4D( ) = DL + -LIn + Z Ze L "

e TeL+Tz TeL+Tz

where quantities without a subscript 'L' vary poloidally, e.g. nz = .(0, 0) and

quantities with a subscript are taken at a fixed poloidal angle, OL, and depend only

on V).
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Appendix D

Rate Coefficients for Species of

Different Temperatures

In laboratory plasmas at typical fusion research densities (n= 1016 - 1022 [M- 3]), it

can usually be assumed that on closed field lines the ions and electrons follow local,

Maxwellian distributions, and that for the diagnostic time scales of interest that

collisions drive the different species to be in thermal equilibrium (T = T). For Gas

Puff Imaging (GPI) Charge Exchange Recombination Spectroscopy (CXRS), where

donor neutrals are introduced by puffing molecular gas, it is important to account for

the fact that the donor neutrals can have a thermal distribution with a temperature

different from that of the receiver impurity species. It is then necessary to derive a

rate coefficient equation which accounts for these velocity distributions with different

temperatures.

D.1 Setup

The general rate coefficient for a two-body process is:

(O-v) = dvidV2 o(v) V fi(v1 ) f2(v 2 )

where v = lvi - v2 jis the relative speed, fi and f2 are the velocity distributions

201



for the two particle species, o-(v) the cross-section for the process, and f dvi =

f f f dvdvydv . For the case when the two species follow a Maxwellian distribution

and are in thermal equilibrium, i.e.:

f2 (v2 ) = n2
1 2

the rate coefficient reduces to the simple form (see Appendix A of Ref. [62]):

m 00
(21rT) fo

E o(E) e-T dE

where m, = "'m is the reduced mass and E = imV2 is the beam reaction energy.

D.2 Different Temperature Derivation

Now derive the rate coefficient equation for different temperatures, i.e.

Using the Maxwellian distributions as above again, we have:

(o-v) = ( 2
(27rT1 ) ( 2T2 

2 dv1 dv2 o(v)v e 1 

T 2

Instead of the usual Center-of-Mass velocity, define now a "temperature weighted"

Center-of-Mass velocity:
aV1 + "Mv 2

V = T1 T2

It can be verified that the velocities can now be written as:

2v
V, =V_ T2 v

V2 =V+ T M

TT T2

These two variables, Vand v are an independent basis from v, and V2. Making these
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substitutions, with the Jacobian giving dvidv 2 = dVdv:

3
2

(OrV)
-7rT(2ml) ( 2 2 if dVdv a(v) v e- [(2+g) 2 + 2) v2

Now changing to spherical coordinates with dV =V2sin()dVdOdb = 47rV2 dV and

dv =v2 sin(')dvd'dO' = 47rV 2 dv:

(av) = 2 M2 2 (47r2
27rT1 27rT2 ) O

dVV2e- ( M+M)V2 00 dv o-(v) v3 e- 12+M2 Ti 2

The integral over dV can be carried out immediately, using the change of variables

x = + and using the integral relation:

Io 00 x ex2 d x =I

So that now:

(o-v) = ( 2
(27rT1 )3

1 0

m7 +

2 T1 T2

M2 2

27rT2 )

3 -(1 m lm 2

dv o,(v) v3 e 2
m1 T2 +M 2 T1

At this point we can make a couple of different substitutions in terms of energy. If

we substitute a relative beam energy, E = IMIV2

(av) = ( i 2)
(2 7rT1 3

3

m 2  2

27rT2

1 7r 2 2

(M + m2 ; 

4 0

T1 T2

E -2 EdE o(E) E e M1+m2 Teff

ji 1 o
(o-v) = 8 dE or(E) E e "1+M2 Teff

where Tef = m'T2+n2 T1, and m, is the reduced mass as defined above.

If we instead substitute the center-of-mass energy E = }mv 2:

(ov) = m 2

2.7rT1 )3

3( 2 \2 1 ir'i2 [E

2 2} r 2 - 0 dE o (E ) E e T f
27rT2 + m i2 4 m2 fo

2 T1 T2
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(O-v) = ---- j- dE a-(E) E e TM

Teff f

D.3 Numerical Calculation

The (ov) can be calculated efficiently using Gauss-Laguerre quadrature. The general

Gauss-Lagueere quadrature formula is:

dz F(z) e-Z = wiF(zi)
0 i=0

where wi is the Gauss-Laguerre weight factor, and zi is the ith root of the (n+ 1)th

degree Laguerre polynomial. Using this form for the (ov) formula:

[ 7r 1N
(o-v) ~ wo-zEi

mr TTef f
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Appendix E

Da Photodiode Calibration

The DA photodiodes are calibrated using the bright Labsphere. This will document

the calibration procedure, including assumptions made.

E.1 D, Signal

The Da voltage signal is given by:

VD, J Teri Trelay Tcoiiimator Tfilter (A) Sk Rf G Iy,, (A) dA

where:

Tperi Periscope transmission

Trelay Relay fiber transmission

Tcolimator Collimator transmission

Tfilter(A) Filter transmission

Sk Cathode Radiant Sensitivity [y]
Rf Feedback resistor [VA
G Constant etendue factor [i 2 ster

ID,(A) Input Da Spectral Radiance L m' A
A aeesteA

A Wavelength [A]
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E.2 D, Calibration

The calibration of the Da photodiodes is done with the bright Labsphere, the URS-

6000. At the wavelength of interest, AD. = 656.099 [nm], the spectral radiance is

0.1959 [ w 51 As this is input into a fiber directly into the collimator (bypassing
m2 .ster-A

the periscope and relay fiber), the output voltage is:

Vcal = f Tcoiimator Tfilter(A) Sk Rf,cal G Ica (A) dA

= Tcoiimator Sk Rf,cal G f Tfilter(A) I',(A) dA

The output voltage during a plasma shot is:

Vpasma = f Tperi Trelay Tcoiiimator Tfilter (A) Sk Rf,plasma G IIasma (A) dA

= Tperi Trejay Tcoiiimator Sk Rf,plasma G f Tfilter(A) Iplasma(A) dA

The factors that stay constant between the calibration and the plasma signals are

Tcoimator, Sk, and G. Inserting the calibration factors in place of these we have:

Vpiasmna = Y ca( Rf plasma Teri Treay Tfite,(A) IjNasma(A) dA

If we assume the width of the plasma Da line is much smaller than the filter

function width (A PIasma < Ar Tiltr), then the filter function can be taken out of the

integral, and evaluated at the Dc center wavlength (this errors associated with this

assumption are evaluated in Appendix A). The Da radiance can then be written:

ID = J IN asma(A) dA = 1 Rf,cal f Tfilter (A) Ica(A) 0A Vpasma
" Pi Teri Treay Rf,plasma Tfilter(Ao) Vcal

The portion that won't change between the calibration and the plasma shot can

be rewritten as a calibration factor, C. 1 :

SRf,cal f Tfilter(A) Ic1 (A) dA MQ W

TfterAO)2 - ster
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which produces the final equation for the D, radiance:

IDa = J asmaA Ccal Vpasma
Tperi Trelay Rf,plasma

Error Analysis of D, Signal

The error associated with the five entities are as follows: Teri and Treiay errors are

estimated at about 5%. Ccal error is calculated to be about 1%. The feedback resistors

used give an error for Rf,plasma to be 1.412%, as there are two resistors in parallel.

The remaining error bar to calculate is OVpama_. Normally this would be calculated

as a combination of "dark" noises (i.e. all noises associated present when no light is

shining on the photodiode) and the "shot" noise (photon statistics noise):

'Vp_ = V,hot0 rk +2 dkaif+vrk (E.1)
= V2eRfVrlasma/f + Vark = evC fm + dark

where we have made use of SkP = "asma and Af = 22R, The dark noiseRf 21~

can be calculated from the photodiode datasheet, or better yet measured during a

completely dark time. From measurement for the photodiodes, this dark noise is

typically Vark - 4e - 4 Vrms, which is larger than quoted on the datasheet, and

may have to do with additional noise added in by the digitizer or Lemo break-out

panels. Considering our normal setting is Rf = 24.390 MQ , Cf = 5pF and the

maximum voltage Vplasma = +12 V due to op-amp railing, the maximum shot noise

is Vshot,max ~3.5e - 4 Vrms, so that we are always dark noise limited.
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