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Abstract

We present a deviational Monte Carlo method for solving the Boltzmann equation
for phonon transport subject to the linearized ab initio 3-phonon scattering opera-
tor. Phonon dispersion relations and transition rates are obtained from density func-
tional theory calculations. The ab initio scattering operator replaces the commonly
used relaxation-time approximation, which is known to neglect, among other things,
coupling between out of equilibrium states. The latter is particularly important in
two-dimensional materials such as graphene, which is the subject of this thesis.

One important ingredient of the method presented here is an energy-conserving,
stochastic particle algorithm for simulating the linearized form of the ab initio scatter-
ing operator. This scheme is incorporated within the recently developed deviational,
energy-based formulation of the Boltzmann equation, to obtain, for the first time,
low-variance Monte Carlo solutions of this model for time- and spatially-dependent
problems. The deviational formulation ensures that simulations are computationally
feasible for arbitrarily small temperature differences, while the stochastic treatment
of the scattering operator is both efficient-in the limit of large number of states, it
outperforms the more traditional direct evaluation methods used in solutions of the
homogeneous Boltzmann equation-and exhibits no timestep error.

We use the method to study heat transport in graphene ribbons, a geometry used
to experimentally measure the thermal conductivity of graphene. Our results show
that the effective thermal conductivity of ribbons decreases monotonically as either
the length or the width of the ribbon decreases. We also show that at room tempera-
ture the error introduced by modeling the effect of transverse diffuse boundaries using
a homogeneous scattering approximation is on the order of 10% and as high as 30%.
A simple parametric model for the effective thermal conductivity depending only on
the Knudsen number is presented that outperforms the homogenous scattering rate
approximation in terms of accuracy. Spatially resolved temperature and heat flux
profiles are also obtained and analyzed for the first time in graphene ribbons using
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the linearized ab initio scattering term.
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Chapter 1

Introduction

The large thermal conductivity of graphene [41, 10, 29, 69, 34] makes it an appealing

material for thermal management applications, but begin a two-dimensional material,

thermal transport can be strongly dependent upon boundaries and boundary condi-

tions [98]. This sensitivity can be leveraged to good advantage (e.g. improving the

thermo electric figure of merit [110], or creating thermal rectifiers [53, 117, 105]), but

can also be detrimental to device performance (e.g. the dramatic reduction of thermal

conductivity in supported vs. suspended graphene [109]). This work will focus on the

reduction of thermal conductivity in suspended graphene due to small device length

scales-the most important contribution being an efficient computational method for

simulating thermal transport for arbitrary geometries including fundamental kinetic

effects in small-scale graphene devices.

In non-metals like graphene, lattice vibrations are the primary carriers of thermal

energy. Due to the theoretical and computational complexity associated with explicit

modeling of atomic vibrations to describe thermal transport, atomistic methods tend

to be limited in scope to investigations of physics (e.g. [81, 14, 13]), rather than mod-

eling of devices-although some progress has been made in this direction [53, 54, 70].

An alternative to atomistic modeling is provided by the phonon Boltzmann transport

equation (BTE) which models thermal transport as a balance between advection and
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scattering acting upon the phonon distribution function n(x, q, s, t) [89],

cB n ( x ,q ,t v q ) -V, q s, t) o n (x , q s, t) I w t
*9+ &(s) -sent) -s [&)x =t) (1.1)

where, in our notation, x is the spatial position vector, q the phonon wavevector, s

the polarization, and t the time. The details of this equation and in particular the

RHS scattering term will be described in Chapters 2 and 3. In the present context,

we merely note that the phonon BTE leverages atomistic details (i.e. the dispersion

relation and the scattering model) to describe thermal transport without explicit

treatment of the atoms or their motion.

1.1 Approximations of the phonon BTE

Despite the significant simplification introduced by the phonon BTE compared to

direct molecular simulation of the system of interest, the complexity of its scattering

operator [124, 115], and the high dimensionality of the phase space (, q, s, t) has led

to the prominent use of various approximations and additional simplifications.

1.1.1 Single mode relaxation time approximation

The three phonon scattering operator that will be detailed in Chapter 3 is not

amenable to analytical solutions. A simple alternative scattering model is the sin-

gle mode relaxation time (SMRT) approximation which, rather heuristically, models

the scattering of phonons as a simple exponential decay towards a local equilib-

rium [22, 1241. Within the SMRT approximation and using simplified models for

dispersions relations, the phonon BTE has been integrated deterministically both an-

alytically and numerically (e.g. [56, 58, 50]), but these studies are limited to spatially

homogeneous problems or very simple geometries [124, 27].

It was not until 1995 that a satisfactory solution method including explicit treat-

ment of momentum and energy conservation for three phonon scattering was devel-

oped [87], which we will refer to as the linearized iterative method [77]. This ground
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breaking development finally led to solutions of the BTE by employing three im-

portant simplifications: spatially homogenous, steady state, and small temperature

gradient problems.

Nanoscale thermal transport has most commonly been treated using the SMRT

model for the scattering operator (for example [22, 56, 124, 50, 57, 6, 19, 78]) and has

been remarkably successful in predicting thermal conductivity in three dimensional

semiconductors [6], given the crudeness of the approximation. However, in the con-

text of thermal transport in two-dimensional materials, even before the first isolation

of graphene in 2004 [86], it was recognized that the simplistic SMRT model predicted

divergent thermal conductivity for materials like graphene [58]. This failure of the

SMRT model was troubling, and led to the development of various approximate meth-

ods for predicting a finite thermal conductivity which arrived at reasonable values of

thermal conductivity for graphene [84, 83, 85, 1, 9],

With the advent of the linearized iterative method, it became apparent that the

divergent thermal conductivity was an artifact of the approximate treatment of mo-

mentum and energy conservation used in the SMRT [71, 109], that the agreement of

the thermal conductivities predicted by the SMRT with experiments was a fortuitous

cancelation of errors [112], and that the details of transport (specifically which phonon

modes carry the thermal energy) were wrong under this model [71, 109, 113]. These

issues highlight the need for the ab initio approaches for modeling phonon dynamics

in graphene and justify the added complexity associated with such methods [77].

1.2 Numerical solution of the Boltzmann equation-

Background

Spatial and time dependent solutions of the Boltzmann equation are essential to the

field of nanoscale heat transfer. This is particularly true due to the complex interplay

between ballistic effects and geometry (e.g. [98, 105]). We also note that recent

experiments have included time-dependencies (e.g. [20, 18, 108, 107]). On the other
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hand, closed form solutions of (1.1) are only available for the simplest of problems

and following drastic simplifications-most notably the equilibrium solution, which

is the Bose-Einstein distribution, and which is independent of the spatial and time

variables,

n*l(w(qs); T) = . (1.2)
exp - 1w9s

A few other simple geometries admit closed form solutions when the SMRT approxi-

mation is employed (See Section 6.7.2 and Ref. [27]). Under some conditions, spatial

effects can be introduced approximately as will also be discussed and analyzed in

Chapter 7.

Apart from these exceptions, integration of spatially and temporally dependent

problems remains challenging due to the high dimensionality of (1.1) and the traveling

discontinuities in the distribution function expected from the LHS of (1.1) [5]. Due to

these factors, deterministic integration is computationally demanding both in terms

of CPU time and memory storage and requires complex algorithms.

Alternatively, integration can be performed with stochastic particle or Monte

Carlo (MC) methods, which ameliorate most of the limitations of the determinis-

tic solvers. Specifically, particle methods can accurately and stably propagate the

discontinuities in the distribution function [52], and, given a simple scattering model,
MC methods do not even require discretization of the wavevector space. These ad-

vantages also come with an intuitive formulation and natural importance sampling

which improves computational efficiency [51]. On the other hand, MC methods suf-

fer from statistical noise which can be removed by sampling, but only at a rate of

M- 1 2 , where M is the number of independent samples [45, 93]. The balance between

stochastic noise and computational efficiency allows stochastic methods to be gener-

ally more efficient when an error of greater than 1% is acceptable, but below that level

deterministic methods tend to have the advantage [93]. Notable among the stochastic

methods are the low variance deviational simulation Monte Carlo (LVDSMC) meth-

ods, which dramatically reduce the stochastic noise by simulating only the deviation

from equilibrium [7, 52, 103].
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Monte Carlo simulation of phonon transport [60, 96, 93] has emerged rather re-

cently compared to Monte Carlo simulation of rarefied gases known as Direct sim-

ulation Monte Carlo (DSMC) [11, 12]. Mainly for this reason, DSMC has been

studied much more thoroughly in terms of the numerical aspects, including conver-

gence [104, 120], discretization errors [3, 4, 43, 38, 101], and variance reducing formu-

lations [7, 52, 103]. The DSMC simulations differ from phonon transport primarily in

the form of the scattering model, but many of the important developments for DSMC

are only recently being incorporated into phonon Monte Carlo simulations, or remain

unaddressed [91, 92, 67, 93].

Phonon Monte Carlo simulations first appeared in 1988, albeit only for a ballis-

tic problem [60]. The first phonon Monte Carlo to include a scattering term-the

SMRT approximation-did not appear until 1994 [96]. Since that time a number of

important advancements have been introduced including dispersion relation improve-

ments [75, 82], frequency dependent relaxation times [75], scattering step energy

conservation [65], strict momentum and energy conservation [30], and more efficient

formulations [91, 67, 93]. All of these works were able to avoid discretization of the

reciprocal space due to the use of the SMRT scattering model, but as described in

Section 1.1.1, this convenient feature comes at the cost of misrepresenting important

details of phonon transport in graphene.

1.2.1 Moving beyond the relaxation time approximation

While the advection algorithm for MC simulation of (1.1) is the same regardless of the

scattering operator, developing an efficient particle based treatment of the scattering

operator is challenging and varies greatly with the scattering model. Such a method

for the hard sphere scattering operator for gases was at the heart of Bird's seminal

DSMC paper [11].

In the context of more phonon-like scattering operators, Garcia and Wagner have

developed an extension of DSMC for the Uehling-Uhlenbeck collision operator that

obeys Bose-Einstein (as well as Fermi-Dirac) statistics [39]. Their algorithm obtains

the scattering rate for a particle by reconstructing the distribution from its samples
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and explicitly evaluating the scattering operator. Although this method should be

generally applicable to any scattering operator, reconstruction is very inefficient-it

requires discretization of reciprocal space and an adequate number of samples in all

reciprocal space cells.

Matsumoto et al. developed a DSMC-like method for four phonon scattering that

does not need discretization of reciprocal space [73, 74]. In their algorithm, pairs of

phonons are selected for collision, but, without justification, they chose a constant

scattering rate. It is not clear how an appropriate scattering rate would be calculated

over the continuous wavevector space. Furthermore, the post collision wavevectors

are randomly selected and the collision is discarded if energy conservation cannot

be satisfied based on the dispersion relation. This scheme is expected to lead to an

overwhelming number of rejected collisions and be problematically inefficient for any

real dispersion relation-their work considers only a single branch.

Brown and Hensel proposed a mixed scheme which uses a deterministic finite-

volume integrator for the LHS of the phonon BTE and a "statistical" model for

the RHS [16, 17]. Although they appear to allow scattering events only between

appropriate sets of three phonon states, the rate of distribution function change is

chosen, arbitrarily, to be linearly proportional to the deviation from equilibrium. In

this manner, their algorithm naturally has the correct equilibrium distribution, but

it is not at clear that the dynamics of the scattering are correct in any other manner.

Finally, we mention Hamzeh and Aniel, who employ a linearized ab initio scheme

similar to that of Ref. [88] to calculate the transition probability for each pathway

and a generalized Ridley scheme to estimate the transition probability (in terms of

the Gruneisen parameter). They then use a scheme similar to the approach of Garcia

and Wagner wherein they discretize reciprocal space and reconstruct the distribution

function to evaluate the scattering rates [48]. We cannot comment on their imple-

mentation of the scattering because their report lacks sufficient details, nor on their

implementation of the advection because they only preform simulation of a spatially

homogenous problem.
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1.3 Thesis overview

Chapters 2 and 3 of this thesis present the necessary background for the state of the

art iterative solutions of the linearized ab initio phonon Boltzmann equation. The

iterative solution, numerical aspects associated with it, and results for graphene using

dispersion relations from density functional theory (DFT) and scattering rates from

density functional perturbation theory (DFPT) calculations are presented in Chapter

4.

Due to the significant computational advantages associated with deviational meth-

ods [7, 52, 8], the present thesis focuses on the development of an energy-based devi-

ational Monte Carlo method for simulating phonon transport in graphene using the

linearized ab initio three phonon scattering operator. This is made possible by re-

formulating the discrete version of the linearized collision operator as a linear system

of ordinary differential equations (see Chapter 5). The other major ingredient of the

proposed method is a stochastic particle scheme for integrating this system of ODEs.

This scheme is numerically more efficient than matrix based deterministic methods

because it requires roughly O(Ntat. log(Nstat.)) operations in contrast to O(N.2at)

required by the former, where Ntate is the number of states in the discretization of

reciprocal space. Moreover, it is strictly energy conserving and introduces no timestep

discretization error in the scattering model. It also is directly compatible with the

intuitive particle treatment of the advection terms of the Boltzmann equation. The

complete scheme, which we will refer to as linearized ab initio phonon low variance

deviational simulation Monte Carlo (LAIP-LVDSMC) is described in Chapter 6. The

proposed method is used to analyze finite length and finite width kinetic effects in

micro and nanoscale graphene ribbons as well as "homogeneous" approximations of

the effect of boundaries in graphene ribbons in Chapter 7.
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Chapter 2

Background

In order to introduce the notation used throughout this work, define the parameters,

and lay the theoretical foundations for the methods that follow, it will be convenient

to present a brief derivation of lattice dynamics [115] and the linearized iterative

solution method [87, 77]. This derivation differs from the standard [115] in its use of an

analytical decomposition for the distribution function [7], which will lead naturally to

the governing equations for the iterative solution as well as our new solution method.

2.1 Direct Lattice

A crystal is a combination of a lattice and a basis. Graphene has a hexagonal

lattice and a two carbon atom basis in the honeycomb arrangement. The under-

lying properties that will be used throughout this work are a mass of Matom =

1.992646635752415 x 10-26 kg for carbon, the lattice parameter alat = 2.4328709987A,

the nominal thickness J = 3.35A, the real space lattice vectors

a1 = 2 0 alat

a 2 = (0,1,0)aiat

a3 = (0, 0,1) (2.1)
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and the basis vectors

bi = (0.0,0.0, 0.0)

b2 = (0.7023093630,1.2164354994, 0.0)A (2.2)

Because graphene is a two dimensional material, the third lattice vector is chosen of

norm 1. The parameter values listed above, have been chosen to correspond to those

used for the force constant calculations provide by Sangyeop Lee (with the exception

of the z-direction lattice vector) and they are reasonable for graphene [81, 14.

This representation of the crystal as a lattice and a basis provides a description

that naturally includes the symmetry of the lattice. For example, each atom can

uniquely be identified by 1, a vector pointing to the center of the unit cell, and b, the

position of the bth atom in the basis relative to the center of the unit cell. In other

words, the equilibrium position of the bth atom in the lth unit cell is given by

x(lb) = I + b. (2.3)

A primitive translation vector is a linear combination of the lattice vectors that maps

from one point on the lattice to another point which has identical surroundings

T = nia1 + n2a2 + n3 a 3  (2.4)

where ni, n2, n3 are integers. In the case of graphene, n3 = 0. The Wigner-Seitz unit

cell (which contains the complete basis, but no duplication) is shown in Figure 2-1.

For graphene the unit cell has an area

AUC =jai - (a2 x a3 )= 2- (2.5)

where Auc is the area of the unit cell in direct space. Calculations of spatially homoge-

nous materials need be performed for only one such unit cell, which will be important

in the derivations later in this chapter.
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Figure 2-1: Direct space atomic positions (circles), unit cell, and lattice vectors.

2.2 Reciprocal Lattice

This work is focused on phonon transport. As phonons are related to the Fourier

transform of lattice vibrations, it will also be necessary to describe the reciprocal

space lattice. The basis vectors of the reciprocal lattice are [1151

2wr
biat,i = 27r(a 2 x a 3 )

2wr
blat,2 = 2, (a3 x a1 )

b 2at,3 = (a, x a 2) (2.6)
Qit,

and the area of the graphene

specifically,

reciprocal unit cell is Su, = ai (a2 x a)I [115]-

S47r
2

Auc
(2.7)

A reciprocal lattice vector is defined by the integers m1 , M 2 , M 3 in the relation

G = Mlbiati + m2bat,2 + M3bat,3 (2.8)
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Parallelepiped unit cell

o 0 0

o blat,2 K0 0 0

K

First Brillouin zone ' N
o 0 0 Irrbducibfe First Brillouin zone

o 0

Reciprocal lattice points

Figure 2-2: Reciprocal space lattice points and unit cells

Table 2.1: Special high symmetry points in the Brillouin zone. Wavevectors reported
in units of 2.

alat

Label q, qy
' 0 0

M 1/V 0
K 1/ v 1/3
K' 0 2/3

which guarantees that the following relationship is satisfied

exp(iG -T) = 1 (2.9)

The first Brillouin zone, as shown in Figure 2-2, is the reciprocal space equivalent of

the Wigner-Seitz cell. However, as a matter of computational convenience, this work

will rely principally on the equivalent parallelepiped unit cell also shown in Figure

2-2.
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Table 2.2: Symmetry operators in graphene from [62]
Number Symbol Description

1 E Identity
2 Ce, 60 degree rotation about a3

3 C6m -60 degree rotation abouta3
4 Cs, 120 degree rotation about a3
5 C3m -120 degree rotation abouta3
6 C2  180 degree rotation abouta3
7 C, 21  180 degree rotation about a1 + 2a 2
8 C 22  180 degree rotation about 2a 1 + a 2

9 C 23  180 degree rotation about a1 + a2
10 Cyp 21  180 degree rotation about a,
11 Cp, 22  180 degree rotation about a 2

12 Cp23 180 degree rotation about a, + a2

2.3 Symmetry operators

While the reciprocal space unit cell contains no duplication in terms of translational

lattice vectors, it contains many points that are symmetrically equivalent. Each point

can be mapped to a symmetrically equivalent point using a symmetry operator S.

Graphene has twelve symmetry operators listed in Table 2.2. Using these symmetry

operators, the First Brillouin zone can be divided into twelve symmetrically equivalent

irreducible Brillouin zones. One irreducible Brillouin zone is shown shaded in Figure

2-2.

2.3.1 A notational comment

In recognition that various notational conventions exist, we pause to explain the

notation that we will use throughout this work. As already employed, vectors will be

represented with a boldface symbol,

I = (l, Y,lZ) = 4X + lyY^ + LZZ, (2.10)

where i, y, and Z^ are the unit vectors (1,0,0), (0,1,0), and (0,0,1).

After quantization of the harmonic problem, we will need to refer discretely avail-

able phonon states identified by the wavevector q and the polarization s. Accordingly,
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it will be appropriate and convenient to describe the properties of a state using a sub-

script notation I... ]A = [...],, = [...](qs) (e.g. the frequency wA = wq, = w(qs)).

When referring to an element of a vector state property (e.g. v\), we will use the

first subscript to represent cartesian direction and a comma to separate the second

subscript for the state-for example,

V'\ 4T, + vy"\V + VZ\Z (2.11)

Later in this work, the wavevector space will be treated as continuous and sum-

mations will be converted to integrations, which for the two dimensional case is ac-

complished with the relation

q

To numerically evaluate these integrals, we will discretize reciprocal space with a grid.

We will refer to the ith grid point as a state having wavevector qj and polarization

si (or in short A 2). When referring to the discretization, we will use the subscript i

(or j or k) in place of the quantum index A-for example, vi = viX + vy,iy + v,i is

the velocity associated with the ith state of our discretization of reciprocal space, A2.

Finally, we will use particles to discretize the distribution function for integration

of the Boltzmann equation. The ith particle will reside at one of the grid point states

and will have the properties of that state (e.g. qj, si, and frequency wi = w(qisi))

as well as a position xi. In this manner, whether performing a numerical integration

using the grid or the particles, the notation will be the same-for example,

d2qw(qs) C Z wi. (2.13)

We will alway refer to phonon states and the discretizations using an index (e.g. wi)

and not a boldface vector notation (e.g. w), with one exception that will be explained

in the text. These matters will be reiterated when each is introduced in the course of

this thesis.
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2.4 Lattice dynamics

The following derivation of lattice dynamics is presented, which closely adheres to

Srivastava's work [115]. Lattice vibrations, which are the principal carriers of thermal

energy in graphene, can be described in terms of displacements of the atoms from

their equilibrium positions. The component in the a direction of such a displacement

for the bth basis atom in the lth unit cell will be denoted u (ib).

When atoms are displaced from their equilibrium location, the potential energy

of the crystal rises and the Taylor series expansion of the potential energy is

V+Z E V ( 1 E92V
c+ ua(lb) 0 (Lb)+ 2 oauclb)u6(l'b') 10

0b,a 1b,l'b',ap

1 9&V
+- %,,In#1bu("" a(Ib)uO(I'b')u,(I1/b")

1b,1'b',1"b",a#6y

+. --(2.14)

- O V 1 +V 2 + 3 +---

where a,f, -y are cartesian directions. Because at equilibrium the net force on each

atom is zero, the first derivative is zero. The second and third derivatives represent

the "force" constants of the system

<I y(lbL'b') = v (2.15)
6u,(lb)u,(lb')

and

893V
91 (1b, l'b', l"b") =& (2.16)7 ' ucz(1b)u0(1'b')u-y(I"b") 10

2.4.1 Harmonic terms

The vibrational modes defined by their frequencies and polarization vectors arise from

an analysis of the equation of motion of the lattice atoms, which for atom lb can be
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written as

mbua(lb) = - 4 %f6(lb, l'b')up(l'b'), (2.17)

and this has a solution of the form

u(lb) = U(qb) exp(i(q I - wt)), (2.18)

where q is a wavevector. Due to boundary conditions, the allowable wavevectors

are discrete, but it is computationally unfeasible to represent explicitly all allowable

wavevectors. Consequently, the discrete wavevector space will later be converted to a

continuous one and then discretized again for numerical integration. In (2.18) q and b

are indices, but to avoid switching between subscript and parentheses notation, (qb)

will be allowed to represent an index as well as functional dependence for a continuous

variable. By exploiting translational symmetry and defining a relative lattice position

h = I' - 1, Equation (2.17) can be rewritten as

w 2U,(qb) = 1 (k,(Ob, hb')Up(qb') exp(iq' -h) (2.19)

which leads to the characteristic equation

jD,,,(qbb') _ W2,j I = 0. (2.20)

The dynamical matrix is given by

Da6(qbb') = 1 E Ip(Ob, hb') exp(ih -q). (2.21)

In this work, Equation (2.21) is evaluated directly from the second order force

constants calculated from density functional theory (DFT) by Sangyeop Lee and the

diagonalization is performed by the LAPACK library for Fortran, which results in

phonon frequencies w(qs) and eigenvectors e(blqs) for polarization s. The polariza-

tions are labeled: out-of-plane acoustic (ZA), transverse acoustic (TA), longitudinal
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acoustic (LA), out-of-plane optical (ZO), transverse optical (TO) and longitudinal

optical (LO), referring to the motion of the atoms with respect to the wavevector

near the zone center and with respect to the other atom in the unit cell.

Although the anharmonic terms can be expected to slightly modify this dispersion

relation [72, 31, 33, 37], the effect of the anharmonic terms is relatively small [33],

and beyond the scope of this analysis.

The eigenvalues and vectors returned by the diagonalization are unsorted, but in

order to calculate the phonon group velocities,

v(qs) = Vqw(qs), (2.22)

from numerical differentiation, there must be a reliable and automated way to sort

the dispersion relation by branch. This can be accomplished by comparing the eigen-

vectors at a point q with a known correct sorting to a point q' nearby that needs to be

sorted. The sorting of the branches of q' is chosen in order to align the eigenvectors

by maximizing

Z e,(bjqs)e*(bjq's)

This procedure works most reliably when the two points q and q' lie on a line that also

crosses through the P point (q = 0), but may still fail to properly sort the LO and TO

branches in the region where branch cross or nearly cross (points of inflection). This

is easily remedied by sorting the LO and TO branches such that w(qLO) < w(qTO)-

Figure 2-4 shows a zoomed in view of the apparent branch crossing in Figure 2-3 to

reveal that the LO and TO branches do not cross1 . In order to provide reference points

of known correct sorting, branches are sorted by the magnitude of w near the P point-

specifically jqj < -without reference to any neighboring point. Eigenvalues

and eigenvectors are stored for points along lines emanating outward from the r point,

which are then used as references for later calculation of eigenvalues and eigenvectors

'While this sorting of branches disagrees with [811 and [64] and the references therein, it is the
only approach reconcilable with the data. Since the force constants are treated as inputs, the authors
refrain from commenting on which sorting is physically correct.
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Figure 2-3: Phonon dispersion relation sorted by branch along high symmetry direc-
tions.

for arbitrary q.

As can be seen from Figure 2-5, this procedure works consistently for the data

set used in this study. The values of the dispersion relation at high symmetry points

shown in Table 2.3 are in good agreement with theoretical and experimental investi-

gations of the graphene dispersion relation [64, 81], which provides validation of the

second order force constants used in this study. Group velocities are calculated using

a centered finite difference method-the step size is chosen to be sufficiently small to

eliminate artifacts in the velocity calculation.

2.4.2 Anharmonic terms

A partial validation of the third order force constant used in this work can be ob-

tained through the Griineisen parameter. The Grilneisen parameter is related to the

derivative of the dispersion relation with respect to the volume. Although it was

originally proposed for simpler models, it can be generalized to the anisotropic case

as [115]

-y~qs) V dw(qs)
w(qs) dV
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Table 2.3: Dispersion relation at high symmetry points in units of cm- 1.

Source alat Exchange-correlation Paxameterization

This work 2.4328709987A LDA PZ [94]

Reference [81] 2.46A GGA PBE [95]

Reference [64] 2.447 - 2.457A LDA & GGA various

Point ZA TA LA ZO TO LO

This work:

r 0 0 0 900.5 1577.4 1577.4

M 475.7 642.0 1352.9 636.7 1426.9 1377.1

K=K' 535.5 1053.7 1205.6 535.6 1340.9 1206.2

Reference [811:

r 0 0 0 881 1554 1554

M 471 626 1328 635 1390 1340

K=K' 535 997 1213 535 1288 1213

Reference [64]:

1 0 0 0 825-896 1569-1597 1569-1597

M 472-476 626-634 1315-1347 636-640 1396-1442 1346-1380

K=K' 535-539 994-1004 1221-1246 535-539 1289-1371 1220-1246
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r to M or q, = E, where
opening.

1.3642 1.3643

q., (m)

1.3643

LO TO sorting near the point of
e is an infinitesimal perturbation

The Griineisen parameter can also be calculated from the

(see [124, 15, 33] and specifically for graphene [112])

1.3644 1.3

X 1010

--- TO

644

inflection along the line
from 0 to show the gap

force constants directly

'Y(qs) = 4(ws))2 Z (4,f(0b, h'b', h"b"))
acr7 WWZ/b h'h"'

*(bse*(e'qs)
x e(bqs)e( exp (iq -h')) zy(h"b").

Matom
(2.24).

The Gruneisen parameter -y(qs) should not be confused with the cartesian coordinate

index, subscript -y. The Gruneisen parameter has previously been calculated from

DFT [81} and the results of that calculation agree well with the current model (see

Figure 2-8).

Although the Gruneisen parameter can be linked to the strength of three phonon

scattering through various approximations [56, 57, 59, 48], the resulting model is un-

satisfactory for thermal transport calculations in graphene [112]. Instead, the ab initio

thermal transport procedure will be used to evaluate phonon scattering rates [87, 77].

The ab initio scattering operator is derived through various transformations of the
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Figure 2-6: Phonon group velocity in the x direction. Figure shows from left to right
ZA, TA (top row); LA, ZO (middle row); TO, LO (bottom row). Units are m/s.
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Figure 2-8: The Griineisen parameter calculated from the force constants used in this
work and Equation (2.24), which are in good agreement with those from [81] with
the exception of the crossing in the optical branches due to the sorting in this work.

anharmonic energy term. The details can be found in [115, 40], but for brevity, only

the result is presented here, namely

V3 = E 6 G,q+q'+qI" V3(qs, q's', q"s")
qs,q's',qI"S11

(a', - a-q,)(a ,i, - a-qis )(at,, a-q's') (2.25)

This expression includes the creation and annihilation operators aq, and aqs, which

arise from the quantization of the phonon system [35] and have the useful properties

of creating, deleting, or returning the number of quantum particles when integrated

with the state. In ket notation this is

a, ln(qs))

aq, n(qs))

at aq,, n(qs))

= rn(qs) + Irn(qs) + 1)

= n(qs) rn(qs) - 1)

= n(qs) ln(qs))
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Equation (2.25) also introduced is3,

3 (qs, q's', q"s") = 1 1/2>1No , 8mbmb'mbw(qs)w(q's')w(q"s")

ea(blqs)ep(e'|q's')e-f(b"lq"s")IWap-y(qb, q'b', q"b") (2.29)

which is the projection along the eigenvectors of the Fourier transform of the third

order force constants. In (2.29) No is the number of unit cells in the calculation and

the Fourier transform of the force constants is

'I.,6(qb, q'b', q0") = TI(lb, l'b, I", bI/)e ib- e ib'a' eiq1'P1l" (2.30)

= 3 (Ob, h'b', h", b")e b' h'e i"h"

h'h"

At a later stage, it will be important to consider the symmetry of the interaction

term V 3. From (2.16), it can be seen that 1IV3 is invariant under a permutation of

arguments. Furthermore, due to the symmetry of the graphene dispersion relation

jV3(q, q', q")j = | 3(-q, -q', -q")I. Another important implication of symmetry is

that all force constants must have an even number of z-direction terms (that is of

the three indices on 'I'y, only zero or two can be z), which will lead to the selection

rule that three phonon scattering must include an even number (including 0) of out-

of-plane modes [71].

2.5 Phonon Scattering

The results quoted in the preceding section presented the interaction strength of three

phonon coupling, V3. The golden rule states that the transition rate from an initial

state i with energy Ei to a final state f with energy E1 is given by [115]

pf = T (f IV3 i) 125(Ef - E,) (2.31)
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In the three phonon context, the initial state is described by the occupation number of

the three phonon states n(qs), n(q's'), and n(q"s"). Given any initial n(qs), n(q's'),

and n(q"s"), the final phonon state is limited by the V3 term-when this term is zero,

no coupling occurs and the transition rate is zero. For example, the delta function

in (2.25), 6G,q+q'+,q" = 6(q + q' + q" - G), ensures that the coupled phonon states

satisfy this relation

q+q' + q" = G (2.32)

where q, q', q" are restricted to the first Brillouin zone (or the parallelepiped recip-

rocal space unit cell) and G is a reciprocal lattice vector (including 0). However,

these states (i.e. qs, q's', q"s") are not necessarily the phonon states that experience

a change in occupancy. Specifically, the creation and annihilation operators,

(t- a-...q8 )(a,,,, - a-(/8') (at,, a- iy)

identify other states which differ by a wavevector sign whose occupancy is changed

by the coupling. By expanding the creation and annihilation terms,

at,,, - a , a, a,.. -t ,a_.,,,,, + ata-q,,a-qifI

qe q .s" at a8 aqsa .qaI + 8

-aqatt + a-q,at,,,a-qy.- + a_.qaq,8Jat", - a_,a ,a_',' (2.33)

it can be seen that only the first term changes the occupancy of the three states

qs, q's', and q"s" by creating a new phonon in each. However, on consideration of

the energy delta function in (2.31), creation of three phonons cannot satisfy energy

conservation, so this process (and similarly the last term of (2.33)) is impossible. The

remaining terms are of one of two types. In type I terms, two phonons are deleted and

a third is created. Considering (2.32), this gives rise to the momentum conservation

statement

-q - q'+ q"= G (Type I) (2.34)

32



The other type I terms are a permutation with respect to the states of this one. From

(2.31), energy conservation takes the form

-w(-qs) - w(-qs') + w(q"s") = 0 (Type I) (2.35)

For type II processes (deletion of one phonon and creation of two) momentum con-

servation is

-q+ q'+ q"= G (Type II) (2.36)

From (2.31), energy conservation can then be expressed as

-w(-qs) + w(qs') + w(q"s") = 0 (Type II) (2.37)

Since the coupling between qs, q's', and q"s" changes the occupancy of the phonon

states +qs, q's', and q"s", care must be exercised when calculating the interaction

term for a three phonon scattering event.

After expanding the creation and annihilation terms and discarding the unphysical

ones, expression (2.31) for type I processes becomes

P,4 ,',, = h(n(qs) - 1,n(q's') - 1, n(q"s") + 1|V3(-qs, -q's', qns")I ...

n(qs), n(q's'), n(q"s")) 12 6(-w(qs) - W(q's') + w(q"s"))

9 j3(-qs, -q's', q"s") 12n(qs)n(q's') (n(q"s") + 1)

xJ(-w(qs) - w(q's') + w(q"s"))6(-q - q'+ q" + G). (2.38)

Similarly for type II processes,

pq'Sq"8" - I(n(qs) - 1, n(q's') + 1, n(q"s") + 1jV3(-qs, q's', q"s")I

n(qs), n(q's'), n(q"s")) |2 3(-w(qs) + w(q's') + w(q"s"))

27r

T, jV3(-qs, q's', q"s") I 2n(qs) (n(q's') + 1) (n(q"s") + 1)

x J(-w(qs) + w(q's') + w(q"s"))6(-q + q' + q" + G). (2.39)
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The factors of 3! canceled due to the summation of the equivalent terms in (2.33).

These expressions for the rate that phonons leave or enter a state due to three phonon

scattering will be used in the scattering operator of the phonon Boltzmann equation.
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Chapter 3

Boltzmann Equation

The preceding chapter ended with expressions for the three phonon scattering rate

based on the distribution function n(qs). The complete dynamics of the distribu-

tion function can be described as a balance between advection and scattering effects

(including but not limited to the three phonon scattering). This concept was put in

a mathematical framework by Peierls in 1929 in the form of the phonon Boltzmann

equation [89, 124], which is typically valid in devices with lengths larger than 10 - 30

nm [97, 26, 106, 27].

an(qs) ran(qs)1
+ v(qs) -Vn(qs) = (3.1)

& I & watt

The left-hand side of this equation describes ballistic advection of phonons, while

the right-hand side is the significantly more complicated scattering operator. This

chapter is devoted to the development of the theory for the state of the art iterative

solutions methods of (3.1), as well as for the new simulation method that is the main

contribution of this thesis.

3.1 Phonon scattering operator

The scattering rate due to three phonon processes can be derived by accounting for

all scattering into and out of a phonon state qs. Using (2.38) and (2.39) the change
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in the occupation

as [115}

I & I3-ph

number with time due to three phonon scattering can be written

- 'Z [PqV ' + q - / q's',q

- 2 I 3(-qs, -q's', q"s")126(-w(qs) - w(q's') + w(q"s"))

x6(-q - q' + q" + G)

x ((n(qs) + 1)(n(q's') + 1)n(q"s") - n(qs)n(q's')(n(q"s") + 1))

+rT2(-qs, q's', q"s") 2 (-w(qs) + w,(q's') + w(q"s"))

xS(-q + q' + q" + G)

x ((n(qs) + 1)n(q's')n(q"s") - n(qs)(n(q's') + 1)(n(q"s") + 1))

(3.2)

In practice, it is infeasible to explicitly simulate every phonon state because of

their overwhelming number. Fortunately, due to the large number of states and their

relative proximity when the physical dimensions of a semi-conductor are large enough,

the summation can be converted to an integration

[ Or I qs)]aJ3-ph 8 ' 2 
2' fd2q" I3(-qs, -q's', q"s")12

xJ(-w(qs) - w(q's') + w(q"s"))6(-q - q' + q" + G)

x ((n(qs) + 1)(n(q's') + 1)n(q"s") - n(qs)n(q's')(n(q"s") + 1))

+16 d2 2'j d2 qd|3(-qs, q's', q"s")12

6(-w(qs) + w(q's') + w(q"s")) x 3(-q + q' + q" + G)

x ((n(qs) + 1)n(q's')n(q"s") - n(qs)(n(q's') + 1)(n(q"s") + 1)),

(3.3)

where Anc is the area of the direct space unit cell, and the integration is over the

first Brillouin zone (see Section 2.2). Integration over q" can be eliminated by the
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momentum conservation delta function, which has the properties

Aucd2I(q" - &) = 1

and

This results in

[a&s)]3-ph

A J d2q"f(q")6(q" - 4) = f(M.

a simpler expression

(3.5)

2 h2  d J qd2'| 3(-qs, -q's', q"s")j2(_w(qs) - w(q's') + w(q"s"))

x ((n(qs) + 1)(n(q's') + 1)n(q"s") - n(qs)n(q's')(n(q"s") + 1))

+ Auh d2 q'1 3(-qs, q's', q"s")j26(-w(qs) + w(q's') + w(q"s"))

x ((n(qs) + 1)n(q's')n(q"s") - n(qs)(n(q's') + 1)(n(q"s") + 1)).

(3.6)

Throughout this work, anytime the variable q" appears without explicit integration

or explicit dependence upon another variable as in (3.6), it will be assumed that it is

determined by momentum conservation from q and q'--specificaly, q" = q + q'+ G

for the first term and q" = q - q' + G for the second term of (3.6).

Up until expression (3.6) the phonon state has been specified by the qs notation

to make the functional dependence explicit. However, the scattering operator can be

represented much more compactly by using a single variable A = qs or -A = (-qs)

to represent the wavevector and polarization.

2Jd2q'I 3(-A, -A', A")126(-wA - W. + WA")

x ((n,\ + 1)(ny + 1)nA" - n\nA'(nA" + 1))

+ fd2'qIV3(-A, A', A")\26(-wA + Wy + W\/)

x ((nA + 1)nA'nA" - nTA(nA + 1)(n,\, + 1)). (3.7)
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When convenient the phonon state A will appear as a subscript, but it still represents

qs, the combination of a continuous variable, q, for wavevector and a discrete one s

for the polarization.

3.1.1 Weak form of phonon scattering operator

While expression (3.7) is a relatively standard representation of the three phonon

scattering operator [89, 115], it splits phonon scattering events into two types based

on a rather arbitrary viewpoint-specifically the viewpoint of an observer in one

of the phonon states. The symmetry of three phonon processes, is more faithfully

represented by the "weak" form of the scattering operator. To the author's knowledge

the weak form of this operator has not been reported elsewhere, so a brief derivation

follows.

The weak form of the scattering operator is derived by introducing a delta function

6, = y- 4), which is a combination of a Kronecker delta for the discrete

polarization variable and a Dirac delta for the wavevector variable. Integration over

q is also accompanied by summation over s. In the following expressions the integra-

tion over q" which was eliminated by momentum conservation will also be written

explicitly

Jd2q ph
873J2 d2q J d2q' J d2q"%,&'93(-A, -A', A")12

x5(q + q' - q" + G) 6(-WA - w' + WAI)

x ((nA + 1)(nA + 1)nA/ - nAny (nA +1))

+16jr 3 h2  dq d2 q' d2 q"5|V3(-A, A, A")j 2

8,81,81

x6(-q + q'+ q" + G)6(-wA + wA' + WA")

x ((nA + 1)nA'n,\" - %l(%, + 1)(n,\, + 1)). (3.8)

A change of variables in the second term, A -+ A" and A" -+ A, makes the distribution
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functions of the second term match, up to a minus sign, with the first term

3-p 3h2 E j d2 q f d 2q'f d2 q"%',J93(-A, -A', A")1 2

Lat 3- ph 87r~h 8,9 i

xS(q + q' - q" + G)6(-w - W + W")

x ((nA + 1)(nA\ + 1)n,\" - nA (nA" + 1))

+ 167r32 d2q Jd2 q' J d2q"6x,\J 3 (-A", A', A)12

x6(-q" + q' + q + G)6(-w y+W + W)

x ((nt + 1)nlAnfl - ny(%A + 1)(nA + 1)). (3.9)

The function 1V31 is symmetric with regards to its arguments as well as multiplying

all arguments by -1, so the first and second term can be combined into

[3-ph = 162r3 h2  Jd2q J dq' Jd2q"jf3 (- -A , " 12

x (269,\ - o5,,l) 3(q + q' - q" + G)6(-WA - WA + WyA)

x ((n\ + 1)(%, + 1)n,\" - fnl (nI" + 1)). (3.10)

Again exploiting a change of variables and symmetry, this can be further aligned with

the physical process (combination of two phonons into a third or vice versa)

3-ph 16 3 h2  j dJ d 2 2q' J ,d2 q"1 3 (-A, -A', A")12

x (5A, + J'5 ,3 - 6A,) 6(q + q' - q" + G)5(-WA -W' +WA")

x ((n,\ + 1)(ny + 1)n,\A - A%, (nA + 1)). (3.11)

Apart from being a more compact notation, (3.11) makes immediately apparent the

symmetry that exists between coupled states in a three phonon process,

[,In, [&%,(3.12)[O I] 3-ph E 3-ph ]3-ph

for states chosen such that W\ + wA' = w\".
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3.1.2 Energy and momentum conservation

Using (3.11) it is easy to see that energy should be invariant during the scattering as

a consequence of the delta function in terms of energy:

d2q 0
& 3-ph

d2q d2 q' Jd2q"(WA + W' - WA),
=0

x 3(-A, -A', A") 12 6(-wA - W + W,)

x ((nA + 1)(n\, + 1)n\" - nAnw(n" + 1)). (3.13)

The condition for momentum conservation in normal processes (G = 0) also directly

follows.

j d2 qq & 3-ph = f

= " d 2q Id 2q' d 2q" (q +q' - q"-4irh
2 '-', qq_ %V

= 0

x 1 3(-A, -A', A")12 3(-wA - WA + W\")

x ((n,\ + 1)(%, + 1)n,\" - nfAnfA (n\" + 1)). (3.14)

In order to derive the weak form it was necessary to exploit the symmetry of

the Il31 term. Specifically, the 1V3j term is invariant under any permutation of the

arguments or change of sign'of all three wavevectors-which is clear mathematically

from the form of (2.29) and the Maxwell relations applied to (2.16). It follows that

if IfV3 does not have the proper symmetry, energy and momentum conservation will

not be satisfied.

The connection between symmetry and conservation is important, because numer-

ical calculation of the third order force constants make use of a third order derivatives

and is hence prone to numerical errors. While the force constants used in this work

reproduce previous calculations of the Grtineisen parameter (see Figure 2-8 and ref-
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erence [81]), and will be shown to yield reasonable values for thermal conductivity,

they do not satisfy these symmetries. Discussion of the consequences of this lack of

symmetry and methods to ameliorate the situation within the context of the thermal

transport simulation will appear in Section 5.3.

3.1.3 Linearized scattering operator

It is common to linearize the scattering operator using an expansion of the distribution

function nA = n+n' +. .. which is then truncating after the first order term [115, 124].

The zero-th order term is the equilibrium distribution, a Bose-Einstein distribution

at the temperature To,

nA = n T0) = exp (. - (3.15)

To linearize (3.7), terms higher than order 1 in ni are also discarded (e.g. nn4,).

Instead of expanding the distribution and truncating to first order, this work

employs an analytical decomposition of the distribution into a spatially variable equi-

librium part and a non-equilibrium part [102, 91, 93]

n,\(x, t) = nq(wA; T(x)) + nd(x, t). (3.16)

We will frequently evaluate the simulation at a location x at the reference temperature

T(x) = To, so that the decomposition is simplified to n,\ = nO + nd. This decomposi-

tion was introduced for low variance deviational simulation Monte Carlo (LVDSMC)

simulations of the Boltzmann transport equation for rarefied gases [7, 52, 51, 8]. This

decomposition allows the scattering operator to be written exactly in terms of de-

viations from equilibrium and to analytically remove the equilibrium contribution,

resulting in dramatic reduction in stochastic noise.

In the context of the three phonon scattering operator, the analytical decomposi-
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tion leads to linearization in terms of deviations from equilibrium by taking nd < no

_ _ _ 2

i 3-ph ,2"rh
2 8- "

x ((no,, - no,)nd + (no,, - n)n , + (no + no, + 1)ndi')

+ J d2 q'/1 3(-A, A', A") 2c(-w, + w' + )
a,a"

x ( - (n ,, + n, + 1)ni + (no, - n)nI, + (n - )n).

(3.17)

This is equivalent to the iterative solution derivation [87, 77]. Here we note that de-

composition (3.16) can also be used to obtain the deviational form valid for arbitrary

deviations from equilibrium (if the assumption nd < no is not made). Although not

the subject of this thesis, such form would be useful for extending the present work

to problems exhibiting large deviations from equilibrium. An example of non-linear

deviational methods can be found in [46].

3.2 Deviational Boltzmann

The goal of the analytical decomposition is to divide the problem into two parts: an

equilibrium part that can be solved analytically and a non-equilibrium part for which

the dynamics must be simulated.

The scattering operator of (3.7) can be directly used to govern the deviational

distributions because scattering has no effect on the equilibrium distribution, hence

[ p] 3-ph (3.18)

The left-hand side of the Boltzmann equation for deviations is also obtained by ex-

ploiting the time-invariant nature of the equilibrium solution. Allowing for a spatially
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variable reference equilibrium distribution, Equation (3.1) can be rewritten as [93]

Oneqs) _____s)

+ v(qs) -Vend(qs) + v(qs)- Ven(w(qs); T(x)) = a (3.19)
tscatt

The state of the art simulations solve the Boltzmann equation for steady-state (and -

0), spatially homogeneous (Vnd(qs) = 0) problems, formally corresponding to the

equation

v(qs) - V.T(x) aneq(w(qs); T) (3.20)
To 1catt

This equation represents a balance between scattering events and advection due to

a spatially uniform, temporally steady (weak) temperature gradient. This work will

subsequently show how transient and the full spatially dependent effects can be re-

tained.

We note here that the deviational formulation is not necessarily equivalent to

linearization, since at the level of Equations (3.18) and (3.19), no terms have been

linearized. Nonlinear-deviational Monte Carlo formulations have been developed [46].

In this work, however, and because only small deviations from equilibrium are of in-

terest, linearization of the scattering operator (see Section 3.1.3) will be used both for

the iterative method described in Chapter 4 and the Monte Carlo method of Chapter

6. It is important to note that small deviation from equilibrium (AT/To) < 1, where

AT is the characteristic temperature difference and To the reference temperature,

does not imply near continuum behavior (Kn = A/L < 1, where A is the mean free

path and L is the system length scale-see Section 3.5.1) as should be clear from

the unrelated non dimensional regimes each definition requires. For a more complete

discussion, see Ref [93].

3.3 System properties

When the distribution function is known, all relevant properties of the system can

be recovered through its moments. For convenience real space and reciprocal space

will be considered continuous in this section. The number density of phonons in the
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system is given by

nph(X, t) = 4r25 d2q n(qs, x, t). (3.21)

The energy density in the system is

u(x, t) = 4 r2 d2q hw(qs)n(qs, x, t). (3.22)

The heat flux is

JE(X, t) 1 j d2q v (qs)tzw (qs) n(qs, x, t),7 (3.23)

where the spatial and time dependence of the distribution function have been made

explicit, and the system has a nominal thickness 5.

3.4 Thermal conductivity in devices

Of primary importance to this work is the question of a material's (and a device's)

ability to transport thermal energy. Assuming diffusive (continuum) behavior [44J,

Fourier's law of heat conduction describes the response to a temperature gradient

using the thermal conductivity tensor K,

JE = -KVJ. (3.24)

or element-wise

KO= - Va,E. (3.25)

It should be emphasized that (3.24) is a continuum constitutive relation and is not

necessarily valid for thermal transport in micro scale devices where kinetic effects may

be important [931, but it is always possible to define an effective thermal conductivity

for a temperature difference AT applied across a length L. For simplicity, and without

loss of generality, this study will be confined to 1-d temperature gradients that align

with one of the cartesian axes. Given a temperature gradient AT,/L, in the x
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direction the effective thermal conductivity is

=x~f Jx,ELx (3.26)

1 ~y~ef = Jy,ELx
Tx,,ef = - A . (3.27)

Similarly, with a gradient in the y direction, the effective thermal conductivity is

Kyy,eff = JZ,,ELy (3.28)

JT,ELy
KxV~eff(3.29)

which are device and not material properties. In this work, the F-M direction of the

reciprocal space will be aligned with the x-direction, and the rP-K' direction will be

aligned with the y direction.

3.5 Scattering rates

A simple measure of the anharmonic effects on a phonon distribution is the phonon

lifetime. Under the single mode relaxation time (SMRT) approximation, this lifetime

is straightforward to calculate. The SMRT approximation is that the phonon distri-

bution decays exponentially towards the local equilibrium value independent of any

other mode occupations

& _A - - 'A A *(3.30)

Under this assumption, the scattering rate can be obtained as [57, 124, 1151

1 1 FBr4r .[,(3.31)
TA ' Ot ,d
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This can be readily evaluated from (3.7) by setting nd = n = 0 (in words, allowing

only a single mode to be out of equilibrium), yielding

rA = Auc Yld2q/ V(_,-' All) 12j(-w W A'+W"

8 ,84

x (no, - 0 )

+ 7 I2 d q'-Ps(-A, A',)12 ( + A'+ W"

8 ,84

x (n, + no, + 1). (3.32)

Note that for scattering pathways where A = A' or A' = A" in (3.32) this rate is too

small by a factor of 2, for type I and type II processes respectively. Those cases may

be important when branch dispersions are linear, but significant regions of linearity

do not occur in practice based on the present force constants.

This same expression for the phonon lifetime can be derived from the anharmonic

phonon self energy by neglecting the effect of the anharmonic terms on the phonon

dispersion relation-a quasi harmonic approximation, which is typically a reasonable

approximation [33, 31, 72, 115] and consistent with the treatment of the dispersion

relation in this work. The scattering rate calculated in this manner does not consider

the effect of coupling between out of equilibrium modes, but for lack of a better

measure, Equation (3.32) will be used to approximate the phonon lifetimes consistent

with the recent literature [79, 33, 40].

3.5.1 Knudsen number

In many systems with simple geometry and under the SMRT approximation, the

effective thermal conductivity (modified due to the structure) can be calculated as

an additional function of the Knudsen number alone (the ratio of the mean free path

to the characteristic length scale of the device) [23, 36, 32, 121]. We will show this

to be the case for the effective thermal conductivity in graphene ribbons in Section

6.7.2 and Chapter 7 (see also Ref. [67]).

In the present work, which is expected to extend beyond the simple geometries
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and assumptions that facilitate analytical solution, the Knudsen number will be used

as a measure of the strength of kinetic effects. In order to provide a simple measure for

kinetic effects that is consistent with the formulation for rarefied gas dynamics [119],

the following mean free path definition will be used

A(T) f d2 q E, Jfv(qs)||r(qs)neI(w(qs); T)) (3.33)
f d2q E, neq(w(qs); T)

to evaluate the Knudsen number

Kn = A (3.34)

where Le is the characteristic length scale of the device and r(qs) is the mode lifetime

given by
1 _ __ rmd qs)l

r(qs) = - . (3.35)
r(qs) & s)tt *

Equation (3.33) is the average distance any phonon travels between scattering events

calculated at equilibrium. This follows standard practice in kinetic theory [114] and

is consistent with the fact that the mean free path is a reference quantity. In the

problems of interest here, the deviation from equilibrium is small providing additional

justification for neglecting non-equilibrium effects.

Definition (3.33) results in a dramatic simplification compared to the mode de-

pendent mean free path A(qs) discussed elsewhere [33, 79, 123], while still allowing

for comparison of kinetic effects in more traditional systems [24] and aiding in the

system level understanding. For example, one traditionally expects [119] three trans-

port regimes: 1)The continuum regime (Kn < 0.1) where kinetic effects are minor

and transport is generally diffusive [44], 2) the transition regime (0.1 < Kn < 10)

where diffusive and ballistic transport are important, and 3) the collisionless regime

(10 < Kn) where transport is almost entirely ballistic. In the first regime, transport

can be represented with the diffusive models (e.g. Navies-Stokes for rarefied gases and

Fourier's Law for phonon transport). In the collisionless regime, radiative transfer

methods provide the most efficient solutions. In the transition regime, solution of the

Boltzmann equation is typically required. In Chapter 7, we will discuss these regimes
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in the context of thermal transport in graphene.
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Chapter 4

Solution of the homogeneous

Boltzmann equation using an

iterative method

Direct or stochastic integration of the linearized Boltzmann equation (3.19) with the

three phonon scattering term (3.7) has, to date, defied numerical solution for general

problems other than spatially homogeneous, steady state, linearized problems. The

later can be solved using an iterative solution [87, 88, 77] which can be derived from

(3.17) and (3.20) by grouping nd terms onto the left-hand side

nd v VffT(x) 8 fl(wA\, T)
r, &T TO

+ 27h2  d2' 3 (-A, -A', A")| 2 8(-wA - W' + W)

x (n- n)n, + (no + no, + 1)n

+ F,47h2 ZJd2 q'jV3(-A, A', A") 26(-wA + WA + WA")

S ,8S

x (n~i\ - no)n, + (no, - no)ni\), (4.1)

which can be iteratively used to obtain new estimates of nd based on previous iteration

values (of nI', nd", etc). This is repeated until convergence is obtained. The first term
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on the right-hand side of (4.1) is a constant that does not include coupling between

out of equilibrium modes. Thus by analogy, this corresponds to the solution of the

single mode relaxation time approximation problem

dSMRT _ VA *VT(x) 8neq(X, T) (4.2)

Numerical integration of the distribution function by iteration of (4.1) or even the

single mode relaxation time solution (4.2) remains challenging for two primary rea-

sons: 1) The third order force constants are expensive to calculate and 2) the integral

of the scattering operator contains delta functions enforcing energy and momentum

conservation.

For the present work, the first point is addressed by using density functional per-

turbation theory (DFPT) to calculate the force constants of graphene, which are then

used in (2.25). Both the second and third order force constants have been calculated

using the local density approximation (LDA) with the Perdew-Zunger parameteriza-

tion [94] and provided by Sangyeop Lee, using code developed by himself and Keivan

Esfarjani [33]. We are deeply grateful to both.

The second issue, numerical integration of the delta function, is fairly common in

solid state physics [115, 77] and other fields [122]. For example, a similar integration

of a delta function occurs in the immersed boundary method where it is referred to as

regularization of the delta function-that is, calculating the contribution of a delta

function using a regular computational grid.

This chapter describes in detail an interpolation based quadrature which allows for

regularization of the delta function without introducing a smearing parameter which

would further complicate convergence studies. It also is an opportunity to present

the reciprocal space discretization scheme that will be used throughout this thesis,

thus laying the foundation for the Monte Carlo method to be developed in subsequent

chapters.
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Figure 4-1: Sketch of reciprocal space discretization with Nide = 5. By adding a
reciprocal lattice vector, the top most and right most grid points are equivalent to
the bottom most and left most, respectively.

4.1 Discretization of reciprocal space

The parallelepiped unit cell of Figure 2-2 will be used to represent reciprocal space.

The reciprocal space grid points are chosen as fractions of the reciprocal lattice basis

vectors as follows

(r- )ti + (C-1)btat,2 _ bat,1+bt,2 Nide is odd
=r,c (id.-1) (i.-1) 2(4.3)

(r-0.5)bjat 1 (c-0.5)bat,2 _ bIat,I+bat,2 N~ide is even
(Nide-l) (Nide-) A 2

where Nid, is the number of grid points along each side of the unit cell as shown in

Figure 4-1 and r, c E {1, 2, .., Nide}. The odd and even cases have different offsets

so that both include the gamma point of the Brillouin zone, which means that the

sum of the wavevectors of any two grid points (plus the appropriate reciprocal lattice

vector) always falls on another grid point-allowing momentum conservation to be

satisfied exactly on the grid.

Points along the boundary of the unit cell are symmetrically equivalent to those

grid points on the opposite edge of the unit cell. Hence, the number of unique points is
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Npts = (Nsid. - 1)2. At each reciprocal space grid point, there will exist 6 polarization.

For convenience, six copies of the discretized Brillouin zone will be used, so that each

grid point j identifies a unique combination of wavevector and polarization qsj with

a total number of grid points (or states) Ntate, = 6Npts.

4.2 System properties

The easiest integrals to evaluate in this work are the moments of the distribution

function for the system properties (3.21)-(3.23). While it would not be unreasonable

to simply present a standard quadrature for these integrals, in order to prepare for

subsequent need to integrate delta functions in reciprocal space, consider the following

derivation of a quadrature scheme based on linear interpolation.

Given the discretization of reciprocal space of Section 4.1, the unit cell can be

tessellated with Nri equal area triangles. The wavevector at the nth vertex of the

mth triangle is denoted by q'',,-see Figure 4-2. The integral of the form of (3.21)-

(3.23) of an unspecified function f(qs) over a single unit cell

1 
72 oi i d2qf (qs) (4.4)

can be written as a sum of the integrals over the mth triangle for m from 1 to Ntri

1 Ntr

i E I d 2qf(qs). (4.5)
's M=1 '.th triangle

Assuming that the integrand is linear inside each triangle, the integral over the mth

triangle is the average of the three corner values times the area of the triangle (Stri =
41r2 (27)

AucNtri See
Ntri 3

1 = 12r6 "s). (4.6)
a m=l n=1

As a matter of computational efficiency this can be rewritten as a summation over

the grid points and for further convenience, the index j will indicate a grid point and
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Figure 4-2: Sketch of first two triangles of the tessellation. Each grid point serves as
the vertex for more than one triangle.

branch combination qsj

Nstates

Auc Nri6 E g ,
j=1

Considering only (Nside - 1)2 grid points by exploiting symmetry, each grid point

will be a vertex of 6 different triangles and hence make 6 separate but equivalent

contributions to the integral. By comparison of (4.6) and (4.7), it can be determined

that, for this case, all weights are equal, gj = 2. This allows evaluation of system

properties as summations over the grid points, yielding, for example,

2 Nstates

nypx, 0 )Auc Nt6 n(A,x,t) (4.8)
j=1

and 2 Nstates

u(x, t) = Auc Ntri6 E hwj n(A, x, t), (4.9)
j=1

where for notational convenience wj = w(Aj). Equation (4.9) also provides the method

for defining the temperature, namely by finding the equilibrium distribution with

parameter T which has the desired energy density by inverting the relation:

2 Nstates

Ueq(T) = A-e Nr : hwj n*5(w3, T). (4.10)
Auc trij=1
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Also of particular interest in thermal transport calculations is the heat flux

2 Nstates

JE (X, t) == 'u N E v(4j)hw(Aj)n(4, x, t) (4.11)
. uc Nribj=1

from which the thermal conductivity is evaluated as described in Section 3.4.

4.3 Linear triangular (tetrahedron) method

In his recent review of ab initio thermal transport [77], Mingo identifies three ap-

proaches for performing the integration of the energy delta function in (4.1)

1. Explicit determination of the points (not necessarily grid points) that satisfy

momentum and energy conservation, which he calls Gaussian quadrature

2. Interpolation methods that evaluate the function only on the grid points

3. Smearing of the delta function using a Gaussian function

Of these methods, the last is perhaps the easiest to implement, but it requires an

additional parameter to represent the smearing, which further complicates conver-

gence studies. Due to the uncertainty principle, it is possible that this may be a step

towards physically realistic numerics, but this method requires the finest discretiza-

tions of the three [77]. In order to facilitate efficient numerics, this work employs

an interpolation based method. Brief experiments with Gaussian quadrature did not

appear to provide sufficient improvement to justify the added complexity. The inter-

polation method used here is a two dimensional version [63] of the linear tetrahedron

method [42]. It is briefly described below and will be referred to as the linear triangle

method.

The linear triangle method divides the Brillouin zone into Nri equal area triangles

(see Figure 4-2); the mth triangle has the vertices q',, qg , q, 3 which belong to

the set of N.e grid points. The goal of the linear triangle method in this work is to

approximate the integration of (3.17) and related integrals with a summation over
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the grid points

[OmA]Nstatea Ns~ta

_h_27h2  _ E W (A, j, k)
& 3-ph 27h =1 k=1

((no - nj)n d + (no - n)njd+ (no + nj + 1)n )

+ 2u E W1,(, j, k) (4.12)
j,k

x(-(no + no + 1)n d + (no - no)njd+ (nj - no)nd)_.

where, for convenience, the polarization and grid point indices have been combined

into a single index, and a single subscript j replaces the cumbersome Aj and likewise

Ak -+ k. In this expression, W(A, j, k) and W11(A, j, k) are weights that represent

the regularization of the delta function times the value of the interaction element:

IV3 (-A, -A,, Ak)1 2 for type I and j 3(-A, Ai, Ak)1 2 for type II processes. Due to mo-

mentum conservation, W(A, j, k) is only non-zero when -q - qj + qk + G = 0 and

W1,(A, j, k) is only non-zero when q - % - qk + G = 0. Thus, this expression could

be rendered with a summation over branch s" instead of over k analogous to the

difference between (3.3) and (3.7), but here the summation over k is retained in the

interest of clarity. Computationally efficient implementations will be further discussed

in Section 4.4.

The calculation proceeds as follows: given a state A and the index of another state

k (or equivalently and much more computationally efficient only the branch s" of the

third state is specified and its wavevector is calculated by momentum conservation),

the level set function is calculated for every point j in the set of Nstate. grid points

and these values are stored in memory for later use.

Considering the same states A and k (or just s"), the calculation then loops over

every triangle m in the tessellation of the reciprocal space unit cell. Each vertex of

each triangle will make a contribution to the weight of the associated grid point. The

values of the level set function at the vertices of the mth triangle are sorted so that

V(A, A,1s', k) 5 p(A, q, 2s', k) V(A, q, 3s', k). Allowing the notation (qv,,s') =

j., the triangle under consideration will make contributions to the weights W(A, j, k)
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and W11(A, jn, k) for n E {1, 2, 3}. More specifically, the contribution at the nth vertex

of the mth can be calculated from the following expressions for Lmn (see [63])

& If 0 < p, then

1,nn = 0 (n E {1, 2, 3}) (4.13)

* if (P1 < 0 < 2, then

(1 = Stri ' W0 (V12 + (P13), (4.14)

and
StrA(P21ft3

Imn = WnP1 (Pni (n E {2,3}). (4.15)

0 if V2 < 0 <_ 3, then

-7;nn = StriW13W23 n3 (n E { 1, 2}). (4.16)
V3

and

Im3 = Strp 1 23 ( 031 + W32) (4.17)
(P3

* If 0 > p3, then

Zinn = 0 (n E {f, 2, 3}) (4.18)

where the reciprocal space area of the triangle is Stri = r and

pq = q (p, q E {, 2, 3}).

Ultimately, the weights axe obtained by summing the contributions of all triangles

multiplied by the appropriate interaction term

Wi(A, j, k) = S ImnIV 3 (-A, -jn, k) 2&qj,jn6q+qjq,,G (4.19)
m ni

and

WjI(A, j, k) = 552n 3(-A, jn, k) 26qj,jn 6-q,_,k, (4.20)
m n
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where 5,,,j,, is an indicator to place the contribution of the nth vertex of the mth

triangle in the array of weights at the appropriate location and the momentum con-

servation delta function is written explicitly here, because the weight only interpolates

the energy delta function. Clearly, the weights W(A, j, k) are mostly zero due to the

requirements of energy and momentum conservation. The following section discusses

an efficient method for storing these weights and evaluation of the scattering operator

integrals.

4.4 Efficient weight storage and integration of the

Boltzmann equation

The preceding section discussed integration of the scattering operator for an arbi-

trary value of A. In practice, this scattering operator must only be known for the

discrete values of A represented by the Nstat. of the computational grid. Thus, the

weights can be represented by three-dimensional arrays Wi(i, j, k) and Wu(i, j, k)

where (i, j, k) E {1, .., Nstat.}. This three dimensional array is remarkably sparse due

to the requirements of energy and momentum conservation (see Equations (4.19) and

(4.20)). In particular, due to the choice of a grid for which momentum is always

conserved exactly at a grid point for any combination of two grid points, the weights

need be stored only for two indices i, j and the polarization index for the third grid

dimension s".

Similarly, the sparsity due to the delta function in energy as implemented through

the linear interpolation scheme (i.e. the zeros in (4.13) and (4.18)) can also be ex-

ploited to further reduce storage and computational requirements.This is achieved

by only storing the non-zero values of weights along with the corresponding indices

(i, j, s", p) in a table, where p indicates the type of weight either I or II. Subsequently

in this work, when a summation includes the weights, it will be calculated sparsely,

by only summing over the non-zero weights stored in the table. This table is inde-

pendent of the temperature of the simulation and can be calculated and stored once
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for each discretization.

4.4.1 Temperature dependence and numerical integration

The temperature dependence of the scattering operator (3.17) is hidden in the equi-

librium distribution functions no = n*'(wA; TO). In preparation for a calculation either

with the iterative method or the more sophisticated method presented hereafter, the

temperature dependence is calculated and stored in memory as coefficients

C1(i, j, k, p) W,(i,j,, k)(n- n) if p = type 1 (4.21)

I -WV(ijk)(nO+nj'+1) ifp=typeII

-}W,(i, j, k)(no - n) if p = type I
C2 (i, j, k,p) k - (4.22)

}W,(ijk)(nO - n9) if p = type II

C3(i, j, k,p) = W(ij, k)(nf +nj+1) ifp=typeI (4.23)

}W(i, j, k) (nj - n9) if p = type II

In terms of these coefficients, the collision operator can be simply written as

3-ph 
2 ZC(i j, k, p)nd + C 2 (i, , k, p)nj + 3(ij, k,p)i4, (4.24)

the SMRT scattering rate as

P = -C1(i, j, k, p), (4.25)
jk,p

and the iterative solution as

d - V- VJ(x) 89n&I(A, T)

+ 2r2 E (C2(i, j, k, p)n' + C3(i, j, k, p)nk) (4.26)
j,k,p
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Although not named or labeled as above, this formulation appears in the literature

in various forms related via use of the equilibrium condition as described in Appendix

A. Utilizing the equilibrium condition, the coefficients can be grouped yielding the

following expressions:

[&nn] Zni jkn
LctJ -h 2wh2  n9 n(n9 +) nO (n +1 nO(nO + 13-ph 2~p

+ ,A Zcii(i,,,k) +i + ), 4 n
+ "2h Cri, , k n)(n + 1) nP(n +1) + (nO + 1)

(4.27)

C(j k, p) (4.28)

and

ri &T T

A d T

+r 2 2 C(ijkp) -F n +1) n k(nO + 1) (4.29)

where the "-" applies if p =I and the "+" applies if p =II.

Numerical tests have shown that the thermal conductivity in a homogeneous prob-

lem converges with respect to discretization more rapidly when the coefficients for the

type I and type II processes are symmetric-specifically when C1(i, j, k)/Wj(i, j, k)

C1 /(k, i, j)/WII(k, i, j). In this work the following coefficients will be used

C(ij,k) = Wi(ij,k)nnjO(n +1)

Cli(ij,k) = Wii(ij,k)1(n9 + 1)noni. (4.30)

4.5 Relaxation parameter

The iterative update for the distribution (4.29) in practice is a little too aggressive

and often leads to numerical instabilities. This situation is easily avoided by applying
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a relaxation parameter a, such that the updated distribution is a times the result of

(4.29) plus 1 - a times the distribution function value before the iterative expression

was calculated. Numerical tests show that a = 0.5 is a reasonable compromise

between stability and efficiency.

4.6 Special treatment of the IF point

The acoustic branches at the r point have zero frequency. In practice, the DFT

calculations return a small negative value for w2 which is then set to zero. Having

zero frequency and zero wavevector, these phonons could in theory combine with any

other phonon and exactly satisfy energy and momentum conservation. Furthermore,

in the interaction term 1/3, the frequency appears in the denominator, resulting in

a prediction of a lifetime, r, that is also 0. Clearly the condition for existence of

phonons as elementary excitations (wA\rX > 1) is not satisfied [13]. However, care

must be exercised in removing this singularity, because the largest contributions to

thermal conductivity are expected to come from near the r point [71]. In this work,

the linear triangle method includes the r point in the discretization, but grid points

with frequency equal to zero are excluded from contributing to thermal transport

by artificially setting 1/ = 0. This allows non-zero contributions to the scattering

operator from the two other corners of a triangle whose third corner is the P point.

Preliminary numerical tests show that this dramatically improves the convergence in

terms of discretization coarseness. After the regularization of the delta function, the

P point for the acoustic branches is removed from the discretization-instead of Nttae

grid points, the calculation is left with Nstate. - 3 grid points.

4.7 Convergence of the iterative solution with dis-

cretization

Having specified the method of integration in the preceding sections, the convergence

of (4.29) and (4.2) with discretization refinement will be presented. The convergence
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Table 4.1: Convergence behavior of the iterative solution thermal conductivity with
respect to discretization Nide.

Nside Kxx,SMRT Kryy,SMRT iXX Ky CPU time per iteration (s)
5 657.787 647.045 1504.26 1531.3 0.000133308
11 465.104 464.751 3033.04 2970.02 0.00188646
21 513.593 516.84 3781.03 3631.12 0.0150403
31 524.063 528.6 4239.37 3942.93 0.0469064
41 526.013 530.819 4371.41 4020.69 0.103659
51 527.965 532.793 4589.39 4138.74 0.204134
61 528.438 533.286 4735.46 4220.7 0.495263
71 528.912 533.794 4755.4 4215.91 0.688384
81 528.223 533.13 4772.39 4216.31 1.04151
91 528.415 533.281 4800.41 4231.62 1.6263

101 528.758 533.661 4833.24 4249.19 2.05466

of the thermal conductivity in the F to M direction (rxx) and in the F to K' direction

(KY) with respect to Nide is shown in Figure 4-3 and Table 4.1. While the SMRT

solution converges a little more quickly, the iterative solution does not converge to

within 1% until a discretization of at least Nide > 90. Also shown in Figure 4-4 is the

evolution of the iterative solution for the case of Nide = 101. Due to the relaxation

parameter a = 0.5, a relatively large number of iterations is required for convergence.

The computational time per iteration is shown in Figure 4-5, and scales a little

worse than O(Ndide). Calculation of the distribution function from (4.29) involves a

triple loop (over i, j, and k) and each loop variable has ~ Nld,2, values. Fortunately,

the summation over k can be eliminated by momentum conservation and the energy

delta function should reduce the fullness of the array by about another factor of Nside,

so this scaling is as expected. The computational cost refers to a single core of an

AMD Opteron 6348 2.8 GHz processor.

4.8 Results using the iterative solution

For purposes of this discussion, the thermal conductivity calculated with Ngide = 81

will be considered to be the converged result, which at room temperature is io, =

4772.4 W/mK along the F-M line and Ky = 4216.31 W/mK along the F-K' line
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Figure 4-5: The computational time per step of the iterative method scales approxi-
mately as N ide when calculated exploiting sparsity.

with approximately 85-88% of the energy being carried in the ZA branch. Based

on the results of the previous section, this should be within a few percent of the

converged result. The accuracy of these results depends upon the force constants

used in this study. As seen from Table 2.3, the second order force constants produce

a dispersion relation that is in reasonable agreement with other works [81, 64], but

differing parameterizations for DFT can lead to discrepancies of a few percent for

phonon energies [64] in the branches important for heat transfer (i.e. the lower 4

branches). Further studies are required to quantify the effect of the uncertainty of

the second order force constants on thermal conductivity calculations.

Regarding the third order force constants, the Griineisen parameter was repro-

duced also to within a few percent (see Figure 2-8 and Ref. [81]), but as mentioned in

Section 3.1.2 the third order force constants fail to preserve required symmetries. To

quantify the magnitude of the error related to the lack of symmetry, a symmetrized
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interaction term is introduced that explicitly includes the required symmetry

61V3,sym(A, A', A")1 2 = IV3(A, A', A/) 2 + 1V3(A', A, A")12

+|V 3(A", A', A)| 2 + 1V3(A", A, A')1 2

+IV3(A', A", A)1 2 + 1 3(A, A", A')1 2 . (4.31)

This symmetrized interaction term results in similar convergence behavior (see Table

4.2) and a "converged" thermal conductivity at Nide = 81 of rxx = 3600.0 W/mK

and K. = 3452.7 W/mK, which are 25% and 18% different, respectively, from the

calculation with the unsymmetrized interaction term. The thermal conductivity re-

sulting from the symmetrization of (4.31) is in closer agreement with other iterative

solutions of the phonon BTE using empirical potentials instead of DFPT (see Table

4.3), so this symmetrized term will be used for the remainder of the calculations un-

less explicitly stated otherwise. The discrepancy between the thermal conductivity

from the unsymmetrized 1i3 term and the symmetrized one suggests that the uncer-

tainty in this calculation is on the order of 20% due to errors in the calculation of the

third order force constants in the DFPT calculations. However, it can be hoped that

by using the symmetrized term the actual error is something significantly smaller.

Nevertheless, with thermal conductivities that vary by almost an order of magnitude

between the SMRT and iterative result and given the uncertainties inherent in mea-

surement of thermal conductivity in graphene (e.g. [28]), the uncertainty of 20% is

not unacceptable.

Two particular insights are readily apparent from the results in Table 4.3. First,

the SMRT dramatically under predicts the thermal conductivity when relaxation

times are calculated from the ab initio scattering operator. It is possible to develop

phenomenological models for the relaxation time that bring this prediction into better

agreement with experiments [84, 1}, but as illustrated in a recent study, this agreement

occurs only because of a fortuitous cancellation of errors [1121. Furthermore, the

phenomenological models predict that the out-of-plane branches make no appreciable

contribution to thermal transport at room temperature [9]. This is in striking contrast
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Table 4.2: Convergence behavior of the iterative solution thermal conductivity with
the symmetrized interaction term with respect to discretization Nside.

Nside Kxx,SMRT tyy,SMRT Kxx nyy
5 601.592 596.219 1506.31 1470.11

11 475.032 487.7 2685.55 2633.86
21 511.508 531.447 3169.77 3075.36
31 515.766 535.619 3322.16 3213.01
41 513.974 533.485 3314.94 3201.4
51 515.053 534.232 3477.64 3352.01
61 514.843 533.824 3580.05 3444.97
71 514.433 533.322 3594.33 3453.11
81 513.147 531.925 3600.03 3452.74

to the ab initio thermal transport simulations that indicate the out-of-plane branches

as the dominant carriers of thermal energy [71, 109, 113]. On this point, all the results

shown in Table 4.3 agree.

In order to better compare these results to other solutions of the phonon BTE

as well as to experiments, the effect of boundary scattering must also be included.

Boundary effects can be approximated in a spatially homogenous simulation by in-

troducing an additional scattering rate [22, 124] representing interaction with the

boundaries [87, 77]. For circular Corbino membranes [21, 29, 34] this new scattering

rate is

Icirc = 7i + 11vi11 (4.32)
Lb

where Lb is the membrane diameter.

Approximating the boundary scattering in this manner for an Lb = 10pm diameter

Corbino membrane, which agrees with the geometry of available reference [71, 113],

brings the predictions from this method into reasonable agreement with previous ab

initio thermal transport simulations using empirical potentials (see Table 4.3). Intro-

duction of the boundary scattering term may also slightly improve the convergence-

see Table 4.4. While the goal of this work is to move beyond the homogeneous scat-

tering rate approximation to boundaries, the implication that boundary scattering

may allow use of a coarser discretization is important.

After introduction of the boundary scattering term, the iterative solution for the
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Table 4.3: Thermal conductivity (along the F to M line where available) from this
work and other sources as well as the relative importance of each branch in terms of
total energy carried.

Source rb % ZA % TA % LA % ZO %TO %LO
Unmodified 4772.4 88.42 7.84 1.20 2.58 -0.02 -0.02

V3,sym 3600.0 86.10 9.10 2.47 2.37 -0.02 -0.02
Lb = 10pm, V3,ym 2999.0 83.06 10.78 3.57 2.63 -0.02 -0.02

Ref. [113] 3215.5 88.91 7.53 2.85 0.0072 - -

Ref. [71] 3435 75.69 15.14 9.17 - - -

Table 4.4: Convergence behavior of the iterative solution thermal conductivity with
the symmetrized interaction term and scattering rate including the homogenous ap-
proximation of Corbino membrane boundary scattering.

Nside
5

11
21
31
41
51
61
71
81

/Cxx,SMRT

586.142
466.665
503.737
509.111
507.951
509.308
509.304
509.05

507.889

Kyy,SMRT
581.441
479.598
523.637
528.771
527.207
528.227
528.022
527.672
526.401

1410.41
2362.33
2744.45
2857.04
2839.62
2941.04
3001.48
3001.12
2998.98

Kyy
1379.84
2323.28
2680.45
2787.18
2769.46
2868.39
2926.51
2925.62
2922.05
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Figure 4-6: Temperature dependence of the iterative solution thermal conductiv-

ity compared to various recent experimental measurements (red [41], blue [10], yel-

low [29], green [69], magenta [34]). Calculated using the symmetrized interaction

term and Corbino membrane scattering rate with Lb = 10/1m.

thermal conductivity with the symmetrized interaction term and the appropriate

boundary scattering is compared across a broad range of temperatures to experimental

results. Although, from the error bars in Figure 4-6, it is apparent that the amount

of uncertainty in the experiments is still remarkably high due to uncertainties in the

experimental procedure [29], the iterative solution fits within the trend of the data

as with previous ab initio thermal transport simulations [113, 71].

While a boundary scattering length of 10pm is reasonable in terms of common

experiments [21, 29, 34], the parameter Lb can be varied to obtain estimates of the do-

main over which kinetic effects are important. Figure 4-7, which was generated using

(4.32), shows the dependence of the effective thermal conductivity on the Knudsen

number. The mean free path as calculated from (3.33) and (3.35) and (4.27) is shown

in Figure 4-8. At room temperature, the mean free path of 600nm agrees well with

other predictions [41, 98].

Figure 4-7 also includes a Landauer-like estimate for the effective thermal conduc-
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Figure 4-7: The effect of boundaries on thermal conductivity for the corbino mem-
brane geometry [21] is estimated using the homogeneous scattering rate (4.32) as a
function of membrane diameter Lb. Calculated with Nide = 81.

tivity [100, 98]
Keff(K) .1

K 1 , (4.33)

This model is appealing because it uses only the Knudsen number to represent the

transition from diffusive to collisionless transport, and it is expected to be correct

in those two limits-see Chaptir 7 for more details. As shown in Figure 4-7, the

iterative solution predicts transitional regime transport over a broader range of Kn

than Equation (4.33). The effect of the boundaries is shown to be important diameters

from 60nm to 60pm (0.01 < Kn < 10). At a diameter of 10psm, the effective thermal

conductivity is only about 80% of the true thermal conductivity. The longevity of

the kinetic effects agrees generally with the same analysis for graphene performed

using empirical potentials [112]; although in that work, the logarithmic scale of the

y-axis makes exact comparison difficult. The SMRT approximation fails to capture

the appropriate trend of the thermal conductivity reduction.

This broad transition regime has important implications for experiments. For ex-

ample, the experiments referenced in Figure 4-6 span Knudsen numbers from about
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Figure 4-8: The mean free path of phonons in graphene varies from 600 nm at 300 K
to 160 nm at 700 K.

0.06 to about 0.02, all within the transition regime. Based on the results of Figure 4-7,

neglecting kinetic effects would lead to errors on the order of 5-10% in thermal con-

ductivity calculations. Considering the level of uncertainty in these experiments and

even in the ab initio calculation, perhaps this error is acceptable, but for membrane

diameters less than 10 microns, kinetic effects may no longer be neglected.

This analysis relies on a homogeneous approximation of boundary scattering in-

cluding the Matthiessen rule. This is known to yield incorrect results both in terms of

localized transport [124] and in terms of averaged effective thermal conductivity [67]

as we will show in Chapter 7. The simulation method that is presented hereafter

provides a means to model these systems without the homogeneous approximation.
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Chapter 5

Phonon Scattering as a Linear

System of ODEs

The spatially inhomogeneous, time dependent phonon Boltzmann equation (3.19) is

not amenable to analytical solutions. The two primary processes involved (namely

advection and scattering) each introduce unique challenges: the advection propagates

discontinuities and leads to numerical instabilities, while the scattering events, as

shown in the previous chapters, are cumbersome to describe mathematically.

Solution is significantly simplified if these two processes are treated separately

via a splitting algorithm wherein the system is updated by a small time increment

At due to the action of one of these (e.g. homogeneous relaxation for the scattering

step), while the other is assumed inactive. Subsequently, the system is updated for

the other (e.g. ballistic advection), while the first is assumed inactive [12, 104].

This chapter will describe the fundamentals for developing a time stepping al-

gorithm for the scattering operator which will be arrived at after a few simple ma-

nipulations of the governing equations (3.19) and (4.27). The resulting propagator

will integrate the homogeneous scattering step exactly (no time step error) and will

interface naturally with variance-reduced Monte Carlo solutions of the Boltzmann

equation presented in the subsequent chapter.
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5.1 Matrix formulation

In order to exploit the linearity of the scattering model (4.27), we proceed to write it

in matrix form (similar to Ref. [88])

i = Aij n , (5.1)

where the elements of the transition rate matrix are

A; = u 1 ( [C (i, j, k) (-6,6,; - , + J ",:Jj)
A3 2ii-h2 n9,(nq + 1)Y'- 'S3, 2 3 i k 3 J

3 3 ijk

+CII(i j, k)(-6;6,;+6,;6,;+6,;6k,))] ) (5.2)

The homogeneous relaxation problem now corresponds to the well studied problem

of a system of coupled ODEs [80], from which a time integration scheme will be

developed.

5.2 Energy formulation

One highly desirable feature of numerical integration scheme is conservation of system

energy. Implementation of a numerical scheme that exactly conserves energy will

be facilitated by rewriting the governing equations in terms of energy distributions

(hw,\nA) rather than phonon densities [91]. For convenience, the formulation will also

include the density of states and a constant multiplier, namely

2
i-_hw.ni. (5.3)

A c Ntri S(.

The analytical decomposition (3.16) then becomes

= f"'(w; To) + fdi (5.4)
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and the equilibrium distribution is

f*'(w; T) = 2
Auc Ntri6 exp ) 1

(5.5)

From Equation (4.9), the energy density of a system is given by

Nstates
U A= hwini,

Aic Nt i=1
(5.6)

and the deviational energy density of a system Ud = u - uo-where uO is the energy

density of a system at equilibrium at To-is given by

Nstatem

u = + UO.
t=1

For later purposes we also note that the heat flux is given by

(5.7)

Notates

JE= vjfd.
t=1

(5.8)

The scattering operator now becomes

jfd = Bgfd,
B1j

(5.9)

where the transition matrix for energy distributions (Bij) is related to the transition

matrix for number of phonons by

Bj = A,--. (5.10)

In terms of energy deviations, the Boltzmann equation is simply

9ff'(x t) ______;_T__)' +Vj -V, fi(X, t)+vi -V.T(x)
ITO

(5.11)Big f4(x, t),

where the time and space dependence of the distribution function is shown explicitly.
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We reiterate that the iterative solution [87] introduced first in Chapter 4 and presented

in discrete form in (4.29), is an implementation of standard iterative approaches for

solution of matrix equations [118] that iterates toward the steady state distribution

more efficiently at the cost of discarding all information about the transient behavior.

The steady-state, spatially homogeneous (with a 1-d temperature gradient) LHS of

the Boltzmann equation (from (5.11)) is

0
/Vrd Ofe(w ; T) dT

+ Vi - + oXT Bigf(t =oo), (5.12)

whose solution can be found iteratively through the recursion

fd = axex f&(w;T) 1ff -+ Bjgfd. (5.13)

This is slightly different from (4.29) in two ways. The most obvious difference is

that (5.13) is in terms of fd instead of nd. The second difference is more subtle-

the contribution to the scattering rate i from pathways with repeated indices is too

small by a factor of 2, whereas Bi, here correctly includes the contribution of both

of the repeated states-see Equation (3.32) and the text thereafter. The first of these

two differences should have no impact on thermal transport and the second should

have only minimal impacts. As can be seen from Table 5.1, this matrix formulation

agrees well with the convergence behavior of Equation (4.29). The differences at each

discretization level are negligible.

Table 5.1: Comparison of the SMRT and the iterative thermal conductivity from the
matrix formulation with the original formulation (see Table 4.2-i.e. no symmetriza-
tion of the interaction term) for the first few discretizations.

Nside Exx,SMRT % diff Kxx % diff
5 600.697 1.5 1506.31 0.2e-6
11 474.612 0.08 2685.55 0.7e-6
21 511.406 0.02 3169.77 0.9e-6
31 515.713 0.01 3322.16 1.le-6
41 513.941 0.006 3314.94 1.3e-6
51 515.033 0.004 3477.64 1.5e-6
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5.3 Numerical issues for energy conservation

Energy conservation demands that the system energy remain invariant during the

scattering processes. In the three phonon picture, this is satisfied because the coupled

states are selected such that w% + wA, - wi = 0. Due to the linearization and linear

interpolation necessary for the ab initio thermal transport methods, and then the

reformulation into matrix form, three phonon scattering is essentially calculated by

considering sequentially all combinations of the pairs of phonons involved in scattering

process-represented by the two indices of the transition matrix Bij. As a result, it is

more convenient to write the conservation requirement in terms of net energy transfer.

The rate energy density is removed from a system due to the scattering process is

equal to

t*"t =-Z B7.f7, (5.14)

which, due to the sign of the diagonal elements, B1 , should be positive. The rate

energy density is added to the system during the scattering process is

i*= Z B,,(1 - bij)fj (5.15)

The balance is then simply

f f = Bj fd, (5.16)

which leads to the requirement

5Bjj =0. (5.17)

In order to consider momentum conservation we briefly revert to the number

density formulation and the transition matrix A. The scattering matrix is decomposed

into normal and umklapp processes (A = AN + AU). For momentum conserving
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normal processes, momentum conservation is equivalent to

qjA = 0. (5.18)

Returning to the energy based formulation, the momentum conservation statement

is

B = 0. (5.19)

Given the use of a finite grid and linear interpolation, as well as the possibility of

numerical errors in the force constants, one should not expect energy to be conserved

exactly. Expressions (5.17) and (5.19) will thus not be satisfied. Let the calculated

transition matrix elements be denoted B13, such that, due to numerical errors in its

calculation,

5 =.A7 0 0, (5.20)

5_i = Xj/0 (5.21)

5 W=A #J0. (5.22)

In order to understand this measure of lack of conservation, it is useful to con-

sider the physical implications of the scattering transition matrix. The off diagonal

elements Bij represent the rate energy from a state j moves to state i and the diag-

onal elements represent the rate that the energy in state j is changed-if energy is

conserved, then rate energy goes from j into any other state should be equal to the

rate that energy in state j is depleted. Equation (5.20) provides a measure of the rate

at which energy is created or destroyed (based on the sign of Aj) due to energy oc-

cupying state j. If the amount of energy created or destroyed Aj I is small compared

to the total rate of energy being moved (measured conveniently by Ej 1B 3 ), then

the lack of conservation is of less importance. Consequently, a convenient measure of

the average rate of lack of conservation compared to the total rate of energy transfer
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(with each state being weighted by the rate of energy transfer for that state) is

1 1A 3| IZII _ ZIAIA = zi iA z.=iAiA(5.23)

and similarly for momentum conservation in normal processes

EX = (5.24)
SB~i

, . (5.25)

The value of these conservation faults shown in Table 5.2 and Figure 5-1 converge

to a non-zero value on the order of 10-1. This non-vanishing error indicates one of

three things: 1) a bug in numerical implementation, 2) a problem with the theory or

3) errors in the force constants used in this study. In order to have confidence in the

primary contributions of this work, the first two of these must be ruled out.

Table 5.2: Conservation faults for the scattering operator in matrix form vs discretiza-
tion for the unsymmetrized interaction term.

Nside Ew EX EY

5 0.260854 0.263774 0.291882
11 0.108108 0.208469 0.215358
21 0.0746952 0.144109 0.154785
31 0.068881 0.127416 0.13876
41 0.0620872 0.1161 0.127466
51 0.0610346 0.112865 0.125237
61 0.0585888 0.111636 0.122857
71 0.0562385 0.110827 0.122514
81 0.0557885 0.108008 0.118863

As previously argued, the lack of symmetry of the interaction term V 3 should

directly contribute to this error. To illustrate this, consider the results in Table 5.3

which presents the conservation faults calculated using the symmetrized interaction

terms (4.31). The symmetrization reduces the conservation fault by nearly a factor

of 2 for energy and a slightly better for momentum. The symmetrized interaction
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Figure 5-1: Conservation faults do not appear to converge to zero as discretization
Nide is increased for the unsymmetrized interaction term, but may do so for the
symmetrized term and certainly appear to do so for the toy model of Equation (5.26).

term may indeed eliminate conservation faults entirely, but with the available com-

putational resources and time, a conclusive convergence study was not feasible.

Table 5.3: Conservation faults for the scattering operator in matrix form vs discretiza-
tion using the symmetrized interaction element from Equation (4.31).

Naide CW ex ey

5 0.253839 0.196822 0.221322
11 0.0929621 0.124286 0.116467
21 0.0518293 0.0733655 0.0683349
31 0.045572 0.0646509 0.0589449
41 0.040336 0.0584694 0.0516954
51 0.0404563 0.0537662 0.0487405
61 0.0375152 0.0495192 0.0427301
71 0.0311938 0.0431613 0.0389457
81 0.032736 0.0430679 0.0369658

In order to help to rule out implementation bugs or problems with the theory, the

interaction term is replaced with a simplistic approximation motivated by Klemens'

popular form for the relaxation time for Debye solids [56, 57, 59, 112], but modified
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here in that we do not require any approximate relationships between A, A', and

A" and also modified to preserve they symmetry of the more complicated dispersion

relation. The toy model is

hi3

1 3(A, A', A")I = ( Iq q' Jq" 1)2/3, (5.26)
Matom

where -y,\ is the Griineisen parameter. In order to isolate this approximation from

the force constants, and given the level of approximation, the Griineisen parameter

will be approximated as uniformly equal to 1. Equation (5.26) is properly symmetric

and has the right units, but it is presented with no further justification and is not

expected to provide any reasonable accuracy in thermal transport calculations. It

will only be used to demonstrate that lack of conservation can disappear when the

interaction term is appropriately chosen, which is shown in Figure (5-1).

The results of this section suggest that the lack of conservation arises from the an-

harmonic force constants used in this study and specifically from the lack of symmetry

of the force constants. In any case, the lack of conservation is relatively small (only

a few percent) especially when using the symmetrized interaction term. The error

is further mitigated because the signs of Aj and the related measures of momentum

conservation faults are both positive and negative, so while one state loses energy an-

other state gains it and the lack of conservation of the system as a whole is an order of

magnitude better than reflected by (5.23). Due to the relatively small magnitude and

the rapid convergence of the iterative method, these conservation faults tend not to

be an issue for the iterative solution, but in order to perform explicit time integration

of the phonon scattering operator, these conservation faults must be eliminated.

5.4 Enforced conservation

As will be detailed in Chapter 6, the particle scheme developed for integrating (5.11)

is exactly energy conserving. This is a very desirable feature, which however does not

tolerate any error (in terms of lack of energy conservation) in the matrix elements Bi2 .
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In order to address the lack of conservation due to numerical errors in the interaction

element and the finite discretization, an additive correction /i3 is proposed such that

the calculated matrix element Bi, plus the correction satisfies energy conservation or

B1. = B, + Pi. (5.27)

This leads to a constraint equation

Z fl=-A (5.28)

The magnitude of each element 8ij should be small in order to minimize the un-

intended impacts of this correction. If formulated as a constrained optimization

(Lagrange multiplier), the objective function is

Fj=Z/3y + AjE I3 +Ay). (5.29)

After differentiation with respect to /mn,

= 2mn + An, (5.30)

one fines that the minimum occurs at mn= - . Using (5.28), it is determined that

-i= (5.31)
Nstates

Thus, an "optimal" correction is constructed for the calculated transition matrix

in order to conserve energy simply by adding back the mean of the deficit of each

column to each of the Nstat. elements of the column. If we decompose the scattering

into momentum conserving normal process, and non conservative umklapp processes

B,, = BY + B, then, in a related manner both energy and momentum conservation

can be corrected for the normal processes by considering B - +=3 . Again using

Lagrange multipliers to minimize the size of the correction results in an objective
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Table 5.4: Comparison of the thermal conductivities calculated with the energy and
momentum corrections. Calculated at Nsd = 21.

Source Kx,SMRT /Cyy,SMRT KXX Kyy

Sym, no correction 511.406 531.335 3169.77 3075.36
Sym, energy correction 511.431 531.37 3169.77 3075.36
Sym, both corrections 510.51 530.404 3099.31 3013.94

function

Fj) = (# E) 2+ N + A
\ i i /

+AX4(Z i3 +gAj) + A~, (z _ 32~+ x) (5.32)

After minimization the correction is prescribed by

2/3 = - - A - (5.33)

with the multipliers being obtained by inverting the linear system

1_i E qi A 2Aj

A 2A . (5.34)
W,2 AN

We note that it should also be possible to determine the exact number of reciprocal

lattice vectors expected to be added by the umklapp process and strictly enforce it

in a similar manner, but we expect the effects to be small. Enforcing energy con-

servation had minimal impact on the thermal conductivity and enforcing momentum

conservation tended to change the values of thermal conductivity by less than a few

percent. The thermal conductivity for the system with energy conservation is shown

in Table 5.4.

Perhaps the greatest drawback of the enforced energy conservation approach is

that it destroys the sparsity of the transition matrix. As a result, the calculation

time per iteration will scale as O(N,45de) instead of Q(Nide). An alternative to the

81



above enforced conservation scheme would be to spread the correction over only the

non-zero elements of the transition matrix. This approach would preserve the sparsity

of the transition matrix and the more efficient scaling, but the correction does not

affect all directions equally. As a result it tends to bias the thermal conductivity

more than adding the correction to every element in each column. Furthermore, the

time integration scheme that will be described hereafter also causes a loss of sparsity.

Ultimately, the effect of the "gentler correction" (applied to all matrix elements) is

not so detrimental.

5.5 Solution of homogeneous relaxation problem

Having posed the problem in terms of a matrix equation representing a system of

first order ODEs, there are a number of solution methods available. This section

presents a few such methods written in terms of the transition matrix and energy

distributions. The most important contribution of this section is the development

of the propagator that facilitates the step wise integration in time required for the

homogeneous relaxation part of the splitting scheme.

Before presenting a time stepping solution we begin by noting that the homoge-

neous relaxation problem:

ff'(t) = B (t). (5.35)

can be solved analytically.
Nstateq

fg(t) = hjg,ielj3, (5.36)
j1

where g,i is the ith element of the jth eigenvector, C is the corresponding eigenvalue,

and h, is a coefficient prescribed by the initial condition. When Nstte, is small

and the problem is homogeneous (i.e. the spatial derivative on the left hand side

of (3.1) is zero), this is a powerful method for solving the scattering part of the

phonon Boltzmann equation. Nevertheless for large systems, the computational cost

associated with solving for the eigenvalues and eigenvectors can be limiting.
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The solution of 5.35 is also conveniently expressed by

fd(t + At) = d P(At)f'(t) (5.37)

where Pi, are the elements of the generator or propagator matrix [681 Although we

have chosen to reserve the bold symbol notation only for cartesian vectors, we will

briefly violate that convention to prescribe the form for the propagator

P(t) = e = 0 -B (5.38)
k=k

where P is a Nstate x Nstates matrix and contains all the information about the

dynamics of the system. We note that number of computations required to calculate

the propagator scales as N ates, but it can be done once for each timestep size and

stored to disk. We use a scale and square method to calculate the propagator which

guarantees stability in the calculation of the same [80].

The propagator of the system can be used to sequentially step forward in time by

the recursion

P(nAt) = [P(At)]". (5.39)

This discrete time stepping allows the distribution function to be integrated forward

in time with no truncation error.

5.6 Deterministic scheme for evaluating spatially

homogenous, time dependent Boltzmann

In the case of a homogeneous relaxation, the Boltzmann equation simplifies to

0
afd(t) +ofeq(w; T) dT

+ VT-V =(t) + Bi f4(t). (5.40)
Ot ff TO 3
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This can be evaluated deterministically using the splitting scheme discussed previ-

ously. In the advection sub step, the distribution is updated according to

49fd(t) B*(; ) da +dXt) e(wi; T) dT = 0 (5.41)
t 5T I dx

which using a first order forward Euler scheme gives

fdadvect(t + At) = fg(t) - a 0fq'(w; T) dT (5.42)
07' To&

This is followed by the RHS update which utilizes the propagator introduced in

Section 5.5 to integrate in time (with no timestep error)

f'(t + At) = '(t + At), (5.43)

This deterministic method requires O(Ntate) calculations for the LHS update

and O(Nat) calculations for the RHS update. This scaling could potentially be

improved to ~ O(N8 a ,) like the iterative method if sparsity is preserved by using

the first order approximation of the propagator

Pj 62z3Jg + BjjAt,7 (5.44)

where 6ij is the Kronecker delta and momentum and energy conservation of Bij have

been calculated in a manner that preserves sparsity. Unlike the iterative method,

this approach provides the correct time-dependent dynamics of the distribution func-

tion, but due to the difficulties associated with spatial integrations in a deterministic

scheme and the advantages of a stochastic integration, the deterministic scheme will

only be employed in the homogeneous case.
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5.7 Propagator validation

In this section, the homogeneous relaxation of a system with no driving force (i.e.

VO = 0) with only three states is investigated with the deterministic time stepping

scheme of Section 5.6. The relaxation behavior predicted by this scheme is compared

to the eigenvalue decomposition solution from (5.36). Specifically, the system to be

solved is

dt S B3 f d (5.45)
dt j j

which is chosen to have a transition matrix

-0.03 0.025 -0.015

B = 0.04 -0.05 0.025 (5.46)

[ -0.01 0.025 -0.01

with the initial condition

fd(0) -10

f d(0) = 1 . (5.47)

fA(0) 9

These parameters have been chosen to illustrate the complexity of the dynamics that

may exist within this framework, while still being somewhat representative of the

phonon system (i.e. having negative diagonal elements, columns that sum to one,

and distribution function that sums to zero). The time stepping solution uses a time

step of At = 1 and extends to t = 300, but because the propagator introduces no time

step error and it is a homogenous relaxation, the time step does not affect the results.

The results can be seen in Figure 5-2. The coupling between states in this simple

example introduces dynamics that could not be captured by the SMRT exponential

decay of each state.
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Figure 5-2: Toy problem compares the eigenvalue decomposition solution (Equation
(5.36)-denoted by "eig") and the propagator stepping solution (Equation (5.37)-
denoted by "step") for a three state, homogeneous relaxation. The two solutions are
in perfect agreement.
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Chapter 6

Stochastic particle method

Monte Carlo methods can be used to create stochastic integration techniques for gen-

erating samples of the distribution function that solves the non equilibrium, transient

dynamics of the Boltzmann equation. For example, in the related case of rarefied gas

dynamics, such methods have been shown to converge to the correct solution of the

governing Boltzmann equation given suitable choices of numerical parameters (e.g.

sufficiently small time step, sufficiently large number of particles, sufficiently small

spatial cell) [104, 120].

Due to the stochastic nature of MC methods, simulation results are typically in-

terpreted by sampling the distribution function to obtain statistical estimates of its

moments, which correspond to macroscopic observables of interest (e.g. energy, and

heat flux). The associated stochastic noise has a standard deviation that scales with

the square root of the number of independent samples [47, 45]. This unfavorable scal-

ing means the simulation cost must increase by a factor of M2 in order to reduce the

uncertainty by a factor of M; on the other hand, this means that the computational

cost can be reduced by reducing the sampling effort without significantly increasing

the statistical uncertainty.

For these reasons as well as other considerations described in Section 1.2-namely

MC methods are very efficient due to importance sampling [51], can capture discon-

tinuities in the distribution function naturally and accurately [7, 52, 5], and they are

conceptually simple and easy to code, lending themselves particularly well to simula-
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tion of complex geometries-the focus of this chapter and the primary contribution

of this work is an efficient Monte Carlo method for simulating the ab initio phonon

Boltzmann equation via the splitting algorithm discussed in the previous chapter (see

for example Section 5.5). Our method is distinguished from prior iterative ab initio

simulations [87, 88, 71, 113, 77] by its ability to resolve spatially and time dependent

problems, which is accomplished efficiently using a low variance deviational simula-

tion Monte Carlo formulation [52]. At the same time, this work is distinguished from

previous phonon Monte Carlo simulations which were limited by the SMRT approx-

imation [96, 49, 90, 67, 93]. Remarkably, the scattering step integration developed

in Section 5.5 introduces no time step error and will be shown to improve the com-

putational cost scaling compared to the iterative method and the deterministic (i.e.

Euler) method of Section 5.6, albeit at the relatively minor cost of matrix sparsity

loss and stochastic noise.

We will refer to our method as linearized ab initio phonon low variance deviational

Monte Carlo (LAIP-LVDSMC). The LAIP-LVDSMC algorithm is presented hereafter

and summarized in Section 6.6.

6.1 Particle representation of the distribution func-

tion

The underlying principle for stochastic integration is to distribute computational

particles as prescribed by the distribution function and then to evolve the position

and wavevector of those particles according to the governing equation. Formally, the

distribution function is approximated by a collection of Npat particles by writing

Nparts

fd(x) = 1 EeffljJAjA,(X - Xj) (6.1)
j=1

where Eeff is the effective energy that each computational particle represents and c-j

is the sign ( 1) of the particle. The particles are signed because this formulation is
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deviational [7, 8, 52]-particles simulate the deviation from equilibrium. Equation

(6.1) also reflects the fact that this work uses a discrete representation of the reciprocal

space required by the scattering model, but a continuous representation of direct

space.

In order to sample properties, the continuous spatial domain is divided into cells of

volume Vceu = Ae113; spatial variation in properties can be calculated in cell-averaged

sense. For example, the energy density in a cell of volume V1/ee is

UM = E.wjEell ml Eeffoj + ueq(T) (6.2)
cell

where uq(To) is the energy density at the reference temperature To calculated from

(4.10). The heat flux is given by

JE,m = 1 Eegy7vj (6.3)
{Ke aj~Ecell m}

These estimators for the relevant cell properties, have been variance-reduced [7, 52]

by separating out the equilibrium contribution to the estimator and adding that por-

tion analytically. This strategy can significantly reduce stochastic noise and improve

computational efficiency, particularly in small-driving force problems. Generation of

computational particles that represent a given distribution function and their evolu-

tion in time will be described in the following sections.

6.2 Initialization and distribution function sam-

pling

Initialization requires sampling particles from a prescribed distribution function. In

practice, it is convenient to initialize a simulation from the reference equilibrium so

that fA = 0. In that case, no particles are required and the simulation is exact due

to the analytic decomposition. Since it will be necessary to generate particles from

non-uniform distributions during other stages of the simulation, we consider here, as
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an example, initializing at fe4(wi; T) leading to

ff'ini(T) = f*i(wi; T) - f*(wi; T 0), (6.4)

where To is the reference equilibrium temperature and T is the initial equilibrium

temperature. The equilibrium distribution function is given by (5.5).

While more sophisticated methods for sampling a distribution function in the

context of stochastic particle simulation of the Boltzmann equation have been devel-

oped [102], the most straight-forward is a simple acceptance-rejection scheme [12],

which is discussed below.

6.2.1 Acceptance-rejection (A-R) algorithm

With the example of an initial distribution given by (6.4) and using the Nstates mesh

points prescribed in Section 4.1, the acceptance rejection algorithm proceeds as fol-

lows:

1. Determine the number of particles to generate. Specifically for initialization

according to (6.4) in a volume V, the number of particles and the effective

energy are related by

N Vfd,abs , Z VIfidnIt (T)1 (6.5)
Eeff Eeff

When the simulation is initialized from the reference equilibrium (fI' i"t = 0))

the effective energy is determined by other considerations-for example, the

number of particles desired to enter through the boundaries per time step (see

Equation (6.11)) or the number of particles generated by a source term per time

step (see Section 6.3.3).

2. Calculate the largest magnitude of the ffit for any state ifd~max = max( 'sit(T)j).

3. Randomly select a mesh point i.
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df dinT fIt

4. Draw a random number R E [0,1); if 11,2' < R keep the particle; otherwise,

go back to 3.

5. Assign the particle the sign o = sgn(f ' init(T)).

6. Assign the particle a spatial location x, typically chosen randomly and uni-

formly throughout the volume V.

7. Go back to 3 until the appropriate number of samples have been accepted.

6.3 Left hand side-Advection

The advection sub step simulates the left hand side of (5.11), which will be further

separated into two parts. The first part

Ofd

-- + Vi.- Vefi = 0

describes ballistic motion of the particles

x1(t + At) = x2(t) + v., (t)At. (6.6)

Particles move ballistically until the end of the time step or encountering a boundary.

In this work, two types of boundaries will be considered, namely, prescribed tem-

perature boundaries and diffusely reflecting adiabatic boundaries.

The second part of the advection sub step represents the effect of an imposed

temperature gradient
\ f*4(w; T(x)) V,T(x)

To

and will be treated as a source of particles [93].

6.3.1 Prescribed temperature boundaries

Prescribed temperature boundaries are primarily used to represent large heat sinks,

so it is typically assumed that the phonons emitted from such a boundary will be
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distributed according to an equilibrium distribution function. The net heat flux across

a prescribed temperature boundary with inward normal (pointing into the material)

n wm is given by

JE,wall
{ijVji.jj>O}

Vi - nwal 1w;Twn)) + -
N'iwall<01

Using the analytical decomposition (5.4), the flux is given by

JE,wal =

(6.8)

If the boundary aligns with a reciprocal space symmetry plane then Egg,-.i&1>} f40
- E{jiv.nfiwn<O ff, leading to the expression

JE,wall =i
SIjVt-fiwall>O}

+ E
{iV-fi.II<O}

' i$'wau (f( Twa ) - f)

vi -n.walff.

This mathematical expression makes clear how to implement prescribed temperature

boundary conditions in a particle simulation. Particles of the simulation encounter

the boundary proportional to jvinwa fd and can be discarded (as seen by the fact

that vi -nwa < 0 ). New particles must be introduced to represent

JE,wall,in =
{jiIVfiw4ji>O}

i* 9l wi; Twa1 ) - fO)

For a boundary segment of length Lwa1 during a time step of length At, the total

number of particles that must be generated is

Nparts,wanwin - LwaIJAt
{tivi-n.wa>0}

Vi. -wau (f4(wi; T. 11) - fo)

92

(6.9)

(6-10)

(6.11)

i. * walnfi (6.7)

Vi ' A ( (i w .1))

{iIVvfiwaII<O)
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Sampling from this distribution is accomplished with the acceptance-rejection proce-

dure of Section 6.2.1, with Equation (6.4) being replaced by

. (Vj - iwan (fV'(wi; Twall) - fA) if Vi - iwa1 > 0
fiwa1n = (6.12)

10 otherwise

and Equation (6.5) being replaced by (6.11) and particles being distributed uniformly

along the boundary segment in time and space.

A special case of this boundary condition that is particularly easy to implement

is when the wall temperature is chosen to be the reference equilibrium temperature

To. In this case, the particles encountering the wall are destroyed and no additional

particles need be generated.

6.3.2 Diffuse adiabatic walls

While diffuse and specular adiabatic walls are exceedingly simple to implement in

a simulation with a continuous isotropic dispersion relation [96, 93], the anisotropic

reciprocal space and its discretization significantly complicates matters. Re-emitting

each particle that collides with a wall would likely require interpolation over many

states to satisfy momentum and energy conservation. Instead, we will treat these

boundaries in an average sense. Specifically, the particles encountering a boundary

will be used to calculate the temperature of that boundary via inversion of (6.10).

Then the boundary segment will be treated as a prescribed temperature wall at that

calculated temperature for the current time step.

6.3.3 Source term for simulating a temperature gradient

The analytical decomposition (Equation (3.16)) allows for a spatially variable control

temperature enabling the simulation of a temperature gradient via a source term with-

out simulating the spatial dimension in which the gradient acts. For a temperature
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gradient in the x direction, the source term is given by

fd"source = i Of'q(wi; T) dT
&T dx

Because of the symmetry inherent in the source term-specifically fdSO"r'(q, qy, s) =

-fd'source(-q. 2, qs), since w(q, qy, s) = w(-q, y, s) and v(q, q., s) = -v(-q., qy, s)

due to the symmetry operators of Table 2.2-the source term is efficiently imple-

mented using antithetic variates [91]. Specifically, although the number of particles

to generate during a time step At in a volume V due to the source term is

Nr ts,sourc VAt Vxi af*(w; T) dT (6.14)
Eeff T dx

only half of this number is drawn using the acceptance rejection technique discussed

6.2.1 (replacing (6.4) with (6.13) and with (6.5) being replaced by Nf's" r/2).

These particles are uniformly spread through the volume and time step; also, for

each particle i (with wavevector q), a new particle is created of opposite sign at the

symmetrically equivalent state i (with wavevector (-qxi, gy,t)). This ensures that the

correct number of particles is generated and energy and momentum in the y direction

(the sum of state i and i) are exactly zero. This antithetic variate approach virtually

eliminates drift in properties resulting from random walks due to stochastic noise in

sampling the source term.

This source term implementation was first presented in the context of SMRT

approximation based Monte Carlo simulations [91] and is directly applicable in this

context. We emphasize here that in the limit of an infinitely large simulation domain,

this approach is an exact representation of a temperature gradient (i.e. it introduces

no approximation), but this source term must be carefully evaluated when device

structures are introduced.
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6.4 Scattering operator

The scattering sub step must implement the homogeneous relaxation problem

O9fd_

O Bij . (6.15)

With perhaps the exception of Ref. [48], to the author's knowledge, the relaxation

problem using this linearized ab initio scattering operator has never been implemented

in a particle simulation. Due to its low dimensionality graphene, is a computationally

less computationally less demanding than three dimensional semi conductors, but the

computation is still computational resource intense. The matrix representation of the

scattering operator bears strong resemblance to Kinetic Monte Carlo and Continuous

time Markov Chain simulations [68] and suggests possible numerical methods to effi-

ciently simulate the scattering operator in a particle sense, but due to the analytical

decomposition (Equation (3.16) in see Section 3.1.3), which makes these simulations

possible, and due to the three state coupling inherent in the phonon scattering, there

are significant differences from the established Markov Chain methods. Specifically,

we recall that here, particles represent deviations from the equilibrium distribution

function and hence can be positively or negatively signed; off diagonal elements of

the transition matrix Bij can also be negative-for example, Bi3 can be negative if

particles in state j and state i combine to make a phonon in some other state k.

In order to motivate the method for implementing this scattering operator in a

particle simulation, first consider the following two state system for a single time step,

ffd(t + At) a i f ld(t)
f(t + At) 1 ] [f(t)

where due to energy conservation

a+03=1, and -y+3=l.

A naive algorithm for simulating the transition of particles that exist in state 1 would
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be to leave a particle in state 1 with probability a and move it to state 2 with

probability /. However, it is not immediately clear what to do if a or 8 are negative

or greater than one.

To be specific, the system of ODEs representing phonon scattering (5.9) has two

significant differences from the continuous time Markov chain problems that affect

the resulting particle simulation:

1. The distribution fd can take positive or negative values (since it represents a

deviational quantity).

2.. The elements of propagator, Pi, can be negative (a consequence of having

negative off diagonal elements Bij due to three phonon coupling).

The first issue is easily remedied by recognizing that (5.37) is linear in fi, so that the

dynamics of positive and negative distributions (or particles) are identical. A dilemma

similar to the second issue has been addressed in [7] which renormalizes transition

rates by the sum of their absolute values. However, this does not preserve exactly the

dynamics of the system, and will require a correction-which here is implemented as

a source of computational particles.

To derive the dynamics of particle state transitions and particle generation, we

first recognize that the sum of the absolute values of a column of the generator matrix

will be greater than 1

~jP(At)J = 1 +2 lj Pkj(At) 1. (6.16)
k k|Pkj(,&t)<O

To simplify the notation we define a column normalization

1', Pk(At) (6.17)
k

while the sum of all of the negative elements of the column is denoted by

jPkj (At)j (6.18)
k|Pk j<O
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such that the normalization is equal to unity plus twice the magnitude of the sum of

the negative elements

P = 1+ 2P3-. (6.19)

Now considering (5.37) element wise and using the convenient trick of multiplying by

a clever form of 1= , the integrator step can be written as

f(t+At) = ZP2 (At)f,(t)
j

f(t + At) = P j W

f (t + At) = E (1+27') f,(t).

(6.20)

The first part of the latter expression is easy to interpret in a particle sense--with

probability IPWAOI a particle in state j moves to state i and if Pi,(At) < 0, its

transition is accompanied by a sign change. The second part is more complicated,

but can be simplified using the same trick as before

P1 (At) ( 2P~
f(t + At) = 1+ Pi) f,(t)

i 3 p

f(t + At) = E 1 + (1+ 2-)) f(t)

f1 (t + At) = E P1  t) (2 f (t) (6.21)

This recursive formula can be implemented as a follows: particles representing fj (t),

transition to state i with probability Pi (t) and with probability P7 two new particles

are generated in state j existing at time t (i.e. needing to be transitioned to time

t + At). We note that these two new particles are generated at the same rate at

which particles experience a sign change due to negative propagator elements Pi.
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Figure 6-1: Schematic representing selection of the post scattering state. In this
figure, the quantity RPj has a value of 0.4 which indicates the post scattering state
should be state p = 4. The selection of the post scattering state can be accomplished
in O(log(Nstates)) time using a binary search algorithm.

This connection between sign change and particle generation will allow us to develop

a particle method that exactly conserves energy during the homogeneous relaxation

sub step.

6.4.1 Scattering sub step algorithm

Given a particle in state i with sign a, let Pi = ZNstates I p.I

1. Transition the particle from state i to the state p where

p-1 p

| i| :; Rpi < E |Pi|.
j=1 j=1

2. Assign a new sign to the particle o-' = sgn(Ppio-).

3. If o-' = a, generate 2 more particles at i, a and go back to 1 for each

This scheme has the convenient feature of exactly conserving energy during the

scattering evaluation and using a binary search algorithm to identify the state to which

a particle transfers, can be implemented in O(log(Ntates)) operations-as opposed to

the deterministic approach which would scale as O((Nstates)).
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6.5 Particle cancellation

Due to particle generation in the scattering term and also in the source and boundary

terms, the number of particles in the simulation can grow unmanageably large. This

growth is controlled by deleting particles at the boundary, but for large systems, this

sink is insufficient to maintain stability. As an alternative, particles that reside in the

same spatial cell and at the same reciprocal space bin, but that have opposite signs

can be cancelled. This is accomplished with a sorting algorithm that counts the net

sign in each bin and then randomly selects which pairs of particles can be deleted.

For large simulation domains (L > A), this cancelation routine tends to accelerate

the computational speed, whereas for very small domains (L < A) where stability is

not an issue, it slows down the calculations [8]. The frequency of the cancellation can

be adjusted accordingly.

6.6 LAIP-LVDSMC algorithm

In summary, the resulting algorithm is as follows:

1. Initialize

(a) Choose Eeff, the effective energy each particle will represent either based

on the initial condition, the boundary condition, or the source term.

(b) Distribute the particles according to the initial condition. Specifically, for

each particle i draw a uniform random variate R E [0, 1) and assign the

particle to state j such that

j-1
Z fi(0)1/Ead <7; R < S f1(o)I/Eabs,d

t=1 i=1

Store the state for the ith particle si(t = 0) = j and also store the sign of

the particle oa(t = 0) = sgn(fj (t = 0))

2. Advect
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(a) Move particles ballistically until encountering a boundary or the end of

the time step

(b) Track particles encountering each boundary

(c) Calculate the temperature of each boundary and insert new particles as

appropriate (allowing those particles to also advect until the end of the

time step.

(d) If applicable, draw the appropriate number of particles for the homogenous

source term.

3. Collision/Homogenous relaxation

(a) Calculate the generator from

P(At) = > t (ABt)

k=0

where we briefly violate our index-based notation convention for the tran-

sition matrix and propagator in order to succinctly express the matrix

exponentiation. This step is typically done before starting the time inte-

gration and then stored to the disk for future use.

(b) Define a normalization for each generator column

Notates

Pi = E IPqj|
q=1

(c) For each time step of interest and for each particle i in state si = j, draw a

random number and transition a particle from state j to the state p where

P-1 P
E |~jP,4? <;'R < E |Pqj||Pj.
q=1 q=1

Store the new state s1(t + At) = p. Assign a new sign to the particle

-i(t+At) = sgn(Pj(At))a-(t). If there is a sign change, this step effectively
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deletes a particle of sign ai(t) in addition to generating a new particle with

sign -uj(t), for a net change of energy of the system of -2Effa(t), this is

balanced by the next step.

(d) If a particle i experiences a sign change during transition from ci(t) to

oi(t + At), generate two new particles of sign ai(t), and process them

for transition in an identical manner. Specifically, if the selected post

transition state for a newly generated particle also changes the particles

sign, then generate two additional new particles in state j with sign ai(t),

and so on.

4. Sample

(a) The time history of the macroscopic observables can be calculated by sum-

ming over the particles at time t times their sign in each spatial cell. For

example, if the particles in a cell m with volume V, reside in states

si(t) = j and those states have associated velocities v3 , then the energy

flux would be
Npart

JE,m(t) -si Ef ~ j(t)-

6.7 Validation

Neither analytical nor numerical non-trivial solutions of the ab initio phonon Boltz-

mann transport equation with spatial and time dependence are available, so we

present two partial validation problems: a homogenous "thermal conductivity mea-

surement problem" and an infinitely long 2D ribbon under the SMRT approximation.

The former will be compared with the solution from the iterative method and a de-

terministic scheme we developed for the same; the latter will be compared to the

analytical solution we recently reported [67] and present hereafter.
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6.7.1 Homogeneous validation

The steady state solution of a spatially homogenous problem subject to the source

term

0 0
a fd f(wi; T) dT+vi ~19 -I dT)+ i fd (t = 00). (.2

TO

can be efficiently calculated using the iterative method discussed in the preceding

chapters. We also note that in the time dependent spatially homogeneous case (Equa-

tion (5.40)), the deterministic scheme presented in Section 5.6 is relatively straight-

forward-the difficulties associated with the deterministic approach tend to arise in

the advection routine, which in a homogeneous problem is unnecessary. Hence in

order to demonstrate the correct time-dependent behavior (as prescribed by (5.40))

and steady state averages, the heat flux of a homogeneous system subject to a tem-

perature gradient is calculated using the deterministic, time-dependent Euler-based

scheme of Section 5.6 and the LAIP-LVDSMC method.

Figure 6-2 shows that the LAIP-LVDSMC solution reproduces the time history

of the heat flux as provided by an Euler-type integrator. In this figure, the heat flux

is normalized by the steady state solution from the iterative method. The difference

between the deterministic solution and the LAIP-LVDSMC solution is less than 1%

and is due to stochastic noise. After 20000 transient simulation steps of 1 ps and av-

eraging over 20000 steady state steps, the discrepancy between the LAIP-LVDSMC

and the iterative solution is 0.06% (not shown on the figure). These results validate

the time-dependent integration aspect of the LAIP-LVDSMC simulation. The pa-

rameters used for these simulations are listed in Table B.1 and a discussion of how

they may be appropriately determined appears in Section 6.8.

6.7.2 Infinitely long 2D ribbon under SMRT approximation

While this work and others [71, 1121 have shown that the SMRT is not appropriate for

thermal transport in graphene, its simplicity makes it attractive as an approximate
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Figure 6-2: Validation of a homogenous time dependent LAIP-LVDSMC simulation
with a deterministic scheme. Both converge towards the iterative solution of JE(t =
00).

model. As we show below, the SMRT model can be used for validating part of our

LVDSMC implementation.

Under the SMRT approximation, the RHS of (5.11) can be replaced with

fft(x, t)= Bijf(,t) = - (6.23)

where, due to symmetry, we have assumed that the local equilibrium distribution

everywhere is ff. This simple scattering model permits closed form evaluation of the

distribution function (see Equation (4.2)), and the heat flux in a homogeneous volume

V with a one dimensional temperature gradient (dT/dx) is

(6.24)
1 Naae 2 d fqw;T

JE,homo,SMI~r = - !ii
V =1

2 'To

where ri = B,1, f e is given by Equation (5.5), and for simplicity we only consider

the heat flux in the direction of the temperature gradient.
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Figure 6-3: Schematic of an infinitely long graphene ribbon with diffuse boundaries

which is subject to a temperature gradient (not shown).

In order to implement the SMRT approximation in the LVDSMC framework, the

scattering step of Section 6.4 is replaced with the following, considerably simpler

procedure:

" For a particle in state i, draw a uniform random variate R.

* If R < 1 - exp(BiiAt), discard the particle; otherwise retain the particle.

This simple procedure implements the scattering model as described above, but does

not strictly conserve energy. For details on the correct energy conserving algorithm

as well as more efficient SMRT algorithms see [65, 49, 91, 67, 93]. The simulations

employing this scattering procedure will be referred to as SMRT-LVDSMC.

Analytical Solution for the effective conductivity of long ribbons

Thin films under the action of a constant temperature gradient are sufficiently sim-

ple to admit analytical solutions under the SMRT. The exact solution for a three-

dimensional thin film with diffuse boundaries can be found in various sources [124,

27, 91]. Although the extension of that solution to two-dimensions is straightforward,

prior to our recent work [67], it appears to have not yet been applied to transport in

two-dimensional ribbons.

For the ribbon geometry shown in Figure 6-3, the Boltzmann equation under the
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SMRT approximation in steady state can be written as

0
f89 VfO(w ;T(x)) _ (_)

+ vj - Vzfjd( ) + vi -VT(x) - (6.25)
TO

The boundary conditions can be set as f -( = 0) = fs( = 1) = 0, following the

observation [124] that for this problem, diffuse boundaries can be modeled using this

boundary condition, which leads to the solution

fd,SMRT (1 - exp -K) 0 < 9 <
ff(( =(6.26)

fd, SMRT -exp 7r ~' Oir < 27r
,I MRTKn,,w sin(Oi)

where the mode specific Knudsen number is given by

Kni,w - (6.27)

Here, the angle 9, is measured between the wavevector and the r7 axis as shown in

Figure 6-3, and the distribution function in the homogeneous system with the single

mode relaxation time is given by

,SMRT = -V' VT() f T (6.28)

From (5.8), the exact solution for the width-averaged heat flux for a ribbon of

volume LW6 is

1 Natates

JE,avg,SMRT(W) = LW6 j d Ns(a i (6.29)

which is easily integrated to give

Natates

JE,avg,SMRT(W) = i (6.30)

x 1 - Kni,wIsin (0j) 1 - exp
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Although heat flux is a vector, in this section we will only consider the heat flux

in the direction of the applied temperature gradient JE,avg,SMRT(W). This heat flux

expression is analytic in terms of the spatial integration, but must still be evaluated

using the reciprocal space discretization.

Figure 6-4 shows a comparison between the prediction of the Equation (6.30) and

spatially-dependent SMRT-LVDSMC simulations of the same problem. As expected,

the analytical solution and the SMRT-LVDSMC solution are in essentially perfect

agreement (less than 1% discrepancy). A comparison of heat flux profiles for various

ribbon widths is also shown in Figure 6-5. The error present is due to the finite

discretization of the LVDSMC simulation which can be further reduced as will be

discussed in Section 6.8. Simulation parameters are given in Table B.2. These results

serve as a validation of the advection part of the present implementation of the

LVDSMC method.

1-

0.9

0.8 - Analyic

0.7 [ SMRT-LVDSMC

0.6

JE,avg,SMRT(W) 0.5 8 -3Error

JE,homo,SMRT 0
0.4 6

0.3 4 00

0.2 2 c

0. 10 10 10
01

10 10 10

Knw = A

Figure 6-4: Effective thermal conductivity of infinitely long graphene ribbon with dif-
fusely reflecting boundaries under the SMRT approximation as calculated by SMRT-
LVDSMC and the analytical solution (6.30). The error of the SMRT-LVDSMC cal-
culation from the analytical solution (inset) is calculated assuming the analytic result
is exact.
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Figure 6-5: Heat flux profile across infinitely long graphene ribbons of various widths.
Comparison between the analytical solution (dashed lines) from Equation (6.26) and
the SMRT-LVDSMC simulation (circles).

6.8 Simulation parameters and error

The stochastic particle method as described above includes four types of discretiza-

tion: reciprocal space is discretized into states, real space is subdivided into cells in

which the distribution is treated as homogeneous during cancellation, time is advanced

in discrete steps, and the distribution function is discretized into computational par-

ticles. Each of these discretizations is expected to introduce its own discretization

error and to be interrelated with the others [101] making it difficult to analyze or

theoretically predict the convergence of each. However we note that, in the context

of DSMC, rigorous proof of the convergence of most of these types of discretization

exists [104, 120].

A one dimensional simulation for a given type of boundaries is completely speci-

fied by the parameters in Table 6.1. The first three parameters specify the problem:

temperature, temperature gradient, and length scale. The next four specify the dis-

cretization: reciprocal space, time, particles, and direct space. The frequency of the
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cancellation routine allows the user to tune the simulation for more stability (more

frequent cancellation) at the cost of potentially more spatial discretization error-

pairs of particles for cancellation are selected from within a spatial cell. For steady

state averaging, it is important to run the simulation past the transient behavior.

The number of transient timesteps controls the onset of steady state averaging.

Transport properties calculated by averaging are expected to suffer from statis-

tical uncertainty due to finite sampling; according to the central limit theorem, the

uncertainty is inversely proportional to the square root of the number of independent

samples. For dilute gases and fluids, Hadjiconstantinou et al. [45] showed that explicit

expressions for the statistical uncertainty can be developed for all physical properties

of interest using statistical mechanics. The use of equilibrium statistical mechan-

ics is justified when characteristic temperature changes are small (e.g. compared

to the absolute reference temperature) as is typical in micro-scale applications [44].

These results were validated by DSMC and molecular dynamics simulations in [45].

Theoretical description of fluctuations for a simplified representation of phonon MC

simulations is presented [93]. The last two parameters in Table 6.1 are used to control

stochastic noise: number of steady state time steps and number of ensembles. The

latter providing independent samples while the steady state samples may have some

time correlation.

Table 6.1: Legend of abbreviations for input parameters for 1D simulation.
Abbreviation Description

TO Reference temperature To
TG Temperature gradient in K/m
LS Simulation length scale (e.g. width, length, or diameter)
NS Reciprocal space discretization Nid

DT Timestep At in picoseconds
PT Particles generated per time step (advection)
NC Number of spatial cells along simulation domain
CF Frequency of cancellation routine
TS Number of transient timesteps
SS Number of steady timesteps
NE Number of ensembles

Due to the finite computational resources at out disposal it is essential to find a
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balance between computational cost and error (discretization error, stochastic error,

or error from including transient effects in a steady state average). As a general rule

of thumb used in DSMC simulations of rarefied gases [12], the discretization error

is reduced to appropriate levels by choosing the number of particles per cell to be

greater than 20, the spatial discretization to be less than one third of the mean free

path [3, 43], and the time step to be less than one third the scattering time scale

At < ;/3 [43} as well as less than the cell traversal time At < Loa. For our purposes

we will use an average scattering time defined in analogy to the mean free path as

f d2q E, r(qs)neq(w(qs); T)) (6.31)
f d2 q ,. neq (w(qs); T)

and the cell traversal time is defined as

Tell = --- min (Ax, Ay). (6.32)

with the root mean square velocity being calculated from the equilibrium distribution

Vs = . (6.33)

Compliance with these rules can be verified by the dimensionless numbers listed

in Table 6.2. Also shown is the length of the transient normalized by the average

scattering timescale, r and the ballistic or advective timescale

radvect = LS (6.34)

For the homogeneous Kn = 0 problem of Figure 6-2, the system was within 5% of

steady state by ~ 100; and (although not shown on the figure) was within 0.05%

of steady state by 180;. For spatially dependent, low Knudsen number problems,

the length of the transient will also be determined by the diffusive timescale, which

is proportional to L 2/a oc Kn 2 , where a oc A2 is the thermal diffusivity. For high

Knudsen number problems, the length of the transient will depend upon the advective
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time scale. A ballistic transient should be expected to last 100radvect to allow the

slowest particles to traverse the domain.

The computational time per timestep for a single ensemble (CM) will be used to

evaluate the cost of the discretization.

Table 6.2: Legend of abbreviations for derived parameters.
Abbreviation Description

PC Number of particles per reciprocal space cell per spatial cell
LC Length of cell over mean free path
TM Timestep normalized by mean scattering time, At/?
TC Timestep normalized by minimum cell traversal time, At/rci
KN Knudsen number
TT Length of transient normalized by mean free time
TB Length of transient normalized by ballistic time scale
CM Computational time per timestep per MC ensemble

These rules of thumb for time, particle, and spatial discretizations will be briefly

investigated hereafter as well as the length of transient effects and strength of stochas-

tic noise. The convergence due to reciprocal space discretization has already been

treated in Section 4.7.

6.8.1 Timestep error convergence

The propagator formulation described in Section 5.5 introduces no timestep error.

However, splitting the advection and the collision steps introduces its own time step

error. In the naive implementation (i.e. advect for time step of length At, then

process collision effects for a time step of length At), the error is expected to scale

proportionally to the timestep [431. This first order scaling can generally be improved

to second order using a symmetrized algorithm [116]. The second order convergence

of timestep discretization error has been extensively validated in DSMC [3, 4, 43, 38,

101]. In this work we are only able to achieve second order scaling for homogenous

problems; we report our progress below. Additionally, we detail the error associated

with a first order approximation of the propagator that can preserve the sparsity of

the matrix.
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The Strang method to achieve second order convergence [116] amounts to split-

ting the LHS update into two half steps symmetrically. For a spatially homogenous

problem (i.e. Equation (5.40)) this corresponds to

fd~s(t + At) = fi - At &feq(wi; T) dTff''(t ~~~ +a)=f(t)--v,-,(.)
2T dTO (635)

followed by the RHS update

fd~c(t + At) p d ,(A~is(t + At),(.6

followed by an additional half LHS step

At Of*l(wi; T) dT
fd(t + At) = fidC(t + At) - Vz, . (6.37)fi ~ ~ &T TO dx (.7

Figure 6-6 compares the thermal conductivity predicted by the iterative solution

with the thermal conductivity calculated by a symmetrized and unsymmetrized time-

splitting algorithm. The latter two solutions are calculated using the deterministic

forward Euler scheme introduced in Section 5.6. The deterministic solver is more

efficient in this case because we desire low-noise results for the thermal conductivity

(always a challenge with an MC method) while coarse discretizations of reciprocal

space are acceptable for showing the convergence of the error introduced by the

splitting scheme as long as all runs use the same discretization. All simulations

were run with Nide = 11 up to a simulation time of 20 ns, which should effectively

eliminate transient behavior. As expected, the symmetrized version converges more

rapidly than the unsymmetrized algorithm.

One drawback associated with use of the propagator for time stepping is that the

propagator, Pij, does not preserve the sparsity of the transition matrix, Bij. The loss

of sparsity may become computationally limiting for finer discretizations particularly

in terms of memory requirements. As an alternative, the first order approximation

for the propagator,

P(At) ,: 1 + B13At, (6.38)
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Figure 6-6: The symmetrized time splitting algorithm improves the convergence rate

of time step error due to the splitting scheme. Using a sparsity preserving approxi-
mation for the propagator is shown to undo this increased convergence rate.

(which preserves the sparsity) can be used. The error associated with this first order

approximation for Pi, (also shown in Figure 6-6 as evaluated with the Euler determin-

istic scheme) is higher than that introduced by the time splitting and, as expected, is

first order convergent even when symmetrized. Furthermore, for timesteps of length

At = 3ps and larger, the first order approximation causes the simulation to become

unstable. This is one drawback of using a deterministic scheme, that may not be an

issue for a stochastic particle method. Due to the shorter timesteps that would be

required to achieve a desired level of accuracy, the first order approximation for Pi

is only recommended when memory requirements become limiting.

For the homogeneous problem above, only the source term needed to be split to

symmetrize the algorithm-there was no need to advect particles and the cancellation

routine introduced no error. For spatially dependent problems, the free flight of the

particles and the particle cancellation routine must also be symmetrized.
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6.8.2 Cancellation routine error

In DSMC, which provided the rule of thumb estimates for controlling discretization

error (See Section 6.8), scattering is modeled by selecting pairs of particles within a

spatial cell and processing a collision between them. Clearly particles separated by a

finite distance cannot interact, leading to spatial error. Furthermore, under-sampling

of the distribution function with a finite number of particles can lead to biases in

the scattering, which introduces error based on the number of particles per cell. In

our LAIP-LVDSMC method, scattering is treated exactly using the propagator ma-

trix and is expected to introduce no discretization error. Nevertheless, our scattering

routine generates additional particles which may need to be controlled using the can-

cellation routine of Section 6.5. It appears that dependence upon number of particles

and spatial discretization enters LAIP-LVDSMC only through the cancellation rou-

tine.

As an example of the error that particle cancellation may introduce, consider

particles generated at a prescribed temperature boundary which, after one timestep

advect only a short distance into the simulation domain. If the spatial cell is large

compared to the mean free path of the particle, then cancellation may occur between

a particle near the boundary and one further away from it which significantly speeds

the advection of energy from a wall into the domain.

In practice, we have not observed a discretization error in LAIP-LVDSMC based

on the number of particles per cell. This may be due to the fact that this simulation

is adaptive in the following sense: when the number of particles per spatial cell is

small, cancellation will occur less frequently. This means that in practice the number

of particles in a cell will grow (due to the scattering step generation) until the number

of particles is sufficient for cancellation to occur. Thus, the number of particles in

the simulation will automatically become approximately proportional to the number

spatial cells times the number of reciprocal space states. A more rigorous analysis of

this relationship should be performed in the future.

Here we also note that a small number of particles (i.e. less than 10) drawn in
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a timestep for the advection source terms-particularly if not using the antithetic

variates approach described in Section 6.3.3-may lead to random walks in property

estimators. Above the threshold of 10 particles per timestep, the only discretization

error observed in this work dependent on the number of particles is related to the

cancellation routine as described above.

6.9 Reciprocal space discretization and time scal-

ing

The convergence of thermal conductivity versus the reciprocal space discretization

has already been investigated in this work; it was concluded that the thermal con-

ductivity tends to converge to within a few percent for discretizations Nide = 81 in

the absence of boundary scattering. While finer discretizations would be desirable,

the discretization of reciprocal space must be considered in light of the computational

requirements.

The simplest iterative and deterministic solutions require V(Nate) = Q(N2de)

operations to compute per time step for a single state (e.g. the summation on

the RHS of Equation (5.40)). The overall scaling of these algorithms is therefore

O(N2at,) = O(N,4;de) per timestep per spatial cell. Without reformulating the solu-

tion, the sparseness of the transition matrix can be exploited to reduce the scaling to

~O(N3/2 ) = O(N3 e), because the energy conservation delta function transforms

the state of allowable scattering transitions from a 2D to a 1D space.

The Monte Carlo algorithm proposed in this thesis utilizes a binary search algo-

rithm to identify the post scattering state of a particle, which requires O(log (Ntate,)) =

O(log(Nside)) operations per timestep per particle. The overall algorithm therefore

requires O(Npat. log(Nt,,t)) operations per timestep to process all the particles in a

spatial cell. Assuming (see Section 6.5) that the number of particles will be propor-

tional to the number of reciprocal space states, the scaling of the number of operations

required to evaluate the scattering operator per timestep per physical space cell is
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O(Nstates log(Ntates)) = O(N,2e log (Nide)), which represents an improvement over

the scaling of the iterative and deterministic approaches.

Here we note that the Monte Carlo solutions are associated with statistical un-

certainty which, although strictly not an error (bias), it can require significant com-

putational effort to reduce. Due to the slow convergence of Monte Carlo methods

(proportional to 1/vM), where M is the number of independent samples (propor-

tional to the Nparts), this can be considered as a disadvantage compared to determin-

istic simulation methods suffering only from traditional discretization errors, namely

timestep, physical space discretization, and reciprocal space discretization (which are

also present in the Monte Carlo method presented here). However, our results in-

dicate that, perhaps due to the use of the deviational formulation, for reciprocal

space discretizations deemed sufficiently accurate for representing the material model

(Nside ,> 31), the number of particles per cell is sufficiently large to make statistical

noise only a minor and typically negligible consideration. On the other hand, the

simplicity of the Monte Carlo method as well as its ability to extend to spatially

dependent problems via a robust and efficient algorithm (particularly the advection

part of the splitting algorithm-see Section 6.3) is a major advantage compared to

deterministic solution methods which require complex numerical constructs (e.g. flux

limiters [8]) to deal with the advection operator of the Boltzmann equation.

6.10 Conclusion

In this chapter we presented LAIP-LVDSMC, a Monte Carlo algorithm for integrating

the phonon Boltzmann equation with the linearized ab initio three phonon scattering

operator. Scattering is efficiently and exactly treated using the propagator of Section

5.5. The scaling of this approach with respect to the reciprocal space discretization

may give the particle method the advantage over direct evaluation of the matrix vector

product in the limit of fine discretizations and it introduces no timestep error in the

collision sub step although it does generate additional particles. A time dependent

homogenous problem and a spatially dependent SMRT problem are used to validate
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the scattering and advection routines, respectively. We also provide a brief discussion

of the sources of discretization error particularly noting the discretization error due

to the timestep and the error introduced by the cancellation routine.

116



Chapter 7

Kinetic effects in graphene ribbons

A numerical method capable of correctly modeling thermal transport in infinitely

large graphene sheets, namely the iterative method described in Chapter 4 and

Refs. [87, 109, 113, 112, 71, 77], has only recently been developed. This method

is limited to the homogeneous case, formally corresponding to a Knudsen number of

Kn = 0. To some extent, finite-size effects (Kn > 0) have been treated approximately

within the homogeneous iterative method. Specifically, as introduced in Section 4.8,

the scattering rate may be modified to represent the effect of the boundaries. While in-

cluding the effect of boundaries without increasing the dimensionality of the problem

is an efficient numerical strategy, it must be expected to incur some error. Further-

more, close to a boundary, even as Kn -+ 0, kinetic (non-Fourier) effects are always

important (for example, phonons that have just collided with the boundary travel

ballistically for a distance A, on average). A homogeneous simulation is not capable

of resolving the spatial dependence of these kinetic effects.

One of the main objectives of this chapter is to use our linearized ab initio phonon

low variance deviational simulation Monte Carlo method (LAIP-LVDSMC) to study

kinetic effects in graphene and characterize the error associated with approximate

approaches. We will focus on graphene ribbons of finite (compared to the mean free

path) width or length and along which a temperature gradient causes heat to flow.

In both geometries, a reduction in effective thermal conductivity is expected, since,

in the first, edge-roughness scattering tends to reduce the heat flux in the direction
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parallel to those boundaries (see Section 7.2); while, in the second, traditional finite-

size effects (diffusive vs ballistic transport) become important (see Section 7.3). Some

aspects of these effects are discussed in Ref. [27] in the context of three-dimensional

thin films.

7.1 Problem formulation

We consider ribbons of the geometry shown in Figure 7-1. The length of the ribbon in

the direction of the imposed gradient is denoted L with 1 being the non-dimensional

(normalized by L) coordinate such that 0 < 7 < 1. The ribbon ends at 77 = 0

and 77 = 1 are modeled as prescribed temperature boundaries at temperatures Th at

= 0 and Tc at 7 = 1. The width of the ribbon (perpendicular to the temperature

gradient) is denoted W with denoting the normalized transverse coordinate such

that 0 < < 1. The ribbon boundaries (normal to the i-direction) are assumed to

be adiabatic and diffuse.

For finite Knudsen numbers (e.g. Kn > 0), the thermal conductivity is no longer

described by Equation (3.25) and the heat flux is not necessarily proportional to the

temperature gradient. However, we may still define an effective thermal conductivity

Keff = -(J,EL)/(T - T), which is dependent upon the boundary conditions and

hence is not a material property. In this work, we only consider small temperature

differences, where the effective thermal conductivity can be treated as a function of

the length and/or width and the average temperature of the material. We will further

restrict our study to room temperature (300 K).

7.2 Kinetic effects in long graphene ribbons

In this section, as in Section 6.7.2, we consider only the effect of finite width (i.e.

edge roughness scattering) by studying infinitely long ribbons under the action of a

temperature gradient. Under the infinite length assumption, the governing equation

accepts solutions of the form fi = f*'(wi; T( 7)) + fd( ), which implies that the devi-
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Figure 7-1: Schematic of a graphene ribbon with diffuse boundaries

ation from the local equilibrium is constant along the temperature gradient [124, 49]

and that the temperature is a function of ?7 but not . In other words, we can solve

the governing equation for f,"( ) without reference to the 7 direction-reducing the

problem to a single spatial dimension.

7.2.1 LAIP-LVDSMC simulations

The LAIP-LVDSMC method is an efficient numerical technique for simulating the

spatial variation of phonon transport in finite width ribbons including the effects of

normal, umklapp and boundary scattering. As described above the deviation from

local equilibrium is independent of the 27 direction. Therefore, using the temperature

gradient source term (see Section 6.3.3), an infinitely long ribbon will be simulated

by solving only in the spatial dimension.

Figure 7-2 shows the heat flux profile across the width of the ribbon for various

Knw, where Knw = A is the Knudsen number and A is the mean free path (see

Equation (3.33)). Similar to the SMRT approximate profiles shown in Figure 6-5,

there is a region of reduced heat flux near the boundaries, but with the ab initio

three phonon scattering operator, this boundary layer is shown to extend relatively

further into the domain for the same Knudsen number as compared to the SMRT

results. For both the SMRT and the ab initio results, the average heat flux decreases

with increasing Knudsen number, but in the case of the ab initio results, the reduction

of the average heat flux with Kn is significantly faster.

Figure 7-3 shows the reduction of the effective thermal conductivity of a finite
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Figure 7-2: Heat flux profile across graphene ribbons of various widths calculated
using LAIP-LVDSMC simulations.

width ribbon as a function of the Knudsen number Knw. The reduction is shown to

occur predominately in the traditional transition regime 0.1 < Kn < 10. Given the

mean free path of 600nm, this model predicts significant kinetic effects for graphene

ribbons with widths less than 6 pm. Also shown in Figure 7-3 is the prediction of

the homogenous approximation of the boundary scattering that is employed in the

iterative solution method. It will be discussed in the following section.

7.2.2 "Homogeneous" scattering rate approximation

Boundary scattering can be approximated in a "homogeneous" manner introducing

an additional scattering rate representative of the boundaries [22]. The scattering

rate for a rectangular ribbon is [76]

2v I sin(0)| (7.1)
W

where vi = ||viii, and 9i is the angle between the wavevector (from i = (qjsi)) and the

positive direction measured as shown in Figure 7-1. Assuming that this scattering
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Figure 7-3: Comparison of effective thermal conductivity for an infinitely long ribbon
with the ab initio phonon scattering operator calculated by LVDSMC and using the
homogeneous scattering rate approximation.

occurs homogeneously, its rate can be summed with the phonon-phonon scattering

rates (l~' or Bi) using Matthiessen's rule. This yields an approximate phonon lifetime

iro" = 7i (1 + 2Kni,wl sin(Gj)j)- (7.2)

where Kn2,w = Wi is a Knudsen number based on the state dependent free path.

The homogeneous scattering rate results are also shown in 7-3. This approxi-

mation is shown to introduce an error that reaches nearly 30 % near Knw = 1.

The homogenous approximation also predicts more significant kinetic effects at lower

Knudsen numbers than the ab initio results-specifically for length scales on the order

of 1pim, the homogenous approximation predicts reduction of thermal conductivity

between 10 and 30%, whereas the ab initio results predict reductions between 7 and

15%. Based on the fidelity of the model, we expect the latter to be more accurate.
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Deduction from the SMRT model

The error resulting from using a homogeneous scattering term to approximate the

presence of transverse boundaries can be better understood by comparing expression

(7.2) with the effective relaxation time

7exact,MRT= 1 - Isin (O)IKn,,w 1 - exp ( (7.3)
1 Kni,w I sin (0j)|

obtained from the analytical solution of the space-dependent Boltzmann equation,

albeit in the SMRT approximation, in Section 6.7.2. This effective relaxation time is

obtained by comparing equations (6.30) and (6.24) and clearly shows how boundaries

(rather than a homogeneous scattering term) determine the effective relaxation time

according to the Boltzmann equation (in the relaxation time approximation). By

comparing the two expressions one can see that one of the limitations of the homo-

geneous approach is the neglect of the spatial variation of non-equilibrium (and thus

relaxation) in the domain.

To make the comparison more quantitative, we define R = rexact,s Tapprox. t

can be verified that in the ballistic and the diffusive limits the two lifetimes are the

same, namely,

lim R lim R, = 1. (7.4)
Kn4,w-+O Kni,w-+oo

This is an expected result because in both of these limits one of the two scattering

mechanisms that are summed by Matthiessen's rule (boundary or intrinsic) is neg-

ligible, so the homogeneous approximation becomes exact. Between the two limits,

the ratio of the two modified relaxation times varies by as much as 14% (see Figure

7-4). This result is independent of the relaxation times, but does rely on the SMRT

approximation.

When the thermal conductivity is integrated over all modes, the resulting maxi-

mum error (assuming the analytical SMRT solution to be exact) is reduced to about

8% (see Figure 7-5). This is in contrast to the ab initio simulations where the dif-

ference between the homogenous approximation and the LAIP-LVDSMC results was
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Figure 7-4: The ratio of the modified relaxation times for the approximate and exact
solutions. The approximate "homogeneous" solution carries an error as large as 14%
for modes with Kn,,wI sin(9,) -~ 0.37.

as large as 30%. This suggests that coupling between out-of-equilibrium modes fur-

ther complicates the interaction between intrinsic and boundary scattering making

Matthiessen's rule less reliable.

7.2.3 Landauer-like approximation

In order to predict average behavior without the computational burden of ab initio

simulations, we note that the transition regime behavior of finite width ribbons can be

reasonably well approximated much more simply. The reduction in effective thermal

conductivity (as a function of the Knudsen number) can be approximately captured

using the Landauer-like approach (see Equation (4.33) and Refs. [66, 98, 100, 55])

eff (7.5)
rV 1+3wKnw
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Figure 7-5: Comparison of effective thermal conductivity of an infinitely long rib-
bon over a range of Knudsen numbers Knw = A/W-calculated using a homogeneous
SMRT solution (labeled "Homo."), and the analytical SMRT solution (labeled "An-
alytic").

where the coefficient Ow will, in general, depend on the material and the type of

boundary conditions it is subject to. Here, 13w P .53 seems to describe the data

well (see Figure 7-6)-within 10% error for the transition regime, 0.1 < Kn <, 10,

which is better than the homogeneous scattering rate approach. Both the model and

the parameter value are entirely phenomenological in this case, but may be useful to

provide simple estimates for simulation and experiment design.

7.3 Finite-length ribbons

Unlike the infinitely long ribbons of the previous section, in all practical applications,

graphene ribbons have finite length and may terminate in graphitic heat sinks [41, 10],

or contacts which can be approximated as prescribed-temperature boundary condi-

tions. Phonons emitted from such a boundary may have a substantially different

distribution than those arriving at the boundary. This non-equilibrium distribution
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Figure 7-6: Comparison of effective thermal conductivity for an infinitely long ribbon
with the ab initio phonon scattering operator calculated by LAIP-LVDSMC and using
a fitted Landauer-like approximation.

will persist until the entering phonons have had a chance to thermalize with the local

phonon population (e.g. a few mean free paths).

Figure 7-7 shows the temperature profiles calculated from LAIP-LVDSMC for

various Knudsen numbers. These calculations were performed using the prescribed

temperature boundary conditions described in Section 6.3.1 in the axial (q) direction

(T* = 1, -1 at 77 = 1,0 respectively) , while in the transverse direction the simulation

was taken to be periodic. The prescribed temperature boundary condition is shown

to introduce a region of non-linear temperature gradient (implying Fourier's law does

not hold) as well as to decrease the temperature gradient in the "bulk" away from

the boundary-a linear segment of the temperature gradient is present only in the

KnL = 0.1 case.

In the Boltzmann equation literature, the linear (bulk) profile is extrapolated to

the wall to provide the boundary condition that needs to be supplied to Fourier's

law so that the latter can reproduce the correct behavior away from the boundary.

125



In Figure 7-7 for Kn = 0.1, the linearly extrapolated temperature at the boundary

is ~ 0.8, which is different from the imposed boundary temperature (T* = 1); in

other words, a temperature jump exists. For the Kn = 1 and Kn = 10 profiles,

kinetic effects are expected to span the entire domain and Fourier's law cannot be

applied [93].

0.8-

0.6-

0.4-

0.2-

0 -

-0.2-

-0.4-Kn
KnL-'O.l

-0.6 KnL-1

-0.8 KnL-'l

0 0.2 0.4 0.6 0.8 1

Figure 7-7: Temperature profile along a finite length ribbon for various Kn = A/L
calculated using ab initio LVDSMC simulations. These profiles exhibit a clear tem-
perature jump with respect to the applied temperature of 1. The dimensionless
temperature is T*(yr) = 2 T()_- To

In terms of heat flux, the net effect of the finite length of the ribbon is to diminish

transport, which has been termed "ballistic resistance" [98, 55, 100, 79, 25, 61, 111].

Figure 7-8 shows the reduction in heat flux due to finite length as calculated by LAIP-

LVDSMC for a range of KnL. At KnL ~ 0.1 the thermal conductivity has already

been reduced from the bulk value by 15%. In contrast, the finite width reduction at

Knw = 0.1 was approximately half that amount. In other words, the effective thermal

conductivity is more sensitive to reductions in length than to reductions in width.

This is of course dependent upon our representation of the interface as atomically

sharp one. The physical fidelity of this approximation must still be investigated.
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Figure 7-8: Comparison of effective thermal conductivity for an infinitely wide, finite
length ribbon over a range of Knudsen numbers KnTL = A/L.

7.3.1 Approximate treatment of ballistic resistance

There exist two main approximate approaches for including the ballistic resistance

in Boltzmann equation simulations: 1) exclusion of all modes with mean free path

greater than the device length [58, 791 or 2) introduction of an additional resistance

implemented using a Landauer-like expression [83, 100, 98]. The first of these ap-

proximations has its roots more strongly in convenience rather than physical realities.

It dates back at least to 2001 when Klemens proposed a frequency cutoff to remove

the divergent thermal conductivity predicted by his model that did not correctly con-

sider momentum and energy conservation requirements nor branch selection rules.

Klemens' approach qualitatively leads to the correct behavior for the effective ther-

mal conductivity [83, 67] (i.e. decreasing effective conductivity with length), but

clearly will predict zero transport for a purely ballistic problem. Furthermore, this

approximation relies on decoupling of ballistic and diffusive modes [791. Due to the

importance of mode coupling in graphene as evidenced by the difference between

the SMRT thermal conductivity and the ab initio calculations [71, 112] the validity of
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decoupling the ballistic and diffusive modes in the context of graphene is questionable.

The second approximate approach, the Landauer-like approach, can be justified

by noting that, especially in the (approximate) one-dimensional form simulated here,

this problem is classical Fourier conduction problem, which is well described by the

Landauer form
Keff (7.6)

K 1 + #LKnL

where Ref [98] gives /L = 2, but we found #L = 1.75 to better describe our data. This

approximation should at least be correct in the two limits (i.e. Kh -+ 0 and Kn -+

oo) [99}, and it has been shown to agree with experiments for other systems [100].

As shown in Figure 7-3, this approximation is within 15% of the LAIP-LVDSMC

solution for 0.1 < Kn < 10, making it a valuable simple model.

7.4 Two dimensional simulations of finite length,

finite width ribbons

In this section we use two-dimensional LAIP-LVDSMC simulation to show the com-

bined effects of both finite width and finite length ribbons in a full two-dimensional

problem. An approximation for this multi dimensional behavior is provided by sum-

ming the finite width and finite length Landauer-like scattering rates (essentially

assuming that they act as resistances in parallel)

Keff =1(7)

K 1 +LKnL +#WKnw

While parameters 3L and #w could be adjusted to improve agreement with the data,

we chose to use the parameters optimized for the one dimensional problems: Ow =

0.53 and #L = 1.75. The error of the approximation is generally comparable to the

sum of the two individual components, so it appears that our superposition of the

finite width and finite length problems introduces little or no additional error into

our approximate model. Nevertheless, we reiterate that this approximate model is
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incapable of providing the spatial variation of the temperature and heat flux profiles.

This spatial variation can be even more important when considering more complicated

geometries (e.g. a circular heated region in a rectangular geometry).
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Figure 7-9: The combined effects of finite width and finite length as described by the
Knudsen numbers KnL and Knw are shown for the graphene ribbon geometry.

7.5 Conclusions

The LAIP-LVDSMC simulation is used to characterize the heat flux profile in finite

width graphene ribbons and the temperature profile in finite length graphene ribbons.

Both the finite width and the finite length are shown to reduce the effective thermal

conductivity although the mechanisms associated with this reduction are distinct.

Finally, the combined finite width and finite length problem is solved using two-

dimensional simulations. A simple Landauer-like model captures the transition from

diffusive to ballistic transport reasonably well (with 10% error for the finite width

problem, within 15% error for the finite length problem, and within 25% error for

the finite width and finite length problem). This compares very favorably with the
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maximum of 30% error observed when using an additional homogeneous scattering

rate to model the effects of transverse boundaries in homogeneous calculations.

The standard kinetic theory prediction of transition between 0.1 ,< Kn < 10 agrees

reasonably well with the data, suggesting that the definition for the mean free path

developed and proposed in Section 3.5.1 is reasonable and effective. We note that

the effective thermal conductivity in the finite length tends to be more sensitive to

reductions in length than the finite width problem and transition begins at a relatively

smaller Knudsen number. In the two-dimensional problem, we show that both the

Knudsen number in terms of width and length must be small in order to eliminate

kinetic effects from a simulation. These results and the simple Landauer-like models

should provide useful guidelines for future simulation and experimental efforts.
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Chapter 8

Final remarks

In this thesis we describe a deviational Monte Carlo method for solving the Boltz-

mann equation for phonon transport subject to the linearized ab-initio three-phonon

scattering operator. We use the method to study heat transport in graphene ribbons,

a geometry used to experimentally measure the thermal conductivity of graphene.

Our results show that in addition to the insight obtained from spatially and tempo-

rally resolved transport fields, this method is useful for validating and characterizing

the error associated with simple models. Of particular interest is the finding that the

treatment of boundaries using a homogeneous scattering term leads up to 30% error

in the effective thermal conductivity. Our hope is that the proposed method will be

used by the scientific community in the future to study a variety of materials and

processes of practical and scientific interest.

In this context, we note that the method for treating the ab-initio collision oper-

ator developed here is general and does not rely on assumptions about the material

dimensionality. Similarly, the particle formulation for integrating the advection part

of the Boltzmann equation readily extends to three-dimensional simulations. In fact,

the simplicity with which arbitrary three dimensional geometries can be treated is

one of the big advantages of this approach compared to mesh-based approaches. In

other words, we expect that the complete method for simulating phonon transport

using the ab-initio collision operator should directly extend to 3D materials, making

ab-initio simulations of all materials of interest possible, provided suitable material
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information is available (i.e. second and third order force constants). The cost of the

method will clearly be larger in three dimensions. The largest computational cost

increase is expected to be due to the increase of states in the reciprocal space dis-

cretization, but we note that these calculations are already being performed in three

dimensions for spatially homogeneous problems [88, 77].

One of the major ingredients of the method developed in this thesis is the energy-

conserving, stochastic particle method for simulating the action of the linearized

ab-initio scattering operator during the homogeneous relaxation step of the split-

ting algorithm described in Chapter 6. Although this algorithm is very efficient-

it requires roughly O(Ntt log(Ntate)) operations per timestep-and exhibits no

timestep error, it generates additional particles, which need to be dealt with within

the computational formulation. The present work achieves stability using a simple

cancellation approach: particles of opposite sign but of the same discrete wave vec-

tor and within the same computational cell in physical space are cancelled. This

approach introduces some numerical error which may be reduced by developing less

crude approaches such as the one outlined in [93] under the section labelled "Ter-

mination of particle trajectories" and shown to be second order accurate in the cell

size. Although the latter technique is developed in the context of a timestep-free,

kinetic-type algorithm and is limited to steady problems, it may be possible to adapt

it to the present method.

Alternatively, timestep-free formulations of the present algorithm should also be

pursued, since they could be beneficial not just in the context of particle cancellation,

but as a general acceleration strategy. As explained in [93], such methods reduce

the computational cost because they reduce memory and processing requirements

(particles are treated independently), but also because they automatically adapt the

timestep to the characteristic timescale of each particle (mode). The latter will in

general lead to (significantly) larger timesteps compared to timestep-based algorithms

which, strictly speaking, need to use a timestep that is smaller than the smallest

relaxation time.

While the computational framework presented in this thesis provides exciting op-
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portunities to study kinetic effects in previously inaccessible systems, the quality of

the results will of course depend upon the fidelity of the material model-namely the

second and third order force constants. We have shown in this work that numerical

errors in calculating the third order force constants can lead to significant uncer-

tainties in the calculation of transport properties (estimated to be as large as 25%

in the present work). For this reason, we have limited ourselves to moderately fine

discretizations of reciprocal space (Nide = 81) when calculating thermal conductivity

and Ngide = 31 when calculating relative transport properties (e.g. Keff(KnW)/K). We

also note that convergence with respect to reciprocal space discretization is improved

by the presence of boundary scattering. We expect that the above discretizations

should provide results well within the uncertainty of 25% inherent in the material

model, but these matters should be investigated further as uncertainties in the mate-

rial model are improved. We expect that the investigation of energy and momentum

conservation in this work will provide direction for efforts towards improving numer-

ical calculations of force constants.

The reciprocal space discretization of the material model is currently the most re-

source intensive part of the computation. When finer reciprocal space discretizations

are desired, the computational cost of calculating the matrix exponential, which scales

as O(NGt), may become limiting. Some of the computational cost may be allevi-

ated by using the first order approximation for calculating the propagator (Equation

(5.44)). This approach also has the potential to preserve sparsity of the propaga-

tor matrix, provided a suitable energy conserving scheme is developed (see the last

paragraph of Section 5.4). For discretizations on the order of Nide ~ 100, memory

requirements were on the order of tens of gigabytes even when using the first-order,

sparse matrix formulation. Further efficiency improvements and/or supercomputing

resources will be required to obtain simulations at finer discretizations.

In the above context, we note that one advantage of Monte Carlo methods, as op-

posed to deterministic approaches, is that there is no underlying need for discretizing

the reciprocal space. In this work, reciprocal space discretization was forced upon us

because no acceptable continuous description of the scattering operator in reciprocal
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space was available. If such a representation is developed either for the linearized op-

erator used in this work or its non-linear counterpart (Equation (3.7)), it could lead

to more efficient Monte Carlo algorithms. We expect future work will focus on scat-

tering models (linearized and non-linear) and particle method implementations that

will allow for stable (in terms of number of particles) simulations without discretizing

reciprocal space, which should prove an enormous benefit in terms of convergence and

computational resource requirements.
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Appendix A

Equilibrium related coefficients

The scattering operator (3.7) evaluated at equilibrium is zero. Given three states i,

j, and k whose frequencies satisfy wi + wj - Wk = 0, this leads to the condition

(ni + 1)(n + 1)no = nin (no +1) for (wi + wj - wk = 0). (A.1)

This expression can be expanded to

n0n + n0no + n0 nPnO for (w2 +wy - wk = 0). (A.2)
ij~ + k + k =W +23Wk=0

where the n9 n nO terms cancel. Equation (A.2) leads to the following useful relation

by grouping of terms:

n nq
n9+n +1 = - (A.3)

k

o ono (n9 +1)n9 - no = k (A.4)
no

eono (nj+ 1)
n9 - no = (A.5)

ki

which are again only valid for states that satisfy w, + wj - Wk = 0.

These relations can be used to transform Equation (4.24) into Equation (4.27) as

well as various other forms that appear in the literature. For a finite grid, the energy

conservation is not exactly satisfied by the states in the discretization, so we expect
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that different forms will result in "slightly" different transport properties for finite

discretizations, but should converge to the same result as the grid is refined.
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Appendix B

Simulation parameters

In order to facilitate the correct usage of the LAIP-LVDSMC simulation method

presented herein, this appendix documents the parameters used to generate the results

reported where those parameters are not clear from the text. Table 6.1 describes the

two letter abbreviations used in this appendix for the input parameters, and Table

6.2 describes the two letter abbreviations used for derived simulation parameters.

Table B.1: Input and derived parameters for Figure 6-2 and for the steady state value
also reported.

Run # TO TG LS NS DT PT NC CF TS SS NE
1 300.0 le-05 0.6 11 1 200 1 1 2000 2000 100
2 300.0 le-05 oo 11 1 720 1 1 20000 20000 1

Run # PC LC TM TC KN TT TB CM
1 125 1.55 0.066 0.0019 0.645 132 3.8 0.0171
2 449 1.55 - 0.0019 0 1.32e+03 - 0.123
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Table B.2: Input and derived parameters for Firures 6-4 and 6-5
Run # TO TG LS NS DT PT NC CF TS SS NE

1 300.0 0 0.06 31 0.5 1000 20 1 4000 4000 1
2 300.0 0 0.0951 31 0.5 1000 20 1 4000 4000 1
3 300.0 0 0.151 31 0.5 1000 20 1 4000 4000 1
4 300.0 0 0.239 31 0.5 1000 20 1 4000 4000 1
5 300.0 0 0.379 31 1 2000 20 1 2000 2000 1
6 300.0 0 0.6 31 1 2000 20 1 2000 2000 1
7 300.0 0 0.951 31 1 2000 20 1 2000 2000 1
8 300.0 0 1.51 31 1 2000 20 1 2000 2000 1
9 300.0 0 2.39 31 1 2000 20 1 2000 2000 1
10 300.0 0 3.79 31 1 2000 20 1 2000 2000 1
11 300.0 0 6 31 1 4000 40 1 2000 2000 1

Run # PC LC TM TC KN TT TB CM
1 1.79 0.00439 0.0241 3.55 11.4 96.6 709 0.0827
2 2.08 0.00695 0.0241 2.24 7.19 96.6 448 0.0899
3 2.37 0.011 0.0241 1.41 4.53 96.6 282 0.102
4 2.63 0.0175 0.0241 0.891 2.86 96.6 178 0.106
5 2.84 0.0277 0.0483 1.12 1.8 96.6 112 0.179
6 3.01 0.0439 0.0483 0.709 1.14 96.6 70.9 0.184
7 3.13 0.0695 0.0483 0.448 0.719 96.6 44.8 0.202
8 3.22 0.11 0.0483 0.282 0.453 96.6 28.2 0.17
9 3.29 0.175 0.0483 0.178 0.286 96.6 17.8 0.259
10 3.34 0.277 0.0483 0.112 0.18 96.6 11.2 0.258
11 3.38 0.219 0.0483 0.142 0.114 96.6 7.09 0.552
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Table B.3: Input and derived parameters for Fi res 7-2 and 7-3.
Run # TO TG LS NS DT PT NC CF TS SS NE

1 300.0 0 0.06 31 0.5 1000 20 1 4000 4000 1
2 300.0 0 0.0951 31 0.5 1000 20 1 4000 4000 1
3 300.0 0 0.151 31 0.5 1000 20 1 4000 4000 1
4 300.0 0 0.239 31 0.5 1000 20 1 4000 4000 1
5 300.0 0 0.379 31 1 2000 20 1 2000 2000 1
6 300.0 0 0.6 31 1 2000 20 1 2000 2000 1
7 300.0 0 0.951 31 1 2000 20 1 2000 2000 1
8 300.0 0 1.51 31 1 2000 20 1 2000 2000 1
9 300.0 0 2.39 31 1 2000 20 1 2000 2000 1
10 300.0 0 3.79 31 1 2000 20 1 2000 2000 1
11 300.0 0 6 31 1 2000 20 1 2000 2000 1

Run # PC LC TM TC KN TT TB CM
1 3.14 0.00439 0.0241 3.55 11.4 96.6 709 0.225
2 4.25 0.00695 0.0241 2.24 7.19 96.6 448 0.374
3 5.82 0.011 0.0241 1.41 4.53 96.6 282 0.346
4 8 0.0175 0.0241 0.891 2.86 96.6 178 0.844
5 11 0.0277 0.0483 1.12 1.8 96.6 112 1.23
6 14.3 0.0439 0.0483 0.709 1.14 96.6 70.9 1.69
7 17.7 0.0695 0.0483 0.448 0.719 96.6 44.8 1.61
8 20.6 0.11 0.0483 0.282 0.453 96.6 28.2 2.13
9 2.83 0.175 0.0483 0.178 0.286 96.6 17.8 1.39
10 24.2 0.277 0.0483 0.112 0.18 96.6 11.2 2.43
11 25.1 0.439 0.0483 0.0709 0.114 96.6 7.09 2.6
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Table B.4: Input and derived parameters for Figures 7-7 and 7-8.

Run # TO TG LS NS DT PT NC CF TS SS NE
1 300.0 0.0001 0.06 31 0.1 1000 20 1 20000 20000 1
2 300.0 6.3091e-05 0.0951 31 0.1 1000 20 1 20000 20000 1
3 300.0 3.9735e-05 0.151 31 0.1 1000 20 1 20000 20000 1
4 300.0 2.5105e-05 0.239 31 0.1 1000 20 1 20000 20000 1
5 300.0 1.5831e-05 0.379 31 0.1 2000 20 1 20000 20000 1
6 300.0 le-05 0.6 31 0.5 200 20 1 4000 4000 1
7 300.0 6.3091e-06 0.951 31 0.5 2000 20 1 4000 4000 1
8 300.0 3.9735e-06 1.51 31 0.5 2000 20 1 4000 4000 1
9 300.0 2.5105e-06 2.39 31 0.5 2000 20 1 4000 4000 1
10 300.0 1.5831e-06 3.79 31 1 2000 20 1 4000 4000 1
11 300.0 le-06 6 31 6 200 100 1 80000 80000 1

Run # PC LC TM TC KN TT TB CM
1 0.791 0.00439 0.00483 0.284 11.4 96.6 284 0.0415
2 1.13 0.00695 0.00483 0.18 7.19 96.6 180 0.0557
3 1.64 0.011 0.00483 0.113 4.53 96.6 113 0.0741
4 2.4 0.0175 0.00483 0.0715 2.86 96.6 71.5 0.112
5 6.94 0.0277 0.00483 0.0451 1.8 96.6 45.1 0.275
6 0.386 0.0439 0.0241 0.142 1.14 96.6 28.4 0.0279
7 3.27 0.0695 0.0241 0.0897 0.719 96.6 17.9 0.199
8 5.18 0.11 0.0241 0.0566 0.453 96.6 11.3 0.352
9 8.95 0.175 0.0241 0.0357 0.286 96.6 7.15 0.568

10 7.9 0.277 0.0483 0.0451 0.18 193 9.02 0.569
11 0.311 0.0877 0.29 0.853 0.114 2.32e+04 683 0.392
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