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Abstract

Solar thermal energy conversion can harness the entire solar spectrum and theoretically achieve

very high efficiencies while interfacing with thermal storage or back-up systems for dispatchable

power generation. Nanostructured materials allow us to tune the spectral properties and heat

transfer behavior to enable such systems. However, under high temperature conditions, thermal

management, system optimization and minimization of parasitic losses are necessary to achieve

competitive solar power generation. This thesis seeks to achieve spectral control and thermal

management through manipulation of nanostructured materials.

First, this thesis presents the design and development of a nanophotonic solar

thermophotovoltaic (STPV) that harnesses the full spectrum of the sun, in a solid-state and

scalable way. Through device optimization and control over spectral properties at high

temperatures (-1300 K), a device that is 3 times more efficient than previous STPVs is

demonstrated. To achieve this result, a framework was developed to identify which parts of the

spectrum are critical and to guide the design of nanostructured absorbers and emitters for STPVs.

The work elucidated the relative importance of spectral properties depending on the operating

regime and device geometry.

Carbon nanotubes and a silicon/silicon dioxide photonic crystal were used to target critical

properties in the high solar concentration regime; and two-dimensional metallic photonic crystals

were used to target critical properties in the low solar concentration regime. A versatile
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experimental platform was developed to interchangeably test different STPV components

without sacrificing experimental control. In addition to demonstrating significant improvements

in STPV efficiency, an experimental procedure to quantify the energy conversion and loss

mechanisms helped improve and validate STPV models. Using these validated models, this

thesis presents a scaled-up device that can achieve 20% efficiencies in the near term. With

potential integration of thermal-based storage, such a technology can supply power efficiently

and on-demand, which will have significant implications for adoption of STPVs.

Second, the thesis shifts focus away from solid-state systems to thermal-fluid systems. A new

figure of merit was proposed to capture the thermal storage, heat transfer and pumping power

requirements for a heat transfer fluid is a solar thermal system. Existing and emerging fluids

were evaluated based on the new metric as well as practical issues. Finally, sub-micron phase

change material (PCM) suspensions are investigated for simultaneous enhancement of local heat

transfer and thermal storage capacity in solar thermal systems. A physical model was developed

to explain the local heat transfer characteristics of a flowing PCM suspension undergoing

melting. A mechanism for enhancement of heat transfer through.control over the distribution of

PCM particles inside a channel was discovered and explained.

Together, this thesis makes significant contributions towards improving our understanding of the

role and the effective use of nanostructured materials in solar thermal systems.

Thesis Committee Chair:

Professor Evelyn N. Wang, Department of Mechanical Engineering, MIT

Thesis Committee Members:

Professor Gang Chen, Department of Mechanical Engineering, MIT

Professor Carl V. Thompson, Department of Material Science and Engineering, MIT
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Chapter 1

1. Introduction

1.1 Motivation

The use of concentrated sunlight as a thermal energy source for production of electricity

promises to be one of the most viable options to replace fossil fuel power plants. A sufficient

amount of solar resources exist in the U.S. to comfortably meet the total electrical power demand

of the country [1]. Nevertheless, solar power supplies less than 1% of the U.S. energy

consumption [2] because it currently cannot compete with fossil-fuel power plants in terms of

efficiency, availability and cost.

Can solar energy be engineered to compete with fossil fuels? Most forms of energy available on

Earth, including renewable energy sources such as wind and biomass, are derivatives of solar

energy in one form or another. In these derivative forms, the original solar energy has undergone

at least one low-efficiency energy conversion step. Even the fossil fuels used today are

derivatives of the solar radiation incident on the Earth's surface millions of years ago. It can be

argued that engineers should be able to tailor power generation systems for direct utilization of

solar radiation with efficiencies exceeding other multi-step energy conversion cycles that rely on

the earth to modify solar energy into a higher quality and more readily usable energy source.

While certain limits on the efficiency of direct solar power generation exist, current solar thermal

technologies are not operating close to these limits which leaves room for improvement for

future solar thermal systems.

Power generation devices utilizing solar-thermal energy conversion can harness the entire solar

spectrum and theoretically achieve very high efficiencies. To achieve the potential of high

efficiencies, high temperatures are needed as understood through Carnot efficiency

considerations. Under high temperature conditions, however, system optimization, minimization

of parasitic losses, and thermal management are important to achieve competitive solar power

generation devices. This thesis seeks to achieve spectral control and thermal management

through an understanding of micro/nanoscale phenomena and materials.
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Specifically, this thesis aims to contribute toward addressing the fundamental issues with solar

power generation: efficiency and dispatchability. To address the issue of efficiency, it

investigates solar thermophotovoltaic devices which in principle can achieve high efficiencies in

a solid-state and scalable way. Dispatchability is addressed in the second part of the thesis, where

engineered fluids, such as sub-micron phase change material (PCM) suspensions, are

investigated for simultaneous enhancement of heat transfer and thermal storage capacity in solar

thermal systems.
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1.2 Background: Solid-State Systems

The most common approaches to generate power from sunlight are either photovoltaic (PV), in

which sunlight directly excites electron-hole pairs in a semiconductor, or solar-thermal, in which

sunlight drives a mechanical heat engine. Photovoltaic power generation is intermittent and

typically only exploits a portion of the solar spectrum efficiently, whereas increased

irreversibilities in smaller heat engines make the solar thermal approach best suited for utility-

scale power plants.

Solar thermophotovoltaics (STPVs), on the other hand, promise to leverage the benefits of both

approaches:

Highly efficient- STPVs (like CSP) harness the entire solar spectrum including high-energy

and infrared photons while PVs only utilize a portion of the solar spectrum efficiently [3-5].

Because of the ability to harness the entire solar spectrum, an STPV device can achieve power

generation efficiencies overcoming the Shockley-Queisser single-junction PV limit [3, 4] and on

par with those of concentrated multi-junction photovoltaics [6].

Scalable and low-maintenance- STPVs are solid-state and scalable (like PV), whereas CSP is

best suited for utility scale power plants, limiting its ubiquity and stalling reductions in cost.

Dispatchable- Because of the intermediate conversion to heat, STPVs (like CSP) are well-

suited to provide electricity on-demand through a thermal-based energy storage system or a fuel-

based back-up system [7-9]. In contrast, power generation using PVs is intermittent while the

cost of electricity storage is high; two factors limiting the penetration of PVs to 5-15% of the

U.S. primary energy supply [10].
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Figure 1-11 Operating principle of a solar thermophotovoltaic.
Incident concentrated sunlight is absorbed and turned into outgoing thermal emission that matches the

spectral response of a single-junction cell.

In STPVs, sunlight is absorbed and turned into heat raising the temperature of the emitter. The

thermal emission from the emitter is tuned to match the spectral response of the photovoltaic

cell. Ultimately, the broad solar spectrum incident on the absorber is converted into a narrower

spectrum leaving the emitter, and can thus improve the overall efficiency. STPVs can be thought

of as a solar-powered high-temperature solid-state heat engine. Alternatively, they can be

considered as a non-linear optical element or material that creates an 'artificial sun' for a single-

junction cell [11].

Since no portion of incident sunlight reaches the PV cell directly, the performance of STPVs is

determined by the efficiency of several intermediate energy conversion steps. Optically

concentrated sunlight is converted into heat in the absorber; the absorber temperature rises; heat

conducts to the emitter; the hot emitter thermally radiates towards the PV cell, where radiation is

ultimately converted into excited charge carriers and electricity (Fig. la). The overall efficiency

(t,,p,) can be expressed as a product of the optical efficiency of concentrating sunlight (q,,), the

thermal efficiency of converting and delivering sunlight as heat to the emitter (r/t), and the

efficiency of generating electrical power from the thermal emission (r,,,):
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1-1

In order to excite enough thermal modes for substantial emission above the bandgap, the emitter

temperature should [12] be high enough such that Planck's blackbody peak approaches the

bandgap:

1-2 T,, ~ 2336 [K/eV] -Eg

In order to reach high efficiencies, the process relies heavily on filter-like properties in both the

absorber and the emitter. The ideal spectral properties on the absorber go from high absorptance

to low emittance at the cut-off wavelength in order to absorb sunlight and suppress thermal

emission. The ideal spectral properties in the emitter have high emittance above the bandgap and

low emittance at energies below the bandgap in order to maximize the matching between the

thermal radiation and the spectral response of the cell, and eliminate low-energy emission.

The challenge with STPVs is that these filter-like properties that abruptly go from high

emissivity to low emissivity are required in materials operating at high temperatures. No

naturally-occurring materials meet these requirements and display these properties. Thus,

efficient collection of sunlight in the absorber and spectral control in the emitter are particularly

challenging. This drawback has limited prior experimental demonstrations of this approach to

conversion efficiencies around or below 1% [13-15].

For the absorber, one approach to effectively enhance the intrinsic solar absorptivity of materials

is to use macro cavity geometries. Because of the high aspect ratio of the cavity needed to

enhance absorption, this approach typically requires high levels of optical concentration to reach

T,'' (e.g., 3,183 times as used by Datas and Algora [13], 4,600 times as used by Vlasov et

al.[14]). Such high optical concentration in turn requires complex systems with relatively low

optical efficiencies (q,-65%) [13].

For the emitter, the intrinsic spectral selectivity of tungsten is poor at TP"' since the emissivity at

low photon energies (< Eg) increases with temperature, accompanying an increase in the

electrical resistivity [16].

17
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To improve the performance of the absorber-emitter, this thesis investigates the use of

nanostructured and nanophotonic surfaces to tailor the spectral properties of the absorber-emitter.

Although the underlying material properties are sensitive to temperature, the surface structure

affords a degree of spectral tunability which is temperature independent. This is accomplished in

a compact planar layout without resorting to more complex STPV configurations.

Researchers have investigated the design of structured surfaces [5, 7, 17-24] with spectral

properties approaching those of ideal STPV components; specifically, the use of photonic

crystals to control the photon density of states for narrow-band selective emission [5, 7, 17-23].

Recent developments of selective metal-based surfaces have demonstrated ID, 2D, and 3D

metallic photonic crystal structures capable of tailoring the emissivity spectrum. Two-

dimensional metallic air photonic crystals (MAPhC) have been demonstrated to selectively

absorb/emit light in the near infrared via cavity modes. Metamaterial and plasmonic based

absorbers have demonstrated wide angle absorption due to their subwavelength periodic

structures. Simulation studies using realistic nanophotonic surfaces predict STPV efficiencies

exceeding 40% [5, 18, 24]. Nevertheless, these surfaces have not yet been fabricated and

integrated into STPV devices operating at high enough temperatures for efficient power

conversion.
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1.3 Background: Thermal-Fluid Systems

Heat transfer fluids serve one or more purposes in solar thermal applications, such as: collection

and transport of heat from solar absorbers; intermediate storage of thermal energy to buffer the

diurnal nature of solar radiation; and heat exchange with the power cycle to produce electricity.

As a result of the multiple purposes of heat transfer fluids in these applications, many

constraints, both performance and practical, influence the choice of heat transfer fluid. The

choice of heat transfer fluids has significant effects on the performance, cost and reliability of

solar thermal systems.

In typical concentrated solar power (CSP) applications, heat transfer fluids are required to have

low freezing points (near room temperature) to avoid freezing overnight, high operating

temperatures (>4000 C) to increase the power cycle efficiency, and low vapor pressures at high

temperatures to reduce installation costs. For heat transfer performance, fluids are expected to

have high thermal conductivity, high volumetric heat capacity, and low viscosity. They also need

to be environmentally benign, non-corrosive, safe and cost-effective. Since pure substances and

commonly used fluids such as synthetic oils and molten salts rarely meet all of the practical and

performance criteria, the development of new solar heat transfer fluids continues to be an active

area of research. Two of the most commonly pursued research avenues include: mixtures, such

as multi-component salts; and composite fluids, such as suspensions of submicron-sized solid

particles in liquids (i.e., nanofluids). New developments have been discovered in the recent years

in the field of mixtures and composite fluids, such as nanofluids and phase-change material

suspensions, which can potentially lead to significant breakthroughs for solar thermal

applications.

When suspended in a heat transfer fluid, micron-sized encapsulated phase-change materials

(PCMs) serve to increase the effective heat capacity of a fluid over a relatively small temperature

range as the inner core undergoes melting or phase-change. PCMs are most commonly composed

of a wax or organic inner core and a polymer-based outer shell; paraffin is the most common

inner core material because of its relatively high latent heat, low vapor pressure, negligible

supercooling and chemical stability [25]. Since the systems are operated with a limited

temperature difference between source and sink, the enhancement of effective heat capacity

resulting from the latent heat of fusion increases the energy storage density. Consequently, either

thermal performance is improved or the pumping power requirement may be reduced.
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Previous studies have developed numerical models to understand the hydrodynamic and heat

transfer characteristics of PCM suspensions (i.e., slurries). A review by Dutil et al. focuses on

numerical studies modeling convective heat transfer in PCM suspensions with summaries of

methods, model validation steps and main contributions [26]: while, Zhang et al. summarizes

work addressing material properties and applications ofPCM suspensions [27]. Most of the

numerical studies model the slurry as a bulk fluid using the effective heat capacity model [28-34]

originally introduced by Alisetti et al. [28]. Alternative approaches treat the latent heat as an

additional source term representing the absorbed heat during the phase change process in the

PCM [35, 36], or describe the carrier fluid and the PCM phases using separate conservation

equations with appropriate interaction terms [37].

Experiments have also been conducted to evaluate the heat transfer characteristics of PCM

suspensions [38-48]; results from forced convection, constant heat flux experiments with

suspensions of microencapsulated PCM particles show the effects of the Stefan number, the

PCM mass fraction, the flow rate, the flow regime, the inlet temperature subcooling, and the

particle size. The thermal performance tends to increase as the mass fraction increases, but the

optimal mass fraction balances both the heat transfer enhancement and the pumping power

increase [40, 41, 48]. To improve the effective thermal conductivity of slurries, investigators

have studied hybrid suspensions of alumina nanoparticles and PCMs [46, 47]; however,

experiments showed that the viscosity of hybrid suspensions is anomalously high, exceeding

enhancements in heat transfer.

Although previous work has shown that PCM suspension fluids can enhance certain thermal

performance metrics, however, the effects of PCM suspensions on the local heat transfer

characteristics have not been fully investigated. In particular, understanding the influence of the

distribution of PCM particles inside the channel is needed for further heat transfer enhancements.
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1.4 Thesis Outline

In Chapter 1, the motivation for studying nanostructured materials for concentrated solar power

generation was discussed. State-of-the-art solar power generation technologies were discussed.

PART I: SOLID-STATE SYSTEMS

Chapter 2 investigates the design of solar thermophotovoltaics (STPVs) in the presence of

spectral non-idealities and parasitic losses. The framework developed in this chapter can be used

as a guide for materials selection and targeted spectral engineering depending on the

concentration level and the bandgap of the photovoltaic cells.

Chapter 3 describes the development of a nanophotonic STPV device that targets the critical

spectral properties in the high-concentration regime (-1000 Suns), using an array of carbon

nanotubes as the absorber, and a one-dimensional photonic crystal as the emitter.

Chapter 4 describes the design of an absorber-emitter aiming to improve the conversion

efficiency relative to the device from Chapter 3 at low optical concentrations (-100 Suns). To

achieve the necessary spectral selectivity, a two-dimensional metal photonic crystal is developed

and experimentally investigated.

PART II: THERMAL-FLUID SYSTEMS

In Chapter 5, a new figure of merit capturing the combined effects of thermal storage capacity,

convective heat transfer characteristics and hydraulic performance of the fluids is developed to

evaluate existing heat transfer fluids such as oils and molten salts as well as alternative options

including water-steam mixtures (direct steam), ionic liquids/melts and suspensions of

nanoparticles (nanofluids).

In Chapter 6, focusing of sub-micron phase change particles near a heated wall is investigated

for simultaneous enhancement of local heat transfer and thermal storage capacity in solar thermal

systems.

In Chapter 7, the main contributions of this thesis are summarized. Recommendations for future

work are presented.
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PART I: SOLID-STATE SYSTEMS

Chapter 2

2. The role of non-idealities in the design of solar thermophotovoltaics

Solar thermophotovoltaic power generation relies on an intermediate material, an absorber-

emitter, situated between the sun and a photovoltaic cell. Ideally, this material converts the broad

solar spectrum into heat, before tuning the thermal emission such that only useful radiation is

delivered to the PV cell. Theoretical studies predict that solar-to-electrical efficiencies can

approach 85% for STPVs [3]. Experimentally demonstrated STPVs, on the other hand, have until

recently been limited to efficiencies around 1%. The large discrepancy between these two

realms is in large part due to spectral non-idealities and parasitic losses.

In order to bridge the gap between theoretically suggested and experimentally demonstrated

efficiencies of solar thermophotovoltaics (STPVs), this section investigates the efficiency of

solar thermophotovoltaics (STPVs) in the presence of spectral non-idealities and realistic

parasitic losses. A model is developed to investigate how spectral non-idealities impact the

efficiency and the optimal design of STPVs over a range of PV bandgaps (0.45-0.80 eV) and

optical concentrations (1-5,000 Suns). On the emitter side, we show that suppressing or recycling

sub-bandgap radiation is critical. On the absorber side, the relative importance of absorptive to

re-emissive spectral non-idealities depends on the energy balance. The results are well described

using dimensionless parameters weighing the relative importance of non-idealities on the emitter

side and the absorber side. Our framework can be used as a guide for materials selection and

targeted spectral engineering in STPVs.
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2.1 STPV Spectral Engineering

Spectrally-engineered surfaces can be used as both absorbers, to efficiently collect sunlight, and

as emitters, to selectively emit useful radiation towards a PV cell.

The primary goal of solar absorbers is to maximize the amount of solar irradiation absorbed

compared to the thermal radiation emitted in the infrared; this desirable property is known as

spectral selectivity. Spectrally or wavelength selective absorbers are used in most solar thermal

applications ranging from domestic hot water heating to concentrated solar power generation.

The cut-off wavelength (L,) and the spectral properties optimize absorption (high 6A) of short-

wavelength concentrated sunlight (A<LC), and suppress re-emission (low eA) of long-wavelength

thermal radiation (A>L) [49]. The ideal cutoff wavelength can approximately be interpreted as

the graphical intersection of the spectral solar irradiation and thermal emission (as shown in

Figure 2-1), shown here for a concentration of 40 suns and a temperature of 1300 K.

In actual solar power generation devices, however, connecting solar-thermal to thermal-electrical

energy conversion provides a coupling (through an energy balance at steady state) between solar

concentration and the temperature of the absorber. This coupling sets a unique ideal cutoff

wavelength for a given solar concentration or temperature.
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Figure 2-1 Ideal cut-off wavelengths on the absorber-side (L) and the emitter-side (2g).
The spectral flux for concentrated (C=40, AM 1.5D) sunlight incident on the absorber and the blackbody

thermal emission (T= 1300).

In STPVs, the TPV (emitter/PV) system provides the coupling and sets the temperature for a

given solar input. In order to optimize the amount of useful radiation delivered to the PV, the
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spectral properties of the emitter enhance thermal emission of useful radiation with energies

above the PV bandgap (A<Ag) while suppressing sub-bandgap radiation (A>Ag).

Current state-of-the-art spectrally-engineered surfaces, compatible with the high operating

temperatures of STPVs, have tunable cutoff wavelengths with an average emittance of -0.80 at

wavelengths below the cutoff, and -0.20 at wavelengths above the cutoff [20, 21, 50-53].

Compared to an ideal selective surface, these properties represent approximately a 0.20 deviation

(6) from ideality. Despite their remarkable properties and tunability, this level of spectral non-

ideality is insufficient for STPV power generation to reach high efficiency (i.e. exceeding the

Shockley-Queisser limit [4] at moderate optical concentrations on the order of 1000 suns and

below), as evidenced by previous experimental results and our subsequent analysis.

To achieve high efficiencies, a second level of spectral control in addition to the absorber-emitter

is needed to suppress wasteful radiation from escaping the system. This second level of control

comes in the form of selective windows and filters. Selective windows allow solar radiation to

pass while reflecting thermal emission back to the absorber. Windows with a rugate interference

coating have been demonstrated with solar-weighted transmittance exceeding 0.80 and thermal

reflectance of approximately 0.50 (weighted for a 1100 "C blackbody) [54]. Similarly, sub-

bandgap reflecting filters allow useful (above-bandgap radiation) to pass while reflecting sub-

bandgap radiation back to the emitter. Tandem filters (interference + plasma filter) with (1300 K

thermally-averaged) reflectance exceeding 0.95 below the bandgap and 0.60-0.85 transmittance

above the bandgap have been demonstrated [55, 56] and are available commercially. Through a

stacked configuration of spectrally-engineered surfaces surrounded by windows/filters (Figure

2-2) it is expected that non-idealities on the order of 1% are possible in the near term (at least in

parts of the spectrum).
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sunlight

Window Absorber Emitter Filter PV

Absorber-side Emitter-side

Figure 2-2 1 Expanded view of STPV components.
The window and the absorber are grouped together as "absorber-side". The emitter and the filter are

grouped together as "emitter-side".

Interference filters and nanophotonic surfaces allow us to engineer the properties with a certain

degree of tunability and temperature-independence. However, tradeoffs between high

transmittance/absorptance in one part of the spectrum and high reflectance in another part are

inevitable. Therefore, uniformly decreasing the spectral non-idealities from 20% to 1%, is

difficult to achieve, and it also possibly unnecessary. In practice, it is important to understand

what spectral properties have the most impact in improving the efficiency of the system from its

current level of non-idealities.

The goal of this section is to present a simple framework that helps determine which spectral

properties are critical for improving the STPV efficiency. This framework guides us forward in

determining what parts of the spectrum should be targeted using either additional components

(windows/filters) or spectral engineering. Short of a global optimization ([18, 57]) coupling

electromagnetic solvers for structured surfaces with a full STPV thermo-electrical model there is

little guidance as to what materials or structures can be used as a starting point for the design and

where our spectral engineering efforts should be directed.

This chapter aims to first understand the sensitivity of the performance and the optimal design to

the non-idealities. Then, we aim to suggest physically-meaningful dimensionless quantities

which can be used as weight factors or figures-of-merit to guide the materials selection and the

design of nanophotonic surfaces en route to achieving high STPV efficiency.
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2.2 Model: Detailed-balance Approach with Non-idealities

Solar cG,

so

PV CW' Eg
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Figure 2-3 | Energy balance (a) and spectral properties (b) of an STPV with non-idealities.
The model accounts for the following STPV non-idealities: deviations from the ideal spectral properties

in the absorber (6") and emitter (6e): parasitic emissive losses from the inactive area between the absorber
and emitter, and losses to the mechanical supports (5% of QE>Eg).

We developed a model for STPVs which closely follows the framework established by

Shockley-Queisser for determining the limits of solar energy conversion with a single-junction

cell. The model however accounts for the following: the actual AM 1.5D solar spectrum

(appropriate for concentrated solar applications), spectral non-idealities on the absorber and

emitter side, non-ideal cell behavior (non-radiative recombination), and parasitic losses through

the hot inactive area and the mechanical supports. We are primarily interested in the influence of

the spectral non-idealities shown in Figure 2-3b: specifically: bha - the absorber-side deviation

from ideal (unity) emissivity for A<A, (the emissivity is 1- 6ha in that region), 6N - the absorber-
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side deviation from zero emissivity for 2>L,, 5h e - the emitter-side deviation from ideal

emissivity above the bandgap (2<4g), and t,5f- the emitter-side deviation from zero sub-bandgap

emissivity (2>Ag). The emissivity is assumed not to be angularly-dependent; alternatively,

spectral properties can be considered as hemispherically-averaged.

An energy balance is implemented at the absorber-emitter to determine its operating temperature:

2-1 O-(T 4 -+T eAe + .e - 1)+ Qpaaiic =aAaCG,

ae amb"Aa nae l)'

where E is the absorptivity weighed by the solar spectrum, E is the emissivity weighed by the

emitted spectrum, T is the temperature of the absorber-emitter, G, is the nominal solar flux

(1000 W/m2 = 1 sun), c is the level of optical concentration, o is Stefan's constant, and A is the

area of the component. In this formulation of the energy balance, the device is assumed to be

surrounded by a blackbody maintained at 300 K. Two fundamental approximations are in fact

embedded in this assumption: (i) the fraction of radiation from the absorber that reaches the sun

compared to the ambient is assumed to be small (it is as high as 10.6% at C=5,000), and (ii) the

impact of radiative recombination in the PV cell on the absorber-emitter temperature is neglected

(f < 1, see below). By neglecting these two contributions to the energy balance, we are indeed

slightly underestimating the STPV performance. Nevertheless, we are more interested in the

relative influence of non-idealities and not the ultimate efficiency of the system.

Regarding the parasitic losses, the emissivity of the inactive area is set to 61 of the appropriate

side. For example, if the emitter is larger than the absorber (Ae>Aa) then -,=81 , and vice versa.

The effective emissivity of the inactive area is determined by accounting for an opposing

reflective shield with a reflectance of 0.96 (which is a reasonable value for a metallic mirror):

2-2 na = -i-+ -1
" , (1-0.96)

The gap between the inactive area and the shield is assumed to be small relative to their areas

such that the approximation of radiative exchange between infinite plates holds. The parasitic

loss to the mechanical supports (Qparasztic) is assumed to be 5% of thermal emission above the PV

bandgap (i.e., 0.05Qe,E>Eg); this is a reasonable target for a scaled up STPV system as determined

using a more rigorous model [58].
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Once the temperature of the absorber-emitter is determined from the energy balance for a given

solar input, the amount of electrical power generated by the PV cell was calculated using the

approach described by Wu et aL. [24]. First, the ultimate power (pu) generated per unit area of the

PV cell is determined by assuming that every photon reaching the cell with energy greater than

Eg excites one electron-hole pair, extracted at Eg:

2-3 P = f -,eA _dA
Ag

where Ag = hc/Eg (h is Planck's constant and c is the speed of light in vacuum) and ebA is the

spectral emissive power. The ultimate power is then corrected by two factors: v, which accounts

for the fact that the open circuit voltage (Vc) is less than the bandgap voltage (Vg=Eg/e), and m,

an impedance matching factor:

2-4 o. - kTPV Rnf
Vg Eg RpvE>Eg

where RE>Eg is the flux of photons with energies above the bandgap, and f accounts for non-

idealities in the PV cell (non-unity absorption and non-radiative recombination). As in [24], f
was set to 0.5 in our model. The impedance matching factor (m) describes the maximum output

power that can be extracted from a single p-n junction cell:

2

2-5 M zm
(1+ zm - e-z- )(z, + In(1 + zm))

where zm is determined using the following equation:

2-6 zm+ ln(l+zm,,)= oc
kbTPV

Using the above factors, the actual power generated by the PV cell is determined as

P = A,,m v. Once the generated power is obtained, it can be normalized by the solar input

power (cGsA4) to determine the overall solar-to-electrical conversion efficiency of the STPV

system.
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2.3 Optimization of efficiency in the presence of non-idealities

Using the model described above, this section goes on to find the optimal STPV efficiency over

a range of optical concentrations (1-5,000x), and bandgaps (0.45-0.80 eV). From an engineering

perspective, it is envisioned that the level of optical concentration and the choice of PV cell will

likely be determined by factors such as cost, availability, system size, etc. Thus, these two

parameters were allowed to vary. At each operating point within this concentration/bandgap

space, the system design that optimized STPV efficiency was determined. Although in theory the

optical concentration can exceed 45,000, we are more interested in optical concentrations

practically used in terrestrial solar thermal applications (typically below 5,000). Regarding the

range of bandgaps, the analysis described in this section can easily be extended to larger PV

bandgaps such as that of silicon. However, considering the current level of non-idealities,

reaching high efficiencies with larger bandgaps would require high levels of optical

concentration which we hoped to avoid, and high temperatures which may not be realistic

considering the thermal stability of nanostructured surfaces.
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Figure 2-4 I Optimized STPV efficiency in the presence of (a) 0.10 and (b) 0.01 non-idealities (6).
Design space covers a range of bandgaps and optical concentrations

The optimal STPV efficiency for a system with 0.10 and 0.01 non-ideality (5) is shown in Figure

2-4a and Figure 2-4b, respectively. In general, the STPV efficiency increases strongly with

increasing optical concentration at a fixed bandgap. Depending on the concentration and the

level of non-idealities, the efficiency typically increases with increasing bandgap up to a point

(because the PV efficiency increases with the bandgap). Beyond some bandgap, the losses in the

system begin to dominate and the efficiency goes back down with increasing bandgap.
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The major impact of decreasing the level of non-idealities from 10% to 1% is that high STPV

efficiencies become attainable at much more moderate optical concentrations (i.e., >40%

efficiency at 100 suns). However, to achieve 1% non-idealities, additional components such as a

selective windows and filters or absorber-emitter surfaces with much better spectral control are

needed. Thus, in order to maintain a high STPV efficiency there is a tradeoff between increasing

complexity of the solar tracking system with increasing optical concentration, and increasing

complexity of the spectrally-engineered components with decreasing optical concentration.

2.4 Impact of Non-Idealities and Parasitic Losses on the Optimal Parameters

To determine the design which maximized the overall STPV efficiency at each operating point

shown above, the following the parameters were simultaneously optimized: the temperature of

the absorber-emitter, the emitter-to-absorber area ratio, the absorber-side cutoff wavelength

(note: the emitter-side cutoff is fixed by the bandgap of the PV). How these optimal parameters

were determined, and how the level of non-idealities impacts the optimal parameters within the

considered design space will discussed in more detail in the following sub-sections.

2.4.1 Cutoff wavelength optimization

A cutoff wavelength is where the absorber-side properties transition from high emissivity at

shorter wavelengths, needed to absorb and thermalize sunlight, to low emissivity at longer

wavelengths, needed to suppress thermal re-emission from the absorber. The "location" of the

cutoff wavelength on the absorber-side maximizes the amount of solar energy collected as heat.

Despite the fact that they are separated by a vacuum gap, we can consider the window and the

absorber as part of one absorber-side unit whose goal it is to create this spectral selectivity (i.e.

allow sunlight to get absorbed while suppressing thermal emission from leaving the unit).

In the simple case where the solar spectrum is approximated by a blackbody at 5800 K and the

selective surface transitions from ideal absorptance to zero emittance, the cutoff wavelength is

defined by the intersection of the two curves: the incident spectral flux (set by the optical

concentration) and the thermal emissive flux outgoing from the surface (set by the temperature).

Here we consider a slightly more complex case where the actual solar spectrum that reaches the

absorber in concentrated solar thermal systems (AM 1.5D) is used, and non-idealities are

introduced above and below the cutoff The net spectral flux (solar incoming minus thermal

outgoing) is shown in Figure 2-5a. Because of the discrete nature of the AM 1.5D spectrum,
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multiple wavelengths could exists where the net flux is zero, meaning the thermal flux (QA)

equals the solar flux (HA). Nevertheless, there is typically only one cutoff wavelength that

maximizes the amount of heat collected by the absorber-side. This cutoff is more rigorously

determined by integrating the net spectral flux up to a given wavelength, as shown in Figure

2-5b. The ideal cutoff wavelength corresponds to the maximum point along this curve.
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Figure 2-5| Optimization of absorber-side cut-off wavelength.
Net spectral flux (a) integrated up a wavelength of interest (b) showing optimum cutoff wavelength.

Even though we have determined the cutoff wavelength by assuming ideal absorptance at

wavelengths below the cutoff and zero emittance above the cutoff, the methodology is general.

The assumption of ideality allowed us to represent the accumulated net flux (or heat collected)

with a simple integral of HA -QA up to the wavelength of interest:

2-7 0HA. - QA,dA'

The question naturally arises whether or not this cutoff wavelength optimizes the collected

sunlight when spectral non-idealities are introduced. It can be mathematically shown that by
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introducing spectral non-idealities, the new function to be optimized is a scaled and vertically

translated version of the original accumulation function, taking on the following form:

2-8 C(H., -QI~dA'J + C2

where C and C2 are wavelength-independent constants:

2-9 C1 7=1-6"-8,, (a)

C2 = s [cG, -- (Te -Tamb)] (b)

Therefore, as long as the emittance below the cutoff is bigger than the emittance above the cutoff

(and the cutoff is perfectly sharp), the cutoff wavelength determined using the accumulation

methodology is universal.

The only parameters determining the optimal cutoff wavelength are the optical concentration and

the temperature of the absorber, and of course, the solar spectrum of interest. In the case of

AM1.5 there are specific bands of sunlight that are attenuated due to atmospheric absorption.

These spectral features lead to clustering of the cutoff wavelengths at the high-energy edge of the

atmospheric bands, as shown in Figure 2-6. From the median of each cluster, we can determine

the three most prevalent cutoff wavelengths: 1.33 pm, 1.78 ptm and 2.40 pm.
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Figure 2-6 I Clustering of absorber-side cut-off wavelengths.
These are the optimal cutoff wavelengths corresponding to Figure 2-4. Dark lines represent the median

cutoff wavelength within each cluster and the dashed lines represent the 5% and 95% percentile. Red and
blue clusters represent 10% and 1% non-ideality cases, respectively.

Figure 2-7 shows the ideal cutoff wavelengths that optimize the STPV efficiencies shown in

Figure 2-4. Each of the three prevalent cutoff wavelengths (short, medium and long) is best

suited for a band of operating points. In general, the ideal cutoff wavelength increases with

increasing optical concentration to allow more of the solar flux to be absorbed. Below ~10 suns

in the 10% non-ideality case, however, the ideal cutoff wavelength increases with decreasing

optical concentration because the design cannot reach high enough temperatures for efficient

operation (this will be discussed in more detail when considering the optimal temperature). This

regime however is not of practical interest since the efficiency is low.
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Figure 2-7 1 Optimal absorber-side cut-off wavelength.
Note: the emitter-side cutoff is set to the bandgap energy.

By comparing Figure 2-7a and b, we observe that the optimal cutoff wavelength is shifted to the

left by decreasing the non-idealities to 1%. This trend of shifting to the left with a reduction of

non-idealities mirrors the behavior of the efficiency.

Figure 2-7 also shows the bandgap energy (Eg) relative to the cutoff energy (Ec). Red

corresponds to regions where the bandgap is red-shifted relative to the cutoff energy. In contrast,

blue corresponds to regions where the bandgap is blue-shifted relative to the cutoff energy. The

latter does not imply energy up-conversion because the mean energy of the solar irradiation is

still higher than the mean energy of the thermal emission. Nevertheless, this analysis can be

extended to higher bandgap PV cells to investigate realistic regions where thermally-driven

energy up-conversion is achievable [59]. The white regions are also interesting because the

cutoff energy matches the bandgap energy, meaning that the absorber-side spectral design can

potentially double as the emitter-side spectral design. In essence, one spectral control strategy

can realistically serve two purposes.

2.4.2 Temperature optimization

The temperature of the absorber-emitter is an important parameter because it has strong

implications for both the efficiency and the practicality of an STPV system. The temperature

plays a major role in the choice of material, the type of surface structuring used for spectral

control, the thermal stability of the device, and the device lifetime. It also determines the strength

of energy modes excited above the bandgap of the PV and hence the power density of the



generator. The power density is an important consideration in the thermo-economic analysis

since the cost of the system is normalized by the power produced. It is also an important metric

in portable applications because of space/weight constraints.

The optimal temperature of the absorber-emitter as a function of concentration and bandgap is

shown in Figure 2-8. The ideal temperature for the case with 10% non-idealities has a stronger

dependence on the concentration and the PV bandgap. As the spectral performance improves

(1% non-idealities), the temperature dependence of the absorber and TPV efficiency is not as

strong. This leads to a more uniform optimal temperature distribution across the design space of

consideration.
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Figure 2-8 1 Optimal temperature of the absorber-emitter.

It is also noticeable that in the areas where the cutoff wavelength bands meet there are

discontinuities in the optimal temperature. For example, two points that close in parametric space

might see a shift from a medium cutoff (1.78 gm) to a longer cutoff wavelength (2.40 pm)

accompanied by a 50-100 K drop in optimal temperature.

Finally, it is also observed that at concentrations lower than -50 suns in the 10% case, and -10

suns in the 1% case, the optimal temperature drops off more quickly. This regime is

characterized by low efficiency, since the optical concentration is insufficient to bring the emitter

to reasonable temperatures for efficient power generation.
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Geometric (area ratio) optimization

Geometrical parameters, such as the size of the emitter relative to the absorber, can be used to

achieve optimal performance at a specific solar irradiance or optical concentration. With

unconcentrated or low optically-concentrated solar radiation, thermal concentration [60, 61]

boosts the hot-side temperature, enabled by low-emittance spectrally-selective surfaces. When

high optically-concentrated solar radiation is available, high conversion efficiency is achieved

through thermal spreading (high emitter-to-absorber area ratios [58]) enabled by high-

absorptance surfaces. Both strategies have been experimentally implemented to achieve

substantial improvements (3-8x) [58, 60] in conversion efficiency compared to prior solar-heated

thermoelectric [62] (TE) and thermophotovoltaic [13] (TPV) generators.

Here we consider more generally the emitter-to-absorber area ratio (AR) as a free parameter used

for optimization of the overall STPV performance. The low AR and high AR envisioned devices

are shown Figure 2-9. As mentioned in the model, a reflecting radiation shield is used to limit the

losses from the mismatched areas.

Shield

Absorber Absorber

Shield

Figure 2-9 1 Geometrical optimization of the size of emitter with respect to the absorber (AR).
a. Emitter is smaller than the absorber, thus AR<l, b. Emitter is larger than the absorber, this AR>1.

The optimal area ratio as a function of optical concentration and bandgap is shown in Figure

2-10. In general, the optimal AR increases with concentration. As with the temperature, the

gradients in optimal AR are steeper when the level of non-idealities is higher. To achieve high

efficiencies with 10% non-idealities, the area ratio climbs to almost 100 at high optical

concentrations (above 1 000x). Reducing the size of the absorber decreases the area for re-

emissive thermal losses and increases the efficiency of solar collection. The high concentration

regime pushes the cutoff absorber-side wavelength to longer wavelengths such that it coincides

or surpasses the PV bandgap and the emitter-side spectral cutoff (i.e., the blue-shifted regime in

Figure 2-7). However, the high area ratio regime requires higher levels of optical concentration
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and effective thermal spreading between the absorber and the emitter to maintain near-isothermal

operation.
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Figure 2-10 1 Optimal absorber-emitter geometry (emitter-to-absorber size, AR).
Optimal AR for an STPV with (a) 10% non-idealities, compared to an STPV with (b) 1% non-idealities.

There is also a regime where thermal concentration is optimal, albeit with low efficiency. The

issue with relying on thermal concentration to achieve these high operating temperatures is that

the emissive losses from the large absorber area begin to dominate. Additionally, the parasitic

losses from the inactive areas contribute to making efficient thermal concentration difficult to

achieve without exceptionally low levels of spectral non-idealities. This effect was previously

observed by Bermel et al. [63], hence, in addition to wavelength selectivity, angular selectivity

was suggested to enable use of unconcentrated sunlight.

2.5 Relative importance of Emitter-side Non-Idealities

Thus far, we have explored the impact of uniformly improving the spectral performance from

10% to 1% non-idealities on the efficiency at moderate optical concentrations, as well as the

optimal temperature, cutoff wavelength and area ratio.

Instead of uniformly decreasing the non-idealities on the emitter side, we consider the impact of

independently increasing the above-bandgap emittance (1-6h') from 0.90 to 0.99 and decreasing

the emittance below the bandgap (61') from 0.10 to 0.01 (see Figure 2-1 la). Figure 2-1 lb shows

the boost in efficiency at a specific bandgap (0.55 eV) for each of the spectral improvements.

Increasing the above-bandgap emittance has a relatively negligible effect on the efficiency. On

the other hand, decreasing the below-bandgap emittance increases the efficiency significantly; a
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0.09 decrease in emittance improves the efficiency by as much as 200% at low optical

concentrations, and by approximately 15% at high optical concentrations.
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Figure 2-111 Relative importance of high above-bandgap vs. low below-bandgap emittance.

To understand why decreasing the below-bandgap emittance has a much stronger impact on the

efficiency, we compare the emissive power below and above the bandgap at the optimal

operating point. This ratio is termed the emitter-side weighing parameter (We):

2-10 We = gE<E,

eE>Eg

where e is the emissive power within the range specified by the subscript. As shown Figure

2-11 c-d, We is much greater than one, over the entire range considered. This implies that the
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emissive power below the bandgap is much greater than above the bandgap, by as much as one

or two orders of magnitude depending on the operating point. The emissive power is greater

below the bandgap for the following reasons: i) when the bandgap wavelength coincides with the

peak blackbody wavelength, the shape of Planck's distribution dictates that roughly -75% of the

energy is below the bandgap, ii) increasing the temperature is detrimental to the absorber

efficiency and shifts the emitted power content away from the bandgap, where the spectral

response is lower. For these reasons, the power content below the bandgap is high and any

deviation from ideality results in a large direct loss. This observation explains why the efficiency

is drastically improved when the emittance below the bandgap is decreased.

The fact that W, is still high at 1% uniform non-ideality (Figure 2-11 d) means that efforts should

be focused on suppressing or recycling sub-bandgap radiation even further. Thus, in addition to

having a low emittance substrate as the emitter, the following components will be beneficial: a

filter that allows useful radiation to pass while reflecting low-energy radiation, and a reflector on

the backside of the PV cell. By using all three approaches, the STPV efficiencies can be

significantly improved. Care should of course be taken not to seriously degrade the emittance

above the bandgap because of the power density considerations mentioned previously.

2.6 Relative importance of Absorber-side Non-Idealities

Similarly to the above analysis, we can consider the relative importance of increasing the solar

absorptance (at wavelengths below the cutoff wavelength) to that of decreasing the thermal

emittance (at wavelengths above the cutoff wavelength). Figure 2-12b shows the increase in

efficiency when the emittance below the cutoff wavelength (1-6ha) is independently increased

from 0.90 to 0.99 (in blue), and when the emittance above the cutoff wavelength (6f) is

independently decreased from 0.10 to 0.01 (in red). The improvement in efficiency can be as

high as 5-10 absolute percentage points due to each of the spectral improvements, depending on

the optical concentration and the operating regime.
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Figure 2-12 1 Relative importance of high solar absorptance vs. low thermal emittance in the
absorber

To understand why there is a cross-over point between the importance of high absorptance

versus low emittance on the absorber-side, we compare the incident solar flux (cGs) to the

emissive flux (o-T'). This ratio is termed the absorber-side weighing parameter (W):

2-11
(Ta-T mb)

a, cG,

Figure 2-12c,d show the Wa at the optimal design. There is indeed a regime where Wa < 1 and the

incident solar flux dominates (in blue), and a regime where Wa > 1 and the emissive flux

dominates (in red). If the solar flux dominates then increasing the absorptance below the cutoff

wavelength is beneficial; on the other hand, if the emissive flux dominates, then decreasing the
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emittance above the cutoff wavelength is expected to be more beneficial. The absorber-side

weighing parameter explains why we observe the cross-over behavior in efficiency and why

there are two distinct regions: a low W ratio regime where high absorptance is more important

and a high Wa regime where low emittance is more important.

It is interesting to note that Wa can be obtained by re-arranging the energy balance (Equation 2-1)

on the absorber-emitter:

W = -Tae ~-Tamb
4 ) aababs

2-12 cG, 'asAbs +emit Aemit + parasitic

abs

6 abs emit -AR + parasitic

After re-arranging the equation, we observe that the area ratio and the parasitic losses appear in

the denominator. Thus, with increasing area ratio and/or parasitic losses we expect the solar flux

to increase and dominate over the thermal emission. This explains why we observe a coupling

between the relative importance of spectral non-idealities and the area ratio, and by extension,

the optimal cutoff wavelength (as previously mentioned).

This information is valuable as a guide for spectral engineering and materials selection. Even

within each band of cutoff wavelengths there could be a subtle transition from Wa> 1 to Wa < 1

meaning that the cutoff wavelength does not fully specify which selective surface is best suited

for a particular operating point. For example, two surfaces that have the same cutoff wavelength

but different absorptance/emittance values might perform better under distinct operating

conditions.

In the subsequent chapters, we explore the design of a device that is best-suited for the high

optical concentration regime where high broad-band absorptance is important (Chapter 3), and a

device that is best-suited for a moderate optical concentration regime where both high

absorptance below the cutoff and low emittance above the cutoff are important (Chapter 4).

2.7 Summary

This chapter investigated the design of solar thermophotovoltaics (STPVs) in the presence of

spectral non-idealities and parasitic losses. The detailed-balance approach was modified to
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account for the actual AM 1.5D solar spectrum, spectral non-idealities, and parasitic losses. This

model was used to maximize the STPV efficiency over a range of PV bandgaps (0.45-0.80 eV)

and optical concentrations (1-5,000 Suns) by determining the optimal temperature, emitter-to-

absorber area ratio (AR) and absorber cutoff wavelength at each operating point. The impact of

non-idealities on the efficiency and the optimal parameters was investigated. The results are

explained using dimensionless parameters weighing the relative importance of non-idealities on

the emitter-side and the absorber-side. On the emitter-side, we show that emissive power below

the bandgap dominates (We>1) such that suppressing or recycling sub-bandgap radiation is

critical. On the absorber side, the relative strength of thermal emissive power to solar irradiance

(W) depends on the operating regime, and so does the importance of re-emissive to absorptive

spectral non-idealities. Due to the atmospheric absorption bands in the AM 1.5D spectrum there

are three prevalent absorber-side cutoff wavelengths, each of them coupled to a specific regime:

1.33 gm (AR~1, Wa~0.1-1), 1.78 pm (AR~1-10, Wjz1-10) and 2.40 pm (AR~10-100, WaZ0-

100). These dimensionless parameters can be used to construct a physically meaningful figure of

merit when calculating the optimal surface nanostructure using an E-M solver without resorting

to a full STPV system-level calculation. In general, the framework developed in this chapter can

be used as a guide for materials selection and targeted spectral engineering in STPVs.

43



44



Chapter 3

3. High optical concentration regime: Targeting critical spectral properties

The high temperature operation of the emitter poses two key challenges to efficient STPV power

conversion: collecting sunlight to efficiently reach T,"', and maintaining spectral selectivity at

elevated temperatures. Past STPV embodiments have relied on the intrinsic properties of

materials such as tungsten [13, 14]. Ultimately, the reliance on the intrinsic spectral properties of

materials for the absorber-emitter has limited previously reported experimental STPVs to

conversion efficiencies around 1% [13-15].

Here we report on a full solar thermophotovoltaic device which, thanks to the nanophotonic

properties of the absorber-emitter surface, reaches experimental efficiencies of 3.2%. The device

integrates a multi-wall carbon nanotube absorber and a one-dimensional Si/SiO 2 photonic crystal

emitter on the same substrate, with the absorber-emitter areas optimized to tune the energy

balance. Our device is planar and compact and could become a viable option for high-

performance solar thermophotovoltaic energy conversion.
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3.1 Device Design and Fabrication

We varied the emitter-to-absorber area ratio (AR=Ae/Aa) from 1 to 10 to achieve optimal

performance. With increasing area ratio, we supply enough heat for the absorber-emitter to reach

T,'Pby increasing the level of irradiance and leveraging the high absorptance of the nanotube

array. Thermal resistance between the absorber and emitter is minimized by integrating the

absorber and emitter on the same conductive silicon substrate such that heat is effectively

delivered to the emitter via thermal spreading. Since the absorber area is reduced with respect to

the planar area of the sample (Figure 3-ic), the area for re-emissive losses from the nearly-

blackbody nanotube array surface is decreased, thus boosting thermal efficiency. To reduce

parasitic radiative losses, we metallized the sides of the silicon substrate and inactive area around

the nanotube absorber with W, a relatively low-emissivity high-temperature material, and

incorporated a high-reflectivity Ag-coated shield (Figure 3-la) to recycle this parasitic radiation

back to the device.

46



a Aperture +-

Sunlight
Vacuum

Support s Abs

MWCNTs
E trAbsorber orea, A .... .....

Thermal emission

Load

b

Aperture P SO
Support%

PV cell ni nim

Figure 3-1 Operating principle and components of the nanophotonic, area ratio optimized
(NARO) STPV.

Sunlight is converted to useful thermal emission, and ultimately electrical power, via a hot absorber-
emitter. (a) Schematic and (b) optical image of our vacuum-enclosed devices composed of an

aperture/radiation-shield, a array of multi-walled carbon nanotubes (MWCNT) as the absorber, a one-
dimensional Si/Si02 photonic crystal emitter (lD PhC), a 0.55 eV bandgap PV cell (InGaAsSb), and a

chilled water cooling system. c, Absorber-side optical image of an AR(=A/Aa)=10 module showing
spatially-defined MWCNTs (Aa=O. 1 cm2) on a W-coated Si substrate (lx 1 cm planar area, 550 pm thick).
d, SEM cross-section of the MWCNTs (inset: magnified view of the nanotube tips). e, Optical image of
the 1 D PhC emitter (Ae= 1 cm2). f, SEM cross-section of the 1 D PhC showing the alternating layers of Si

and Si0 2.

The absorber-emitter module was composed of an array of multi-wall carbon nanotubes as the

solar absorber and a one-dimensional Si/SiO2 photonic crystal as the selective emitter.

3.1.1 Absorber

Vertically-aligned carbon nanotubes were chosen as the solar absorber due to their high-

temperature stability in vacuum and their nearly ideal absorptance, crucial for absorbing highly-

concentrated irradiance at elevated emitter-to-absorber area ratios. As shown in Figure 3-id, the

as-grown nanotubes are 10-15 nm in outer diameter and 80-100 pm tall with a ~0.5 pm variation

in height at the tips. The broad-spectrum absorptance of the nanotube array in this study exceeds

0.99, consistent with previous reports for similar nanotube array geometries [64-66].

The radiative properties of the MWCNT absorbers were characterized across a broad range of

wavelengths (Figure 3-2). Total reflectance (diffuse + specular) was gathered between 250 and
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1750 nm using a UV-Vis-NIR spectrophotometer (500i, Cary) with a diffuse reflectance

accessory. The baseline reference measurement was performed with a certified reflectance

standard (SRS-99-010, Labsphere). The MWCNT surface was further characterized in the

infrared region (2.8-10 ptm) using a FT-IR (Spectrum ONE, Perkin Elmer). During these

measurements, specular reflectance was measured at an incidence angle of 30 degrees using a

variable angle specular reflection accessory (VeeMax II). Both characterizations support

previously reported broadband emittance measurements exceeding 0.99 [64-66]. Significant

variations in emittance before and after high-temperature operation and amongst samples (AR=1

to 10) were not observed.

a 5b 5 _ _ _ _ _ _

0 4

F -a -

CL)

00
500 1000 1500 4 6 8 10

Wavelength (nm) Wavelength (pim)

Figure 3-2 1 Optical characterization of MWCNT absorber.
a, Total reflectance (diffuse + specular) spanning the relevant solar wavelength range (0.25-1.75 pm);

data near 1 pm omitted due to high noise level associated with lamp/detector change. b, Specular
reflectance (300 incident angle) in the infrared (2.8-10 pm).
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Figure 3-3 1 SEMs of absorber-side interfaces.
a, W/substrate and b, CNT/W.

The above figure shows the W/substrate and CNT/W absorber-side interfaces. These SEMs were

taken on a sample after approximately 1 hr of high-temperature operation (1000-1300 K). The

micro/nanoscale morphologies of the interfaces between the different materials are clearly

distinguishable in the SEMs.

3.1.2 Emitter

The multilayer Si/SiO 2 structure of the photonic crystal, composed of five alternating layers of Si

and SiO2, improves the spectral matching between the emittance of the emitter and the internal

quantum efficiency of the InGaAsSb PV cell [67-69] (Eg=0. 5 5 eV). These materials were chosen

for ease of fabrication and high-temperature compatibility with the silicon substrate. The layer

thicknesses were optimized via a constrained global optimization of the product of efficiency and

power density [7].
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Figure 3-4 1 Emitter and PV cell spectral properties.

Measured spectral emittance of the ID PhC at 1285 K and the internal quantum efficiency of the PV used
by the SQ l DD model.

3.2 Modeling

We have developed a system level model to predict both input and output power to the device for

a given equilibrium temperature. Our assumption of isothermal operation (quasi 1 -D) is justified

due to the geometry of the planar absorber/emitter device as well as its relatively high thermal

conductivity (as supported by a highly-fidelity 2-D model [57, 70]). When an equilibrium

temperature is specified, heat transfer (radiation and conduction) with the surrounding

components (PV cell, shield, supports, and vacuum chamber) can be determined. Radiative

transfer is solved on a spectral basis through an energy balance at each surface. The spectral

radiosity (JA) is the sum of the thermal emission (EbA) and the reflection of the irradiance (H).

The irradiance is defined as the portion of the radiosity from other surfaces (j) in the network

which is intercepted by the surface of interest (i). The intercepted portion is determined using

diffuse view factors (F;j).

3-1 JAi = EXiEbii + (1- Ex,)H,

3-2 H21 = E M ]sF,

Equations 3-1 and 3-2 are solved for each surface at each wavelength. After integrating over all

wavelengths, the total radiative heat transfer to each component is known.
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Conduction from the supports is estimated using a fin approximation. This is justified by a small

Biot number (<<0.1). For a fin with an adiabatic tip, the heat loss is given by the following

equation:

3-3 qfin = (Tb - Tv) Jh P k Ac tanh(mL)

where T is the temperature at the contact between the absorber-emitter and the support, T, is the

temperature of the vacuum chamber, h is the average heat transfer coefficient (approximated

using a linearized radiation coefficient), P is the perimeter, k is the thermal conductivity, Ac is the

cross-sectional area, and L is the length of the support. The fin constant (mL) is given by:

3-4 mL = L

The emittance and the thermal conductivity for stainless steel (SS304) are estimated at the mean

temperature of the fin.

The sum of the radiative emission and heat conduction is the total heat that must be supplied to

the absorber-emitter to maintain the specified equilibrium temperature. From this energy

balance, we solved for the required irradiance (H) based on two limiting cases: treating H, as

collimated or diffuse. For the collimated approximation, all of the incoming light through the

aperture is simply incident on the MWCNT absorber. For the diffuse approximation, the

radiative flux passing through the aperture is split between the active MWCNT absorber and the

surrounding tungsten area based on their respective view factors (undergoing multiple reflections

with the aperture/shield).

To determine the output power, we first solved for the total radiative heat transfer from the

emitter to the PV cell for wavelengths smaller than that associated with the bandgap energy of

the InGaAsSb cell (< 2.22 gm). This useful radiation generates photocurrent (Ih) based on the

following expression:

3-5 Iph = IAPV fo IQEa Qa,epvdA

where e is the charge of an electron, h is Planck's constant, co is the speed of light in a vacuum,

A,, is the area of the PV cell, IQEA is the spectral internal quantum efficiency of the PV cell, and
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Q,,-pv is the spectral absorber radiation on the cell. Once the photocurrent was determined, the I-

V characteristics (i.e., maximum power point) of the PV cell were determined semi-empirically

following the methods described by Chan et al. [69].

3.3 Experimental Procedure

To gain more insight into the complex energy conversion in our nanophotonic, area ratio

optimized (NARO) STPV devices and compare it to theoretical predictions, we conducted two

independent experiments-TPV and STPV. We investigated the maximum output power density

(Pout) of the PV diode as a function of the absorber-emitter temperature (Tae) in the TPV

experiment and irradiance (Hs) in the STPV experiment. The temperature measurement in the

TPV characterization was achieved by bonding a fine gage thermocouple directly to the

absorber-side of the substrate.

Our mechanical system ensured alignment and gap control while minimizing parasitic

conduction losses. The entire experimental layout was maintained in vacuum (< 0.5 Pa) to

suppress convective and conductive heat transfer through the environment. We used a Xe-arc

light source to simulate the solar spectrum and to supply a range of irradiances (H,) from 10 to

75 Wcm-2
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Figure 3-5 1 Simulated solar spectrum.
AM 1.5 direct spectrum used a standard for CSP applications and the spectrum

provided by the Xe-arc lamp in our experiments.
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The input power in our experiments was provided by a solar simulator (92192, Newport Oriel

Inc.). While the Xe-arc spectrum deviates slightly from the standard AMI.5D (Figure 3-5), the

MWCNT absorbing surface displays broad-spectrum near-blackbody absorptance [64-66] such

that the difference in spectrally-weighted absorptance for the two spectra is negligible.

Light from the solar simulator was concentrated using a focusing lens system (Hi Flux

Concentrator, Newport Oriel Inc.), shown in Figure 3-6a. The concentrator has two distinct

configurations, converging-diverging and converging, which enable a wide range of irradiances

to be supplied. This light was further concentrated with a secondary concentrator-a converging

"light pipe" which reduces the size of the illuminated spot. The "light pipe" was constructed by

sputtering a 250 nm silver layer on large glass microscope slides. The slides were cut using a die

saw and assembled into a square frustum. The input power was determined shortly after each

experiment by measuring the power through the aperture used in the experiment. This value was

obtained using a thermopile detector (919P-040-50, Newport Oriel Inc.), which measures the

total radiative power incident on the sensing surface. To determine the irradiance, this power was

normalized by the area of the aperture (or equivalently, the absorber area in our experiments).

The irradiance was varied between 10 and 75 W/cm 2 by utilizing both optical configurations

mentioned above and moving the optical setup relative to our vacuum-enclosed experimental

setup (Figure 3-6b) along a linear track (i.e., the further the light source, the lower the

irradiance).

Concentrator

rtute/shield

Figure 3-6 | Experimental setup.
a, Optical image showing solar simulator, primary concentrator, and vacuum chamber. b, Optical image

of the experimental setup inside the vacuum chamber showing the secondary concentrator and the
aperture/shield assembly.
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Alignment and Gap Control

We developed a mechanical system and procedure to ensure repeatable alignment and gap

control between the absorber-emitter sample, the PV cell, and the aperture/shield. In a horizontal

orientation as shown in Fig. la (with gravity pointing down), the PV cell assembly was first

mounted to the thermal management stage which was fixed to a z-axis stage (122-0101, Opto

Sigma Corp.). The absorber-emitter sample was then placed on top of the PV; since the PV and

the emitter have equal dimensions, the sample edges were easily aligned with the PV edges using

a vertical straightedge. Second, the mechanical support needles were brought into contact with

two sides of the absorber-emitter (550 pm thickness) to secure its position while maintaining

alignment with the PV cell. Three stainless steel mechanical supports were used in the design:

two hypodermic needles (2 7Gxl.25 ", B-D) on one side and a spring-loaded pin (POGO-72U-S,

ECT) on the opposite side. The spring-loaded pin ensured that a light force was constantly

applied on the absorber-emitter and the supports, minimizing pitch errors due to thermal

expansion of the sample during operation. After securing the sample, a 300 pm gap between the

emitter and the PV cell was set using the z-stage to lower the PV cell assembly with respect to

the mounted absorber-emitter. The experimental setup was then mounted in the vacuum chamber

and aligned with the aperture/shield (Ag-coated) using a manual linear stage to set the gap.

Finally, the setup was connected to the chilled water loop and the instrumentation via

feedthroughs.

TPV Emitter Temperature Measurement

The temperature of the absorber-emitter during the TPV-validation experiment was measured

using a fine gage special limits thermocouple (CHAL-005, Omega Engineering Inc.) bonded to

the absorber-side of the sample. The bond was established using a zirconia-based ceramic epoxy

(516 Ultra-Temp, Aremco Products Inc.); the manufacturer's thermal annealing instructions were

followed but in an inert (N2/H 2-5%) environment to avoid oxidation of the MWCNT absorber.

PV Temperature and Thermal Load

The temperature of PV cell was measured using a type-K thermocouple (Omega Engineering

Inc.) sandwiched between the packaged cell assembly and the thermal management stage.

Chilled water was supplied to the thermal management stage using a liquid to liquid heat

exchanger (013736, NESLAB) at a steady flow rate of 0.20 0.04 LPM and an inlet temperature

54



of 291 0.4 K. In the range of our experiments results, the temperature of the PV cell (T,) was

dependent on the output power density (pout) according to the following line of best fit:

3-6 T,[K] = 291.8 + 6.59 p,[Wcm -2

During our experiments, T, did not exceed 296 K. Using the flow rate and temperature

measurements at the inlet and outlet of the stage, we determined the thermal load on the PV cell

during operation:

3-7 qth [Wan =0.33 +15.46 pout [Wan]

The above thermal load is specific to the TPV components and geometrical configuration used in

our experimental setup. By combining the above information, we can extract an effective thermal

resistance between the PV cell and the environment (the chilled water inlet in our case):

3-8 Reff= - T = 0.404[KW -cm 2 ]
qth

Although our system relies on forced liquid convection to provide the desired experiment

control, the above thermal resistance can easily be achieved using air-cooled heat sinks in a

practical terrestrial application.

Determining Maximum Power Output

We performed several current-voltage (I-V) sweeps using a precision source-meter (2440,

Keithley Instruments Inc.) once steady state operation of the STPV device was established. The

I-V sweep was conducted in a 4-wire configuration with 50 points acquired in the range of

0-0.7 V. The reported output power density (pout) is an average of the maximum power points for

each I-V sweep acquired at steady operating conditions, normalized by the total cell area (1 cm 2).

3.4 TPV Results and Model Comparison

As shown in Figure 3-7, the output power of the PV cell is highly temperature-dependent as

higher energy modes (> Eg) are excited with increasing emitter temperature. These experimental

results are supported by a spectral quasi-lD diffuse radiative network model (SQlDD). Our

model assumes isothermal operation of the absorber-emitter (i.e., Ta=TeTae) and accounts for
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the experimentally measured spectral properties of the components and the geometrical

configuration of our planar STPV layout. The results of the TPV experiment serve as validation

of our model and provide an indirect method for determining the absorber-emitter temperature

from the measured output power. This approach was used in the STPV characterization since a

direct in-situ measurement of the absorber-emitter temperature increases parasitic losses and

reduces the efficiency.

0.50

0.45

0.40

0.35

E 0.30

0.25
0

- 0.20

0.15

0.10
0 experiment

0.05 SQ1 DD model

0
800 900 1000 1100 1200 1300

Ta (K)

Figure 3-71 TPV characterization.
Electrical output power density (pou,) generated by the InGaAsSb PV cell as a function of the 1 D
Si/SiO 2 PhC emitter temperatureModel prediction (solid line) shows an excellent agreement with

experimental points (markers). Errors bars represent 95% confidence interval.

3.5 STPV Results and Model Comparison

With the TPV performance characterized, we investigated the full energy conversion processes

in our NARO-STPVs with increasing emitter-to-absorber area ratios. Figure 3-8a shows the

electrical output power of the STPV devices as a function of irradiance (Hs) and the absorber-

emitter temperature (determined using the relation between Pou and Tae shown in Figure 3-7).

The upper and lower estimates of our SQlDD model (associated with treating H as collimated

or diffuse, respectively) bound the data within the experimental uncertainty.

The effect of increasing area ratio is manifested in shifting the operating points to a regime of

increased irradiance (Hs) relative to the thermal re-emission loss (e-Tae4 ). If we consider the
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absorber solar collection efficiency (a major component of the thermal efficiency) for a

blackbody surface:

Or4
3-9 B Be

we observe that decreasing the uTae4/Hs ratio results in higher absorber efficiency. For our

nearly-blackbody nanotube absorbers, this regime graphically corresponds to the lower right

corner of Figure 3-8a. Using equation 3-9, we estimated that the absorber efficiency for AR 10 is

above 75%.

Nevertheless, absorber efficiency is only a component of the overall STPV efficiency. Indeed,

the efficiency of converting concentrated sunlight into electrical power (qtqt,,) does not

monotonically increase with increasing area ratio for a fixed irradiance (Hs); as shown in Figure

3-8b, an optimal area ratio exists. To understand why this optimal area ratio arises, the

competing effects of the thermal efficiency and the TPV efficiency are considered. The thermal

efficiency is significantly enhanced as the area ratio is increased due to a rise in absorber

efficiency (as explained above). In contrast, with increasing area ratio for a fixed Hs, the

operating temperature of the absorber-emitter decreases since the ratio of the absorbed solar

power (-AaHs) relative to the thermal emission (-AeaTae4) decreases; ultimately leading to a

decrease in TPV efficiency as the temperature drops significantly below the T,"'. These two

competing effects lead to an optimal area ratio for a fixed irradiance, or equivalently, for a fixed

optical concentration (10 times = 1 WCm, ASTM E772). In general, the optimum area ratio

increases with optical concentration as shown in Figure 3-8b, where the optimum shifts from

approximately AR=2 to AR=5 as Hs is increased from 20 to 48 Wcm-.

Using the relation between pout and Tae, we investigated the system performance as a function of

absorber-emitter temperature. Figure 3-8c shows that the efficiency initially increases sharply

with emitter temperature (below 1200 K) as modes with energies above Eg are increasingly

excited. As the temperature approaches T'' , the efficiency plateaus as increasing useful

emission (i.e., radiation at E > Eg) is balanced by increasing re-emission losses and PV

inefficiencies associated with high photocurrents. Increasing area ratio for a given absorber-

emitter temperature results in increased conversion efficiency (Figure 3-8d). Since the TPV
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efficiency is determined by the emitter temperature, the relative increase in conversion efficiency

(rt'1r,v) is completely attributed to the increase in thermal efficiency. At T,"' t (1285 K), we

experimentally demonstrated a two-fold increase in thermal efficiency from AR=1 to AR =5.
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Figure 3-8 1 Performance characterization and optimization of the nanophotonic STPV device.
a, Electrical output power density (p,,,) and absorber-emitter temperature (Te determined from Fig. 2)

with increasing H, (input solar power normalized by the aperture area) for AR=l to 10. As the area ratio is
increased, the device operates in a regime of low -Te4/Hs, which is favorable for the absorber efficiency
of the nanotube array. b, Conversion efficiency (concentrated solar to electrical, q,q,) with increasing
area ratio for a fixed H,=20 and 48 W/cm 2. Competing effects of the thermal efficiency and the TPV

efficiency lead to an optimal area ratio for a fixed H. c, Conversion efficiency as a function of the pou,, or
equivalently, Te (AR=5 omitted for clarity). d, At a given pu, or Te, the conversion efficiency increases

with increasing area ratio which is attributed to an increase in thermal efficiency. Markers are
experimental points (errors bars represent 95% confidence interval); solid bands represent the SQl DD

model: treating H, as collimated or diffuse sets upper and lower bounds, respectively.

Overall, the highest conversion efficiency (r/,rp,) that we measured is 3.2 0.2% using an AR=7

device, which is 3-4 times greater than previous STPV experiments [13]. This was achieved
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using a compact design at substantially lower levels of optical concentration (-750 times), which

will enable higher optical efficiencies. As shown in Figure 3-9, significant enhancements in

efficiency relative to a gray body absorber-emitter (e=0.5) were achieved through the use of: (i) a

lD Si/SiO 2 photonic crystal for improved spectral performance of the emitter and a vertically-

aligned multi-walled carbon nanotube array for nearly ideal solar absorptance (a two-fold

contribution to the improvement in r/ttr,,) and (ii) optimization of the active emitter-to-absorber

area ratio (an additional two-fold improvement). The concept of optimizing area ratio at a fixed

optical concentration with a nanophotonic absorber-emitter, experimentally demonstrated in this

work, can be easily implemented in future STPV designs to increase overall efficiency.

3.6 Near-term Improvements

From the SQlDD model, our highest efficiency operating point corresponds to a temperature of

1235 K with 54% thermal efficiency and 5.8% TPV efficiency. As the device scales in planar

area from lx1 cm to lOxlO cm (Figure 3-9), the thermal efficiency will improve to -75% as

parasitic losses to the inactive area and mechanical supports decrease from 91% to 20% of the

useful emission (see Figure 3-9b,c). Another important aspect limiting our conversion efficiency

is the performance of the PV cell (V 0c=0.57Eg, 0.48 fill factor, 83% active area). Using an

improved, yet realistic 0.55 eV InGaAsSb cell (V 0,=0.70Eg, 0.74 fill factor, 90% active area) and

a sub-bandgap photon reflecting filter [68], the STPV efficiency will approach 20% at moderate

optical concentrations (Figure 3-9a). Although this result requires scale up of our processing and

experimental systems, our robust experimental STPV demonstration of the (1 cm2) nanophotonic

absorber-emitter and key design elements validates our model.
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Figure 3-9 | Near-term improvements in efficiency for nanophotonic, area ratio optimized (NARO)
STPVs.

Conversion efficiency (r7,,) as function of a solar irradiance (H,). Contributions to q,p, relative to a
gray body absorber-emitter MWCNT-lDPhC absorber-emitter (two-fold improvement), area ratio

optimization (additional two-fold improvement). Efficiencies approaching 20% were predicted with a
scaled-up (lOxlO cm) NARO-STPV utilizing a high-quality 0.55 eV PV module with a sub-bandgap

reflector20. All points and predictions were made using the SQl DD model (Hs treated as collimated).
Power conversion and loss mechanisms at an irradiance of 75 W/cm 2 in the following NARO-STPVs

(obtained using the SQ IDD): a, the experimentally demonstrated AR=7 (1cm 2 ) device (d and c represent
diffuse and collimated irradiance, respectively); and b, a scaled-up (100 cm2 ) AR=17 device utilizing a
high-quality 0.55 eV PV module with a sub-bandgap reflector [68].The scaled-up device was simulated

with 1 mm gaps between the shield/absorber and emitter/PV, and mounted using 8 stainless steel supports
(difference between the diffuse and collimated irradiance is negligible in this configuration). Width of

arrow is proportional to the magnitude of power it represents.

The efficiency can be further enhanced through improvements in low-bandgap PVs (such as

GaSb, Ge, and graphene-based PVs), better spectral control [5, 18, 24] and higher temperature

operation. Unlike Si PV cells that have reached -85% of their thermodynamic efficiency, the

best-performing low-bandgap (TPV) cells exhibit 30-50% of their thermodynamic efficiency

[14, 67, 68, 71]. By re-optimizing the geometry of the ID photonic crystal, our nanophotonic

absorber-emitter may be paired with PV bandgaps up to ~0.7 eV; beyond this point, higher
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temperature photonic crystal materials are required, such as refractory metals [21]. The

efficiency improvements demonstrated in this work, along with the promising predictions using a

validated model, suggest the viability of nanophotonic STPVs for efficient and scalable solar

energy conversion.

3.7 Summary

In this chapter, we experimentally demonstrated a novel nanophotonic STPV device which for

the first time incorporates a nanophotonic absorber-emitter. By integrating these materials into

an innovative device design, we achieved a solar-to-electrical conversion efficiency of 3.2%,

much better than previous STPV embodiments which relied on the intrinsic spectral properties of

materials. Significant improvements were achieved through the use of (i) Si/SiO 2 photonic

crystals for improved spectral performance of the emitter and vertically aligned multi-walled

carbon nanotubes (MWCNTs) for nearly ideal solar absorptivity and (ii) by operating the device

in a higher-flux regime (i.e., -750 suns) through effective thermal spreading between the

absorber and emitter, and optimization of the active emitter-to-absorber area ratio.

The innovative experimental design enables facile integration of nanophotonic surfaces in STPV

research and development, which has been predominately theoretical to this point. Unlike

previous STPV embodiments, the following are easily accomplished in our planar design:

fabrication of nanophotonic surfaces via conventional planar processing techniques, and device

optimization via tuning of the emitter-to-absorber area ratio.

The work facilitates a technology for conversion of sunlight to electricity which promises to

leverage the benefits of both the photovoltaic (PV) and the concentrated solar power (CSP)

approach.
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Chapter 4

4. Low optical concentration regime: Achieving high-temperature spectral

selectivity

This chapter presents the design and experimental characterization of a STPV device which

incorporates a two-dimensional photonic-crystal (2D PhC) absorber-emitter to achieve

experimentally measured spectral conversion efficiencies >10%. These results were achieved by

tailoring the spectral properties of the absorber-emitter through surface nanostructuring of

tantalum (Ta) and minimizing parasitic thermal losses through an innovative vacuum-enclosed

experimental setup. The chapter describes the design and fabrication of the 2D Ta PhCs absorber

and emitter that enabled the high spectral performance. The experimental methods described in

Chapter 3 are used to characterize the 2D PhC absorber-emitter when coupled to a 0.55 eV

InGaAsSb PV cell as a function of the solar irradiance. This chapter shows how this absorber-

emitter PhC surface can be used to exceed the ultimate efficiency of a 0.55 eV cell (as defined by

Shockley-Queisser). By incorporating a sub-bandgap photon reflecting filter on the PV surface

and optimizing the absorber-emitter ratio, the demonstrated 2D Ta PhCs enable a realistic STPV

configuration to reach over 40% spectral conversion efficiency at moderate optical

concentrations.
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4.1 Ultimate and Real Spectral Conversion Efficiency

The performance of STPVs is highly dependent on the efficient conversion of sunlight to useful

thermal emission, which the PV cell can then harness to excite electron-hole pairs and generate

power. To identify the added value of placing an absorber-emitter in between the incident solar

radiation and a (low-bandgap) PV cell, we consider the efficiency of the same cell when exposed

to solar radiation (AM 1.5D), and when exposed to thermal emission from the solar-powered

emitter. We demonstrate that unless the absorber-emitter is properly designed, placing it in front

of the PV cell may degrade the overall solar-to-electrical efficiency of the system.

(a) Solar

Absorber 0 5152 53

1Emiter

Plee 34

o 10u

as I's .9 "s Ls &41

Figure 4-1 12D photonic crystal based STPV device.
(a) Schematic of a 2D PhC absorber-emitter that converts solar radiation with a broad spectrum into a

tailored spectrum matched to the spectral response of the PV cell. (b),(c) Optical images of our vacuum-
enclosed devices composed of a 2D PhC absorber-emitter and a 0.55 eV bandgap PV cell (InGaAsSb).

The visibly glowing absorber-emitter (b) indicates successful high temperature operation (1300 K). The
device was suspended by spring-loaded hollow metallic supports to minimize parasitic thermal losses. (d)

SEM of the 2D PhC emitter showing an array of high-aspect ratio cavities etched in Ta.
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To isolate the effect of the absorber-emitter mediated spectral-conversion process, we consider

the limit in which the PV cell generates one electron-hole pair from each incident photon with

sufficient energy (>Eg) and extracts it at the bandgap voltage (Vg). This limit is in accordance

with the definition of ultimate efficiency, presented by Shockley-Queisser [4]. Here, we extend

the definition of ultimate efficiency to account for the possibility of a converted incident

spectrum using the ultimate spectral conversion efficiency (SCEu):

_H dA
4-1 SCE = ER, A,

where H is the total solar irradiance on the device, H2 is the spectral irradiance on the PV cell, R,

is the flux of above-bandgap quanta incident of the cell, and )g and Eg are the bandgap

wavelength and energy of the PV, respectively. In the case where the spectral irradiance is equal

to the solar irradiance, the SCEu is equivalent to the ultimate efficiency. However, when the

incident spectrum is modified through the photo-thermal-photo conversion process in the

absorber-emitter, the ultimate efficiency can naturally be exceeded in the case that the thermal

emission contains a greater fraction of useful near-bandgap radiation.

In real devices, the spectral conversion efficiency of the PV is proportional to the photocurrent

density (ph) generated by the PV assuming a wavelength and angular independent external

quantum efficiency. Hence, using easily measurable quantities, we will define the real spectral

conversion efficiency as:

4-2 SCER = JphVg
H,

where Vg is the PV bandgap voltage. In our experimental section, we will use SCER to compare

the performance of the PV cell with and without the absorber-emitter.

4.2 Photonic Crystal Design and Optimization

The photonic crystal absorber-emitter consists of a 2D array of high-aspect ratio micro-cavities

(Figure 4-ld) etched into both sides of a Ta substrate. These structures were fabricated using

interference lithography followed by deep reactive ion etching of Ta [21, 51]. Even at the high

operating temperatures, the spectral properties of the Ta PhCs exhibit high-selectivity with a
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sharp cut-off enabled by the PhC surface structure (Figure 4-2). For the absorber, the cut-off

wavelength (LA) and the spectral properties were designed to optimize absorption (high CA) of

short-wavelength concentrated sunlight (A<A{), and suppress re-emission (low EA) of long-

wavelength thermal radiation (L>A,). For the emitter, the spectral properties were optimized to

enhance thermal emission of useful radiation with energies above the PV bandgap (A<Lg) while

suppressing sub-bandgap radiation (A>Ag).

The design of the PhCs is a square array of cylindrical holes with period (a), radius (r), and depth

(h) created on a tantalum (Ta) substrate. Ta was selected due to its high melting point (3290 K),

low vapor pressure and low emissivity at long wavelengths. The emissivity of the substrate is

selectively enhanced in the PhC by coupling to the cavity modes, and the cutoff wavelength is

tunable by adjusting the fundamental cavity resonant frequency through changes in the

dimensions of the cavities, while the maximum emittance of the first resonance peak below the

cutoff is achieved via Q-matching [19].

C g
Abs (N)

-Abs(H)

0.8 - Emit (N)
-- Emit (H)

0.6 -

0.

E

0.2

0 0 1 23
Wavelength, X (prm)

Figure 4-2 2D Ta PhC absorber-emitter spectral properties.
Simulated normal (N) and hemispherically-averaged (H) spectral emittance at 1300 K for the fabricated.
For the absorber, cavity dimensions are a=0.65/r=0.25/h=4.6 pm. For the emitter, the cavity dimensions

are a=l.3/r=0.55/h=8.0 pm.

The optimization of the emitter was performed using the spectral efficiency r, as a figure of

merit (FOM), which is defined as the number of photons emitted in the useful wavelength range

relative to the total number of emitted photons. This is a measure of the spectral selectivity of the

emitter at a given operating temperature T. The useful wavelength range is given by the bandgap

and EQE of the PV cell; we used InGaAsSb PV cells with a bandgap of 0.55 eV and a useful
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wavelength range of about 1 pm-2.3 pm and we optimized the geometrical parameters of the

emitter for a target operating temperature of 1300 K, using the hemispherical emissivity of the

PhC. The hemispherical emissivity of the PhCs was computed using the Fourier Modal Method

using a freely available software [72].

For the optimization of the absorber, the thermal transfer efficiency riT was used as the FOM [18,

73]:

4-aITa bs -~b aT bs Iab

where T is the operating temperature, d is the absorptivity of the absorber averaged over the

solar spectrum, e is the emissivity of the absorber averaged over the blackbody radiation at T, -

is the Stefan-Boltzmann constant, H is the irradiance of the solar spectrum (AM 1.5D). In a

STPV system, the irradiance needed to reach a certain operating T depends on the balance of the

input and output power, and we can rewrite the equation using the sum of the averaged

emissivities of all surfaces, including the absorber, emitter and sides. We approximate that all of

the absorber-emitter losses are radiative.

Again, we optimize the design for a target operating of 1300 K. The spectral emittance of the 2D

Ta PhC absorber and emitter is close to the black-body limit at short wavelengths and

approaching that of polished metal at long wavelengths, with a sharp cutoff separating the two

regimes. The spectral emittance of the fabricated PhCs, as determined from reflectance

measurements at near normal incidence at room temperature, shows good agreement with the

simulated spectra.

4.3 Device Characterization

We designed the experimental system for characterizing high-temperature planar STPVs aiming

to validate our previously-developed model [74] and compare the performance to the PV cell

without the absorber-emitter. The following experimental capabilities were developed to

properly account for the coupled energy conversion steps and to measure the device

characteristics: incident power of simulated solar radiation, absorber/emitter temperature (see

TPV Validation), current-voltage characterization, and thermal load on the PV cell. The
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experimental layout (Figure 4-lb-c) minimizes parasitic heat losses while allowing for precise

alignment and gap control between the absorber-emitter and the PV cell.

4.3.1 TPV Validation

An accurate measurement of the emitter temperature with minimal impact on the temperature

distribution of the emitter was obtained using a thin gauge thermocouple bonded to the back of

the emitter substrate.

2

SQ1DD Model
Experimental Data

1.5-

0.5

800 800 1000 1200 1400
Emitter Temperature (K)

Figure 4-3 | Photocurrent generated by 2D Ta PhC- InGaAsSb TPV.
Two 0.55 eV InGaAsSb (0.5cm xlcm) cells connected in series as a function of the 2D Ta PhC (lxi cm)

emitter temperature. The cell and emitter were separated by a 300 Pm vacuum gap. Line and symbols
represent the results obtained from the model and experiments, respectively.

Using the experimental system, we investigated a solar-powered TPV system composed of the

2D Ta PhC as a high-temperature spectrally selective emitter paired with an InGaAsSb PV cell

(0.55 eV). The IV characteristics of the TPV were experimentally characterized by controlling

the solar power incident on the device, and accordingly varying the emitter temperature from

room temperature to around 1300 K. The photocurrent generated by the PVs (at a slightly

negative bias voltage) was measured as a function of the 2D PhC emitter temperature. As shown

in Figure 4-3, predictions using our numerical model [74] match the results within experimental

uncertainty, validating the numerical models used throughout the study.
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4.4 STPV and PV Comparison

In a STPV configuration, we characterized the SCE of our 2D PhC absorber-emitter when

coupled to the 0.55 eV InGaAsSb PV cell as a function of the solar irradiance (Figure 4-4). The

incident simulated sunlight was passed through an aperture with matching dimensions to the

absorber, spaced 500 jim apart. As in the TPV experiment, the emitter was separated from the

cell by a 300 pm vacuum gap. For comparison, we performed the same experiment but in a

concentrated PV configuration where we measured the photocurrent generated by the PV cell

without the absorber-emitter in front of it. To be consistent, the absorber and the PV cell were

held in the same plane for both experiments (relative to the aperture). Furthermore, the

temperature of the PV cell was consistent in both experiments.

In the STPV configuration, the SCE increased with increasing irradiance since the system

efficiency was highly temperature-dependent. The highest overall SCE we measured for the

STPV configuration was approximately 11% at 13 W/cm 2 of irradiance. At this point, the

absorber-emitter was approximately at 1300 K, which is near the design temperature. On the

other hand, the PV configuration achieved a SCE of 19-20%, suggesting that placing the

absorber-emitter degrades the overall performance, primarily due to parasitic losses and sub-

bandgap emission. Nevertheless, the experimental system represents a proof-of-concept STPV

demonstration and integration of 2D Ta PhCs. When the system is scaled-up and optimized, the

STPV performance can significantly exceed that of the PV configuration.
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Figure 4-4 1 Spectral conversion efficiency.
Comparing direct AM 1.5D illumination of the 0.55 eV cell (PV configuration), to the STPV

configuration with a 2D Ta PhC absorber-emitter under the same conditions.

4.5 Exceeding the Shockley-Queisser Limit

The above experimental validation suggests that STPVs are rapidly approaching the performance

of single junction PV cells. By incorporating a sub-bandgap photon reflecting filter on the PV

surface [68] and scaling the emitter to ten times the area of the absorber (i.e., area ratio of 10)

[75], the ultimate spectral conversion efficiency (SCEu) of the 2D PhC-based STPV will exceed

ultimate efficiency (as defined by the Shockley-Queisser) for this 0.55 eV cell at optical

concentrations as low as ~200 Suns (Figure 4-5). At higher concentrations, the ultimate spectral

conversion efficiency approaches 45% for this device. These are promising results for low

concentration STPVs.
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Figure 4-5 1 Increasing the ultimate efficiency.
2D Ta PhCs enable STPV to exceed the ultimate efficiency for a 0.55 eV cell (as defined by

Shockley-Queisser), at relatively low optical concentrations when integrated in an optimized system

design (i.e., by scaling up the emitter relative to the absorber and introducing a sub-bandgap reflecting

filter).

4.6 Summary

We presented the design and characterization of a planar STPV composed of 2D Ta PhC

absorber-emitter and a 0.55 eV InGaAsSb PV cell. The experimental setup minimized parasitic

heat losses and allowed precise alignment of the components. Through TPV and STPV

experiments, we showed excellent agreement with our previously reported models. We also

directly compared the performance with and without the absorber-emitter, showing that the

absorber-emitter can degrade the overall performance if the system has substantial sub-bandgap

emission and parasitic losses. By scaling-up the emitter relative to the absorber and incorporating

a sub-bandgap filter into our model, we showed that a 2D Ta PhC enabled STPV can exceed the

Shockley-Queisser ultimate efficiency at relatively low irradiances (~200 Suns). This study

demonstrates the components and facilitates the design of such a high-efficiency system.
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PART II: THERMAL-FLUID SYSTEMS

Chapter 5

5. Evaluating solar thermal heat transfer fluids

The choice of proper heat transfer fluids is essential for the development of high-efficiency solar

thermal power plants, as it determines the thermal and hydraulic performance of the collector

field. Previously, Becker [76] evaluated various heat transfer fluids for use in solar thermal

power plants by comparing their individual thermophysical properties. However, the

performance of heat transfer fluids is determined by the combination of the properties rather than

by each of the individual properties. To evaluate the effects of combined thermophysical

properties, researchers have suggested various figures of merit (FOMs). Mouromtseff introduced

the Mouromtseff number (Mo) to evaluate the effects of combined fluid properties on the

convective heat transfer coefficient of internal turbulent flow based on the Dittus-Boelter

correlation [77]:

0.8 C0.33 k0.67
5-1 Mo= p0  .

p047

Bonilla suggested another FOM by comparing the required pumping power to maintain the

temperature difference between inlet and outlet of carrier fluid [78]:

p 2c2.
8

5-2 02
PU.

Even though these FOMs provide meaningful comparisons among various heat transfer fluids,

there are several limitations. Mouromtseff [77] compared only heat transfer characteristics in the

radial direction assuming that all fluids have the same flow velocity. Meanwhile, Bonilla [78]

ignored radial heat transfer between the wall and the fluid and only considered axial heat flow.

Since performance of solar thermal heat transfer fluids is determined by the combined effects of
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the thermal storage capacity of the fluid, convective heat transfer from the wall to the fluid and

hydraulic performance characterized by pumping power, an alternative FOM is desired.

Recently, Murakami and Mikid reported the optimization of heat sinks based on the

minimization of pumping power assuming the same temperature difference between wall outlet

and fluid inlet [79]. Their approach introduced dimensionless pumping and thermal loads, and

showed important relationships among the parameters to optimize heat sink designs considering

the axial and radial heat flow as well as the pumping power requirement. Here, the methodology

suggested by Murakami and Miki6 [79] is used to develop a new FOM to evaluate the

performance of conventional solar thermal heat transfer fluids.

In section 5.2, existing heat transfer fluids such as oils and molten salts are evaluated based on a

new figure of merit capturing the combined effects of thermal storage capacity, convective heat

transfer characteristics and hydraulic performance of the fluids. Thermal stability, freezing point

and safety issues are also discussed. Emerging technologies and alternative options for solar

thermal heat transfer fluids are examined in the rest of the chapter including ionic liquids/melts

(5.3) and suspensions of nanoparticles (5.4), focusing on the benefits and technical challenges.
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5.1 New figure of merit

Nomenclature

a ratio of heated perimeter to perimeter

A area (M2 )

Ck coefficient of k enhancement (Wm-'K-1)

C, specific heat capacity at constant pressure (Jkg-'K-1)

C, coefficient of p enhancement (kgm-'s-' or Pa s)

d particle diameter (nm)

D diameter (m)

E heat transfer enhancement factor

Fr Froude number

g gravitational acceleration (ms-2)

G Total mass flux through a tube (kgm-2s- 1)

h heat transfer coefficient (Wm-2K-), height (m), enthalpy (Jkg'1)

k thermal conductivity (Wm-K-')

K permeability (m2)

L length (m)

m" mass flux (kgm-2s-1)

M two-phase flow pressure drop multiplier

p perimeter (m)

P pressure (Pa)

Pr Prandtl number

q" heat flux (Wm-2)

r radius (m)

Re Reynolds number

S heat transfer correction factor

T temperature (K)

u velocity (ms-1)

V averaged bulk velocity (ms-1)

We Weber number

x vapor quality
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Greek symbols

a thermal diffusivity (m2 s-1)

/8 tilt angle (0)

0 angle (0)

A dimensionless thermal load

L dynamic viscosity (kgm-'s-1)

p density (kgm-3 )

Y dimensionless pumping load

0 volume fraction of solid phase

v kinematic viscosity (m2/s)

Subscript

c capillary

eff effective

f fluid

g gas

h hydraulic diameter

in inlet

I liquid

le assuming the entire flow as liquid

max maximum

out outlet

p particle

ph phase

pool pool boiling

S surface

w wall
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Figure 5-1 shows a schematic of a solar collector tube which is simplified as a single channel of

diameter D and length L. The heat flux is assumed to be uniform throughout the entire length and

the temperature distribution inside the solid walls is neglected.

Frq
Tl,Out

D4 Tfin 10 T *fout

L

Figure 5-1: Schematic of a solar collector tube.
The tube is simplified as a single channel of diameter D and length L; Tf i and Tf out represent the inlet

and outlet temperature of carrier fluid, respectively. T., is the outlet wall temperature.

From conservation of energy, the amount of heat stored in the fluid can be described as:

5-3 pVACp (Tf,out - Tf,in) = qapL ,

where V and p represent the average bulk velocity of fluid and the perimeter of tube,

respectively. a is the correction factor for the case when the heat flux is applied to a fraction of

the perimeter. For solar thermal collector tubes, the thermal stability of the heat transfer fluid

and the selective coating imposes a restriction on Tsou,. Therefore, Eq. 5-3 is rewritten using the

maximum temperature difference between the tube wall and fluid inlet (AT. = - Tfi)

5-4 Tfo, - Tfin = (TWfuu - T,) - (Tout - T,,) = AT -

Then, the pumping power is normalized by the amount of heat transferred to the fluid per time:

- APVA 1 Y f Re 3

5-5 LDqapL 8a A D3
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where D is a normalized diameter (D/L),f is the internal friction factor, and Re is the Reynolds

number. Y and A represent the dimensionless pumping and thermal loads, respectively:

p 'v3

kATL2

5-6 A q"L
kATm

Eqs. 3 and 6 are substituted into Eq. 5-4:

AD
5-7 1= +F ,

Nu

where F is a normalized temperature rise of the fluids, ( T,,, - Ti, )I ATm , described by:

5-8 
F~ =4aA

Re-Pr

For turbulent flow in circular tubes, the internal friction factor and the Nusselt number (Nu) can

be estimated as [80, 81]

f =0.184 Re-4 2

Nu = 0.023 Re0 8 Pr0 .4

By substituting Eqs. 5-6-5-9 into Eq. 5-10:

- YAX
5-10 P o

Pr' .6 F 0 4 (l- F)3

Assuming the heat flux (q"), tube length (L) and the maximum temperature difference between

the tube wall and fluid inlet (AT.) are fixed, the normalized pumping power is determined by

the properties of the fluid and the Reynolds number. To elucidate the effect of fluid properties on

the normalized pumping power without introducing complexity associated with the Reynolds

number, the normalized temperature rise (F) is optimized:
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5-11 -. 0l
aF(F ̂ (-F)')='

By substituting the optimized F (= 2/17) into Eq. 5-10, the normalized pumping power can be

described:

(1.4 Nf2.4
5-12 POc ^1. 

p2.0c1.k .8 AT3.

Then, the performance of heat transfer fluids is determined by the combination of fluid

properties in the first parentheses. Since the normalized pumping power needs to be minimized,

the FOM of solar thermal heat transfer fluids becomes:

2.0 c16k 1.

5-13 FOM = P

This new FOM is suggested to evaluate the thermal and hydraulic performance of heat transfer

fluids for solar thermal applications. Compared with the Mo number (Eq. 5-1), the suggested

FOM (Eq. 5-13) has a strong dependency on p and c, which characterize the heat storage

capacity of fluid. In addition, unlike the previous FOM (Eq. 5-2), the thermal conductivity of

fluid k also has a strong effect as the new FOM includes heat transfer characteristics between

wall and fluid in the radial direction. When the carrier fluids experience phase-change in the

collector tube, the changes in thermal and hydraulic performance associated with the phase-

change process need to be considered.

5.2 Conventional Heat Transfer Fluids

In addition to the FOM discussed in Section 2, the choice of fluid for solar thermal applications

is governed by many other practical considerations. The commonly available heat transfer fluids

for solar thermal power plants are summarized in Table 5-1. For large scale solar thermal plants

(e.g., SEGS plants), synthetic or mineral oils have been the most common heat transfer fluid due

to their high stability over a relatively wide temperature range (15C - 400'C) [82, 83]. The use

of molten salts that are stable at higher temperatures (> 400*C) has also been suggested by

previous studies to enhance the power cycle efficiency [84].
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Table 5-11 Conventional and potential heat transfer fluids for solar collector fields.

Fluid

Synthetic Therminole VP-i [85]
Oils

Mineral Caloria HT 43 [76]

Nitrates Hitec* [86],
Hitec* Solar Salt [86]

Molten salts
Chlorides KCl-MgCl 2 [87]

Fluorides LiF-NaF-KF (FLiNaK) [87]

Mercury [24]
Other liquids

Water [88]

Water vapor (30 - 100 bar) [88]
Pressurized gases

Air (30-100 bar) [89]

Figure 5-2 shows the thermophysical properties and the FOM of the various heat transfer fluids

listed in Table 5-1. Volumetric heat capacity (Figure 5-2a), thermal conductivity (Figure 5-2b),

and dynamic viscosity (Figure 5-2c) values are shown, and the combined effects of these

properties (Figure 5-2d) are evaluated using the FOM discussed below.
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Figure 5-2 1 Thermophysical properties and FOM of heat transfer fluids.
(a) volumetric heat capacity, (b) dynamic viscosity, (c) thermal conductivity, (d) figure of merit (FOM).

PI = Psat(T) and Pg= 30 - 100 bar.

Between the two types of oils, the synthetic oil performs better than the mineral oil due to its

higher thermal conductivity and lower viscosity. Therminol® VP-I has been the most common

heat transfer fluid used in parabolic trough solar plants; however, its modest thermal breakdown

temperature (-400'C) limits the efficiency of power cycles [83].

Between the oils and the salts, the molten salts have a higher FOM due to their higher volumetric

heat capacity and thermal conductivity. At 325 0C, for example, the FOM of nitrate salts (e.g.,

Hitec*, Hitec® Solar Salt) is approximately two and nine times higher than the synthetic (e.g.,

Therminol® VP-i) and mineral oil (e.g., Caloria HT 43), respectively. Fluoride molten salts (e.g.,

FLiNaK) have higher energy density and thermal conductivity than the nitrate ones, but the
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higher viscosity limits their overall benefit. At high temperatures (> 525*C), the FOM of fluoride

salts becomes larger than that of the nitrate salts due to the decrease in viscosity. However, the

freezing point (> 425*C) is too high for existing solar thermal applications.

Molten salts have a potential to improve both the collector field and power cycle efficiencies due

to their higher FOM compared with the oil-based heat transfer fluids. Moreover, molten salts are

cheaper and environmentally less harmful than the oils. However, the high freezing point of the

molten salts requires a freeze protection method in the solar field, which increases the operation

and maintenance cost. For example, Hitec® freezes at -140'C [86] while the synthetic oil usually

freezes at ~15'C. To further reduce the freezing point of molten salts, recent studies have

introduced advanced molten salt mixtures based on nitrate/nitrite anions [90]. Details of the

recent progress in multi-component molten salts and ionic liquids will be discussed in 5.3.1 and

5.3.2.

Water and water-vapor are also promising heat transfer fluids for solar thermal plants, as shown

in Figure 5-2d. In fact, alternative solar thermal plants using water and water-vapor as heat

transfer fluids have been successfully operated for more than 4000 hours through the DISS

project [91]. The alternative system, the so-called direct steam generation (DSG) solar thermal

plants

Gases such as air are also promising heat transfer fluids due to their extremely low viscosity and

cost. The volumetric heat capacity can be increased by increasing the operating pressure.

However, the increase in working pressure may raise the cost of solar field piping.

5.2.1 Operating temperature

Figure 5-2d shows that the performance of heat transfer fluids is strongly temperature-dependent.

For the presented liquids, the FOM rapidly increases as the temperature increases mainly due to

the rapid decrease in viscosity (Figure 5-2b). For the gases, the trend is reversed; the FOM

decreases with temperature, primarily because the volumetric capacity decreases rapidly as the

temperature increases (Figure 5-2a).

The operating temperature also affects the power cycle efficiency since an increase in fluid outlet

temperature increases the Rankine cycle efficiency of steam turbines. For typical concentrated

solar power (CSP) plant designs, power cycle efficiency increases from 37.6% to 40% by

increasing the solar field fluid outlet temperature from -390'C to -450'C [84].
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Despite the benefits of increasing the operating temperature, the thermal stability of fluids and

selective coatings on collector tubes sets an upper limit on the fluid temperature. The Luz System

Three (LS-3) collector tube, utilized in the most recent SEGS and DISS plants, is only stable up

to -400*C [92, 93]. Two new selective coatings with interface stacks and cermet layers stable up

to -450 *C were recently developed by CIEMAT within the DISS project but have not been

applied yet [91]. Therefore, the operating temperature of fluids should be carefully determined

considering the entire system, including the collector tubes, the power block steam turbine, and

the fluid itself.

5.2.2 Safety and reliability

Other characteristics of the heat transfer fluids including flammability, toxicity and corrosiveness

also need to be considered for the safe and reliable operation of solar plants. For the collector

fields using highly flammable heat transfer fluids such as oils, fire extinguishing systems are

required to protect the solar plants against fire hazards. In fact, the first SEGS plant using

mineral oil was destroyed in 1999 by a fire. In subsequent SEGS plants, mineral oil was replaced

by less flammable synthetic oil [94]. Even though mercury has a very high FOM (see Figure 2d),

the use of mercury is not suggested because mercury and most of its compounds are extremely

toxic. For solar plants using molten salts, the collector tubes need to be corrosion resistant. At

elevated temperature (-450'C), molten salts may corrode some metals including steel, stainless

steels and copper. The corrosion rates of various metals by nitrate salts (e.g., Hitec*) are

provided by manufacturers [86].

The performance of various heat transfer fluids is evaluated for solar thermal applications based

on the individual thermophysical properties and the new FOM. The comparison shows that

molten salts should perform better than oil-based fluids. However, several technical issues

including freeze protection and the selection of proper materials for piping need to be considered

to successfully apply the molten salts to large scale solar plants. Pressurized gases including air

and water vapor are also promising economical heat transfer fluids but the levelized electricity

cost (LEC) should be investigated considering the high pressure requirement in the collector tube.

5.3 Ionic Liquids and Melts

Compared to synthetic oils which are commonly used in parabolic trough applications, molten

salts operate at higher temperatures, have lower vapor pressures, are more environmentally-
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friendly and less expensive. Recent feasibility studies have shown that molten salts, serving as

both a heat transfer fluid and a storage medium, have the potential to improve performance and

lower the overall costs of parabolic trough solar plants [84]. It is envisioned that excess molten

salt supplied by the collector loop during periods of high-irradiation can be stored in an insulated

tank and later used for power production during periods of low-irradiation (e.g., extended periods

of cloud cover, nighttime, etc.). Moreover, the ability to increase the operating temperature

(> 4500C) of the system translates into more efficient thermal-to-electrical conversion in the

power cycle [84, 90, 95].

The feasibility of molten salts as heat transfer fluids and storage media has been successfully

demonstrated in CSP applications with central receiver designs. Nevertheless, the primary issue

preventing the widespread use of molten salt is their relatively high freezing point. During

periods of limited or no solar irradiation, the ambient temperature can drop well below 250C

resulting in solidification of the molten salts which ultimately leads to damage of the piping and

increased costs associated with thawing [90]. Freeze prevention mechanisms, including

overnight circulation of the fluid, auxiliary heaters and heat trace wire, are needed in such

systems [84].

To eliminate the solidification problems, current research efforts aim to lower the freezing point

of ionic fluids. For this purpose, ionic liquids and multi-component salts have received a

significant amount of interest. The difference between ionic liquids and ionic melts (i.e., molten

salts) is subtle: ionic liquids, by definition, have freezing point temperatures below the boiling

point of water. Furthermore, ionic liquids typically have organic cations, while molten salts are

composed of inorganic anions and cations [96]. The focus of this section is to review and discuss

recent advances in both ionic liquids and multi-component salts for use in solar thermal

applications, most of which have targeted lowering the freezing point and extending the working

range of the fluid.

5.3.1 Multi-component salts

The melting point of binary and ternary mixtures is significantly lower as compared to the pure

components for entropic reasons. In a simple binary mixture system, a particular composition of

the two components (i.e., eutectic point) will minimize the freezing point (or liquidus

temperature). For this reason, salts currently used in solar thermal applications such as Hitec*
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and Hitec® Solar Salt are eutectic binary or ternary mixtures. Liquidus temperatures as low as

108C for eutectic mixtures of nitrate/nitrite anions with two alkaline cations have been reported

[97].

Recent work has focused on extending this concept by investigating multi-component salt

mixtures. In such systems, the phase diagram can be significantly more complex and harder to

predict [98]; hence, a combinatorial experimental approach has been adopted to determine the

composition with the lowest melting point.

As shown in the phase diagram in Figure 5-3, Cordaro et al. investigated a mixture of cations of

sodium, potassium and lithium with a fixed 1:1 molar ratio of nitrate/nitrite anions [90]. They

were not able to find a eutectic or near-eutectic point, yet they obtained liquidus temperatures

below 800C. By sampling aliquots of the liquid phase during freezing and experimentally

determining their composition, a liquidus temperature near 70-75'C for a Li:K:Na

(30%:50%:20%) salt with a nitrate/nitrite ratio of approximately 0.56 was obtained.
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Figure 5-3 Phase diagram for Li:Na:K mixture with nitrate/nitrite (1:1 molar ratio).
(Dots: experimental data; Lines: mathematically interpolated.) From [90] (Copyright 2011, ASME).

Bradshaw et al. [98] investigated nitrate/nitrite systems with sodium, potassium, lithium and

calcium cations. Calcium nitrate was found to lower the liquidus temperature moderately and

significantly increase the viscosity of the melt. Lithium nitrate, on the other hand, was found to

reduce the liquidus temperature significantly and have a weak effect on viscosity.

The thermal stability of nitrate/nitrite multi-component salts is expected to be limited by the

oxidation of nitrite into nitrate. As nitrate is formed, the mixture shifts away from the eutectic
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point elevating the freezing point such that insoluble products may form in the heat transfer fluid

which clog the valves and pipes [98]. An inert atmosphere can prevent this problem since the

nitrite/nitrate reaction is governed by the partial pressure of oxygen in contact with the molten

salts. The thermal stability of nitrate/nitrite multi-component salts in air is expected to be similar

to existing nitrate/nitrite salts (i.e., -500*C). Thermal decomposition of these salts at high

temperatures yielding different types of oxides is also a concern since soluble oxide ions can

increase the amount of corrosion [98].

A limited amount of research currently exists on the thermophysical properties and heat transfer

performance of low melting point multi-component salt mixtures. Moreover, the cost of lithium

containing salts is high; low-cost substitutes for lithium need to be investigated if the fluid is to

be used as a thermal storage medium.

5.3.2 Ionic liquids

In contrast to molten salt mixtures where the freezing point is decreased via the addition of salts

with small and polarizing inorganic cations (e.g., Li), ionic liquids have large and asymmetrical

organic cations [99]. Although other cations have been synthesized and used in ionic liquids, the

imidazolium cation ([im]) and its derivatives have been prevalent in research because of their

low melting points which are attributed to the asymmetrical nature of [im] [99]. Moreover,

properties of ionic liquids (such as the melting point) can be tuned through modification of the

chemical group attached to the basic [im] structure [95]; examples of which are shown in

Figure 5-4.
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Figure 5-4 I Chemical structure of the following imidazolium-based ionic liquids.
a) 1-n-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide, [emim][Tf2N]; b) 1 -n-butyl-3-

methylimidazolium tetrafluoroborate, [bmim] [BF4]; c) 1-n-butyl-2,3-dimethylimidazolium
hexafluorophosphate, [bmmim][PF6 ]. Adapted from [100] (Copyright 2004, American Chemical Society).

Van Valkenburg studied several "common" [im]-based ionic liquids for use as HTFs in solar

thermal applications [96]: 1-methyl-3-ethylimidazolium tetrafluoroborate ([emim][BF 4]), 1-

methyl-3-butylimidazolium tetrafluoroborate ([bmim][BF 4]), and 1,2-dimethyl-3-

propylimidazolium bis(trifluorosulfonyl)imide ([dmpi]Im). The thermophysical properties of

these ionic liquids are summarized in Table 5-2. The thermal conductivity, heat capacity and

density of the three ionic liquids are comparable and similar to the properties of synthetic oils

such as Therminol® VP-1; the viscosity of the ionic liquids, however, is at least an order of

magnitude higher.

When evaluated on the basis of the FOM discussed in Sections 1 and 2, the heat transfer

performance of the three [im]-based ionic liquids in Table 5-2 is relatively poor (-10' 14012) and

comparable to low-pressure air or water-vapor. The increased viscosity severely limits the

applicability of these ionic liquids, especially in parabolic trough applications where the pressure

drop is a concern because of the relatively long solar collector loop.

Table 5-2 1 Summary of thermophysical properties and temperature ranges for three ionic

liquids [96].

Ionic Liquids

Property
[emim][BF 4] [bmim][BF 4] [dmpi]Im
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Density, 600 C (kgm-3)

Heat capacity, 1000 C (Jkg~'K1I) 1281 1659 1196

Thermal conductivity, 250C (Wm-1K') 0.200 0.186 0.131

Dynamic viscosity, 250C (kgm~1s') 0.036 0.120 0.090

P2.0 C1.6 k1-
FOM= pOc 8.5 (10") 1.8 (10") 1.3 (1011)1.4

Freezing point ("C) 14.4 -87.4 11.3

Thermal decomposition onset ("C) 446 424 457

The -50 0C higher onset of thermal decomposition for [emim][BF 4] compared to Therminol*

VP-1 has the potential to increase efficiency in the power cycle and outweigh the cost of the

increased pressure drop. Further studies on the feasibility of these and other ionic liquids are

needed to confidently assess their applicability in CSP.

The temperature dependence of the thermophysical properties of ionic liquids has been reported

by Van Valkenburg and others [96, 100-102]. In general, the heat capacity shows a weak

dependence, while the thermal conductivity and density decrease slightly with increasing

temperature. Chen et al. [102] determined that the viscosity of an imidazolium-based ionic fluid

decreases with increasing temperature following an Arrhenius-like behavior; furthermore, their

experiments show that the ionic fluid is Newtonian.

Few heat transfer experiments using ionic liquids as the heat transfer fluid exist in literature.

Chen et al. [102] studied the convective heat transfer behavior of an [im]-based ionic fluid under

laminar flow conditions. The thermal entrance length for the ionic fluid was determined to be

very large compared to that of water because of the relatively low thermal conductivity and high

viscosity of the ionic fluid. The convective heat transfer coefficient over the developing region

correlated well with analytical predictions for their geometry (Shah's equation) but it was

significantly lower than that for water under the same conditions. Thus, as predicted by the

individually measured properties, the heat transfer performance of many ionic liquids is limited.
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The difference between ionic fluids and ionic melts is becoming less distinct as current research

using inorganic multi-component mixtures of salts is successfully lowering the liquidus

temperature below 100*C. Research in both areas of ionic liquids and ionic melts will most likely

converge toward multi-component systems optimized for heat transfer performance and a wide

region of thermal stability. Cost-effective ionic liquids with comparable viscosities to synthetic

oils and temperature stability approaching 5000C need to be developed. Similarly, multi-

component salts are promising for solar parabolic trough applications but lower cost alternatives

to lithium nitrate need to be incorporated.

5.4 Nanofluids

In order to enhance the thermophysical properties of common heat transfer fluids, researchers

have investigated colloids where solid particles are suspended in a liquid. The basic idea

originates from the assumption that the characteristic benefits of two or more components can be

combined to achieve the desired properties. In the case of solid-liquid composites for example,

the addition of solid particles was proposed to increase the effective thermal conductivity and

storage density. However, it was found that solid-liquid composites with larger particles lead to

problems with sedimentation, clogging, and erosion in heat transfer applications. Suspensions of

submicron-sized solid particles, on the other hand, promise to alleviate some of the

aforementioned issues and have recently received a significant amount of attention in literature.

This section focuses on suspensions of nanoparticles (i.e., nanofluids) including solid

nanoparticles and phase-change nanoparticles. Nanofluids have generated much interest in the

heat transfer community where order of magnitude thermal conductivity enhancements were

experimentally obtained. Recent advances reported in literature regarding nanofluids are

discussed and technological issues that need to be overcome before they can be successfully

adopted in solar thermal applications are identified. The proposed mechanisms explaining the

thermophysical properties of nanofluids are also discussed.

Nanofluids are primarily evaluated based on their performance under turbulent forced convection

since those are the conditions most commonly encountered in existing solar collectors. Heat

transfer enhancements deviating from predictions based on empirical correlations are discussed.

The dual-use potential of nanofluids in solar thermal applications is also explored, where in

addition to being heat transfer fluids, they can act as volumetric solar receivers, replacing
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selective surface coatings by directly absorbing solar radiation, or direct storage media,

eliminating the need for an intermediate thermal storage medium. These dual-use applications

have the potential of increasing the efficiency and reducing the cost of existing systems by

eliminating the need for a specific component or loop.

5.4.1 Thermophysical properties

This subsection reviews the thermal conductivity, viscosity, heat capacity and radiative

properties of nanofluids. The properties of solid-liquid composites are conventionally understood

using effective medium theories or mixing rule formulations; however, nanofluids have shown

behavior not captured by these classical approaches, generating much interest in the research

community. Our discussion will focus on currently well-accepted mechanisms explaining the

behavior of nanofluids since research in this area remains active and sometimes controversial.

Thermal Conductivity

Effective medium theory is a relatively simple approach used to describe transport properties

(e.g., thermal conductivity) of composites. In the limit that the thermal conductivity of the solid

particles (kp) is much higher than that of the basefluid (kf), the effective conductivity keff of dilute

nanofluids can approximately be described by

keff
5-14 k ~ 1+Ck, ,

where Ck is the thermal conductivity enhancement coefficient and 0 is the volume fraction of the

solid particles. For a dilute suspension (0 < 0.03) of non-interacting spherical particles, Maxwell

obtained that Ck= 3 [103]. Additional effects have been incorporated to generalize the effective

medium theory such as particle shape and the interfacial resistance between the solid and the

basefluid. Descriptions of these effects can be found in past reviews of nanofluids [104-107].

Many investigators have reported experimental data not explained by effective medium theory

(EMT) and proposed physical mechanisms beyond EMT to explain the discrepancies and

"anomalous" effects [108]. The dominant mechanisms have not been identified primarily due to

a lack of agreement between the experimental results of different investigators, however, the

main mechanisms discussed in literature are as follows [104]:
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i) Interfacial layering: Ordering of basefluid molecules at the particle interface and

formation of a high-conductivity solid-like interfacial layer (Figure 5-5a). An in situ

study of an alumina-aluminum interface using a high-resolution transmission electron

microscope provides experimental evidence of ordering of the liquid molecules at a

crystal interface (i.e., interfacial layer), even at elevated temperatures (-750 *C) [109].

Kaplan and Kauffinann [110] reviewed both theoretical and experimental studies of

liquid molecule ordering adjacent to crystalline solids. Gerardi et al. [111] observed

layering of water (forming a ~1.4 nm thick layer) on alumina particles using NMR, but

they did not measure an anomalous conductivity enhancement.

ii) Agglomeration: Formation of particle clusters within the basefluid leading to increased

effective solid fraction and preferential heat flow through the highly conductive clusters

(Figure 5-5b). Timofeeva et al. [112] found that the thermal conductivity was not

significantly affected by aggregation, whereas, Wamkam et al. [112, 113] observed a

significant enhancement of thermal conductivities (>20%) in 3 wt % suspensions when

aggregation was most pronounced. Both groups suggest that the reason for the

discrepancy lies in the nature and amount of the agglomeration: strong aggregates, which

could lead to kff enhancement; and aggregate-like ensembles, which occur due to weak

repulsive forces between particles and are unlikely to enhance kff because of the solid-

liquid-solid interfacial resistance. The effect of agglomeration will be discussed further in

the next subsection as it plays an important role in the effective viscosity of nanofluids;

more work needs to be done to quantify the effect of agglomeration on thermal

conductivity.
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Figure 5-5 1 Mechanisms proposed to explain thermal conductivity enhancement in nanofluids.
a) Formation of a highly ordered interfacial layer (h) composed of basefluid molecules around a

nanoparticle (diameter, d). Adapted from [114] (Copyright 2002, Elsevier); b) Formation of highly

conductive aggregates leading to an increased effective solid volume fraction compared to q of particles

(solid squares: well-dispersed particles, circles: packed clusters (60 vol.% particles), open squares:

loosely packed clusters (40 vol.% particles). Adapted from [104] (Copyright 2005, Elsevier).

A recent international collaboration (International Nanofluid Property Benchmark Exercise, or

INPBE) was coordinated in order to build a consensus in the area. The INPBE had over 30

organizations worldwide measure the thermal conductivity of identical nanofluid samples using

several different experimental approaches [115]. Experimental data collected for the INPBE is in

good agreement (<20% error) with the generalized form of the EMT [116] which includes the

effects of particle shape and interfacial resistance. A drawback of the generalized EMT

formulation, however, is that it has little predictive power since the magnitude of the interfacial

resistance (which is not readily available) must be known. Although, the INPBE study observed

no anomalous thermal conductivity enhancements and found that proposed theoretical

mechanisms such as interfacial layering and agglomeration were not needed to explain the data

[115], there is a still a debate as to which mechanisms are negligible and which ones can be

exploited for thermal conductivity enhancements.

At present, the generalized form of the EMT [116] is recommended. Using this formulation, the

thermal conductivity enhancement in nanofluids simply increases with increasing particle

volume fraction, thermal conductivity (k,) and aspect ratio. Further systematic studies with

explicit control and characterization of the interfacial effects need to be performed to validate

any mechanisms beyond the generalized EMT.
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Viscosity

Similar to thermal conductivity (Eq. 6-14), the effective viscosity (eff) of nanofluids depends

strongly on the volume fraction of nanoparticles in suspension and can be approximately

represented by [117]

5-15 / ~+Cj
'.f

Einstein predicted that for a suspension of non-interacting, hard, uncharged, spherical particles,

the coefficient of viscosity enhancement (C) is 2.5 [118]. For non-spherical particles, limitations

to rotational and translational Brownian motions lead to higher viscosity. In this case, the

coefficient of viscosity enhancement scales with the aspect ratio [117]. In dilute suspensions

(0 < 0.03), these formulation were found to work well for particles sizes between 3 and 300 gm,

but for suspensions of particles below 500 nm, the experimental viscosity exceeds

predictions [119].

An INPBE study on viscosity determined that the measured viscosity dependence on the particle

volume fraction for both spherical and non-spherical particles is roughly ten-times larger than

predicted (C, was 23.4 for spherical particles, and 70.8 for rod-shaped particles) [117]. A slightly

lower dependence on 0 was observed in other studies (C. ~ 4-16). Therefore, models used for

micron-size particle suspensions underestimate the viscosity of nanofluids.

The drastically increased viscosity in nanofluids most likely occurs because basefluid molecules

are trapped around particles and inside particle clusters leading to an increased effective volume

fraction of the solid phase [113, 117, 120]. Electrical double layers and particle-particle

interactions govern the formation of effective excluded volumes, as discussed below.

An electrical double layer forms around particles because they typically acquire a surface charge

when placed in a liquid. Investigators suggest that the increase in viscosity is proportional to the

double layer thickness because molecules in the double layer increase the effective volume of a

particle [112, 119-121]. This effective excluded volume effect can play a significant role in small

nanoparticles because of their large surface-to-volume ratio.

Agglomeration in nanoparticle suspensions is governed by particle-particle interactions. These

interactions are understood as a balance between attractive Van der Waals forces and repulsive
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electrostatic forces between particles of the same charge. As shown in Figure 5-6, the balance of

these forces can lead to the formation of an energy barrier which reduces contact and aggregation

of particles. The influence of surface charge, pH, surfactant additives, particle morphology, and

basefluid properties on the particle-particle interactions is discussed in more detail below.

Electrostatic repulsion

Repulsiveforces Van der Waals attraction

Total Potential Energy

Particle Separation

Figure 5-6 1Forces between suspended nanop articles.

Schematic diagram of the variation in free energy with increasing particle separation, showing a balance

between repulsive and attractive forces. From [ 113] (Copyright 2011, American Institute of Physics).

i) pH: Adjusting the pH of the nanofluid such that it is further from its isoelectric point

(IEP) increases the surface charge of particles and ultimately the repulsive forces, as

understood through DLVO theory [ 113, 122]. Timofeeva et aL showed that the viscosity

of alumina and SiC nanofluids can be decreased by 31% [112] and by 34% [119],

respectively, by controlling the pH of the suspension; while, War ka n et al [113]

lowered the viscosity enhancement ratio from 66% to 20% by changing the pH in Zr 2

suspensions from 8 to 10 (IEP at pH ~ 6.2). Both results are fromaits te fact that

iEincreasg the repulsive forces results in less aggregated suspensions with lower

sotviscosity.

ii) Surfactant additives: Surfactants are typically ligands that adsorb to sites on the

nanoparticle surface and impact the repulsive forces between the particles. Surfactants

may provide both electrostatic and steric stabilization [121] and improve the viscosity of

the suspension. Nevertheless, surfactants are not widely used in solar thermal heat

transfer applications because large amounts of surfactant are needed to cover the total
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nanoparticle interfacial area and the thermal stability of surfactants at elevated

temperatures (>200 *C) has not yet been demonstrated.

iii) Particle morphology: the magnitude of the energy barrier preventing nanoparticles from

aggregating can be enhanced by increasing the particle size (attractive forces scale with

the particle diameter while repulsive forces scale with the diameter squared) [122].

Despite past efforts, the viscosity of nanofluids has yet to be fully connected to DLVO theory

and explained using quantitative and predictive models. For agglomeration to be accepted as the

dominant mechanism, then the viscosity of nanofluids should decrease with increasing repulsion

forces between particles and increasing particle size. As discussed, repulsive forces between

particles can be tuned using the pH of the suspension. However, practical. limitations on pH

control and particle size exist such as corrosion and sedimentation, respectively.

Volumetric Heat Capacity

In general, the heat capacity and density of solid-liquid nanofluids is well-predicted using a

simple property mixing rule and no dependence on the particle morphology has been observed

[119]. The specific heat of nanofluids typically increases or decreases with increasing particle

loading depending on whether the nanoparticles have a higher or lower capacity relative to the

basefluid [25, 123]. However, a recent study by Shin et al. [124] reported an anomalously high

increase in specific heat capacity (14.5%) of a suspension of silica nanoparticles (1 wt.%) in a

high-temperature alkali salt eutectic. The mechanisms suggested to explain the increased heat

capacity are similar to the mechanisms suggested for thermal conductivity enhancements;

namely, the existence of a semi-solid interfacial layer. The anomalous results have not been

confirmed by other investigators. Nevertheless, if the existence of a substantial interfacial layer

with distinct thermophysical properties can be experimentally verified, the effect can be

significant in nanofluids because of the high surface-to-volume ratio of nanoparticles.

A related but distinct approach to enhancing the specific heat of heat transfer fluids has been to

suspend phase-change particles in the basefluid [125]. Micron-sized encapsulated phase-change

materials (mePCMs) are most commonly composed of a wax or organic inner core and a

polymer-based outer shell; paraffin is the most common inner core material because of its

relatively high latent heat, low vapor pressure, negligible supercooling, and chemical stability
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[25]. When suspended in a heat transfer fluid, PCMs serve to increase the effective heat capacity

of a fluid over a relatively small temperature range as the inner core undergoes melting or phase-

change. Unlike the study of nanofluids, thermophysical properties of mePCMs are well-

described through a conventional understanding of mixtures. They have been successfully

commercialized in specialized thermal management applications; however, in convective heat

transfer applications, mePCM suspensions suffer from problems related to low thermal

conductivity [25], damage of the encapsulation material [126], clogging, and increased pumping

costs. At present, they have not been successfully integrated in mid or high-temperature solar

thermal applications because of these drawbacks and also because they are limited to low

temperatures.

Recent work on phase-change material suspensions has aimed to make nano-sized PCM particles

to circumvent the practical issues associated with micro-encapsulated PCMs. Nano-encapsulated

PCMs (nePCMs) have been synthesized and characterized [126]; however, since the

encapsulation layer scales with the surface area of the particles, it constitutes a significant

fraction of the mass which limits their effectiveness. To avoid the issues with encapsulation, Han

et aL. [127] synthesized an encapsulation free, suspension of phase-changing indium (melting

temperature, 157 *C) using a dispersant to stabilize the suspensions and reduce coagulation. The

use of encapsulation free phase-change nanofluids to simultaneously enhance thermal

conductivity and effective heat capacity is an interesting approach but practical issues with fluid

stability and lifetime remain a concern.

Radiative Properties

The radiative properties of nanofluids are dependent on both the basefluid and the nanoparticles.

Potentially serving as basefluids, certain heat transfer fluids were found to be highly transparent

for wavelengths in the solar spectrum such as molten salts [128], water, ethylene glycol,

propylene glycol and Therminole VP-1 [129]. Nanoparticles, on the other hand, can exhibit

strong and tunable absorption peaks. As a first order approximation, investigators have proposed

that the nanofluid absorption coefficient can be described using a simple addition of the basefluid

absorption coefficient and that of the particles [130].

The radiative properties of nanoparticles are in principle well-described by Mie theory [131]

when the surrounding is non-absorbing and the volume fraction is low (0 << 0.01). A
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nanoparticle in a dielectric medium exhibits a resonant absorption peak when the frequency of

the incoming light coincides with a plasmon resonant mode (i.e., collective oscillation free

electrons) [132]. If the nanoparticle is indeed much smaller than the wavelength of incident light,

absorption due to the particle is much stronger than scattering and is proportional to the volume

of the particle [131, 133]. Hu et al. [134] extended the analysis by Bohren and Huffman [131] to

describe nanoparticles in an absorbing medium by treating the optical constant of the host

medium (i.e., basefluid) as a complex number. Recently a quantum mechanical simulation has

been used to validate that this description is applicable down to 10 nm in silver nanoparticles

[135] as long as the optical properties of the bulk solid are modified to account for electron

scattering by the interface when describing smaller nanoparticles. In metallic nanoparticles, the

dominant resonant absorption peak typically occurs in the visible spectrum but can be modified

by varying the particle size, shape or shell material. Cole et al. proposed that a combination of as

little as three metallic nanoparticles types can selectively absorb the majority of the solar

spectrum [136]; in this case, the optimized composition of nanoparticles was found to contain

nanospheres and nanoshells ranging from 32 nm to 58 nm.

Plasmon resonant absorption peaks for nanoparticles in suspension have been experimentally

demonstrated for a range of nanoparticle materials, shapes and sizes [137]. The experimental

results match well with theory as long as the particles are sufficiently dispersed such that they

can be treated as isolated. Recently, however, Taylor et al. [130] did not observe plasmon peaks

using silver nanoparticles and attributed this result in part to the presence of impurities and

particle aggregates leading to increased scattering. Thus, in order for nanofluids to maintain the

sharp absorption peaks and have good absorption characteristics with solar light, care must be

taken to avoid agglomeration; nevertheless, more research in this area is required. Moreover, the

infrared properties of high temperature pure heat transfer fluids and nanofluids, critical for

understanding their thermal emissivity, have not yet been fully characterized. The application for

solar absorbing nanofluids will be described further in the following section.

5.4.2 Applications

Thus far this section has focused on recent experiments and understanding the thermophysical

properties of nanofluids. For heat transfer applications, it is important to consider how those

properties couple together in particular applications. The heat transfer performance of nanofluids
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will primarily be evaluated for forced convection in solar thermal systems. Furthermore, this

section considers direct absorption of solar radiation by the nanofluids for concentrated solar

systems using volumetric receivers.

Forced Convection Heat Transfer

In convective heat transfer, the thermal performance of the nanofluid depends not only on the

thermal conductivity but also on the density, viscosity, heat capacity and other dynamic

mechanisms.

Investigators have shown that the heat transfer enhancements (compared to the pure basefluid)

under turbulent forced flow conditions are typically between 15-45% [107]. However, Yu et al.

[138] noticed that most of the previously reported heat transfer enhancements are based on a

constant Re number such that the enhancement increases with increasing viscosity. When

compared on the more practical basis of constant pumping power or constant velocity, only a

small fraction (<30%) of studies report a forced convection heat transfer coefficient greater than

that of their basefluid [138].

This result is not surprising since it was discussed in the Section 5.4.1 that the thermal

conductivity of nanofluids does not significantly exceed the predictions of the generalized

effective media theory, whereas the viscosity is typically 5-10 times the value suggested by

existing models shown to apply for micro-particle suspensions. The viscosity increase typically

surpasses any thermal conductivity enhancement such that the heat transfer performance of

nanofluids in forced convection is commonly worse than for pure basefluids.

Enhancements in the heat transfer coefficient which cannot be predicted by traditional

correlations such as Dittus-Boelter's (using the measured thermophysical properties of the

nanofluids) are attributed to a variety of mechanisms. Buongiorno [139] theoretically

investigated inertia, Brownian diffusion, thermophoresis, diffusiophoresis, Magnus effect, fluid

drainage, and gravity as possible mechanisms which can produce a relative velocity between the

particle and the fluid, and in turn, enhance heat transfer. The results show that only

thermophoresis and Brownian diffusion were non-negligible slip mechanisms in nanofluids. An

alternative explanation for the enhanced heat transfer was proposed: the viscosity of the

nanofluid within the boundary layer may be significantly reduced because of the effect of the

temperature gradient and thermophoresis, resulting in heat transfer enhancement [139].
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Meanwhile, other studies suggest that the effects of thermophoresis and Brownian diffusion can

also be neglected [119].

Timofeeva et al. [119] compared experimental heat transfer coefficient enhancements reported

in literature [140-146] to a prediction using the Dittus-Boelter correlation based on the measured

nanofluid properties (i.e., without additional dynamic mechanisms), as shown in Figure 5-7. It

was found that most of the data is well-predicted by the correlation alone and noted that larger

particle suspensions generally perform the best.

1 13 nm A 20,
1 46 nm A 2 0,

o A 100 nm Cu 100 nm 2 vo%

= 1.3 2-10 nm diamond A
t 130 nm SiC 95nm1.l8voM
0 20, 50 and 100 nm SiO 2

1.2- 0 27 nm TiO
V 95 nm TiO2 100 nm S vo93

1 0 nm ZrO. M00 nmot 2
o *16, 29, 66and 9OnmnSiC -0

0 - - 45 degree line
1.0 nm 1 "v"l%

0.9 * 9 mnnS oC '4 .14 0
0.9 - 20nm vo%

*0.8- rCI g 0 nm 2V61%

0.7 ---

0.7 0.8 0.9 1.0 1.1

Mouromtseff Value Ratio

Figure 5-7 Effect of nanoparticles on turbulent heat transfer.
Experimental enhancements of turbulent heat transfer coefficient (symbols) compared to enhancement

predicted based on Mo number using nanofluid properties (dotted line). Grey region denotes property and
performance deterioration compared to pure fluid. Adapted from [119] (Copyright 2010, lOP Science).

Other investigators [25] have studied hybrid suspensions of alumina nanoparticles and mePCMs

to leverage the thermal conductivity enhancement of nanofluids and storage enhancements of

PCMs. However, laminar forced convection experiments in a circular tube showed that the

increase in friction factor exceeds enhancements in heat transfer since the viscosity of hybrid

suspensions is anomalously high.

Presently, the best performing well-dispersed nanofluids are suspensions of larger spherical

particles. As compared to small and non-spherical particles, larger spherical particles provide

lower viscosity increases because of the decreased solid-liquid interfacial area [119] and reduced

aggregation [147]. Practical limitations on the size of the particles are imposed by sedimentation
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issues. Based on these factors, studies suggested that the optimized particle size is roughly

-130 nm (diameter) [147], but the exact size is application specific.

Future work in nanofluids could lead to superior heat transfer performance, however, coupling

between the different thermophysical properties of nanofluids leading to performance tradeoffs

needs to be tuned and optimized.

For forced convection in solar thermal applications, the observed viscosity decrease and thermal

conductivity increase with temperature makes nanofluids promising for higher temperature

applications [121]. However, further studies on the performance and material stability of

nanofluids at high temperatures are needed. Moreover, further research needs to be conducted on

additives to stabilize and lower the viscosity of nanofluids at high temperatures. Surfactants

cannot currently withstand high temperatures, while using pH to prevent agglomeration may lead

to corrosion issues.

Volumetric Receivers

Absorbing surfaces are most commonly used to convert solar energy from its radiative form into

thermal energy in existing solar thermal technologies. However, at high levels of solar

concentration, a large temperature difference between the absorber and the fluid arises depending

on the effectiveness of the heat transfer. This temperature difference results in substantial

emissive losses owing to the quartic dependence of thermal re-radiation on the absorber

temperature. Alternatively, in a volumetric receiver design, concentrated solar radiation is

directly absorbed and more uniformly distributed in the surrounding fluid, decreasing the

temperature difference between the absorber and the fluid.

Nanofluid volumetric receivers, where nanoparticles in a liquid medium directly absorb solar

radiation, promise increased performance over surface-based receivers by minimizing

temperature differences between the absorber and the fluid. Several investigators have

experimentally demonstrated that nanofluids are suitable solar absorbers [148, 149]. The

radiative properties of the nanofluid can be tuned by adjusting the nanoparticle loading to

achieve a balance between the distribution of heat throughout the fluid (i.e., elimination of

hotspots) and near-100% absorption of solar light, known as the optimum optical thickness

[149]. Numerical studies showed that volumetric receivers are more efficient at higher levels of

solar concentration and with increasing thickness of the absorbing nanofluid layer. As a result of
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the high solar-to-thermal efficiencies at high temperatures, predicted optimum solar-to-electrical

efficiencies of CSP plants utilizing nanofluid volumetric receivers exceed 35% [149]. From a

practical standpoint, absorbing nanofluids are best suited for grounded solar receivers with

integrated storage where a "reflective tower" [150] or hillside mounted heliostats [128] are used

to beam down concentrated solar radiation into the nanofluid.

Similarly to ceramic-metallic (i.e., cermet) surface absorbers, nanofluids have the potential to be

spectrally selective if the basefluid is non-absorbing in the near and mid infrared (IR), while the

absorbing particles are tuned to the solar spectrum. However, selective nanofluid absorbers have

not yet been demonstrated. Furthermore, the stability of the nanofluid radiative properties with

prolonged exposure to concentrated solar radiation and cycling in a high temperature thermal

system requires more investigation.

The use of submicron particles in solar thermal systems is a promising method of achieving heat

transfer and storage enhancements, however, concerns related to increased pumping power,

material compatibility, and additional cost are currently preventing their widespread use.

The following fundamental areas need to be further explored to improve our understanding of

nanofluids: characterization and understanding of the interfacial resistance and the interfacial

semi-solid layer; systematic control, characterization and understanding of particle

agglomeration and its effects on thermophysical properties and heat transfer performance; and,

quantitative and predictive models of nanofluid viscosity. The high-temperature heat transfer

performance and material stability of nanofluids needs to be realized before they are successfully

adopted in solar thermal applications.

5.5 Summary

The development of heat transfer fluids is essential to the feasibility and efficiency of solar

thermal power plants, as it determines the thermal and hydraulic performance of the collector

field. In this chapter, the performance of heat transfer fluids was determined by a combination of

thermophysical properties rather than by each of the individual properties. Following the work of

Murakami and Mikid [79], the following figure of merit has been derived:

5-16 FOM =
P1.4
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based on the assumption of forced turbulent convection inside a uniformly heated collector tube.

The new FOM combines the effects of the thermal storage capacity of the fluid, the convective

heat transfer from the walls to the fluid, and the hydraulic performance characterized by the

pumping power. When evaluated based on this FOM, commonly-used heat transfer fluids

generally performed as follows (in order of decreasing FOM): liquid metals, molten salts, oils,

and gases. New developments in the field of mixtures, such as multi-component salts and ionic

liquids, and composite fluids, such as nanofluids, were reviewed and discussed. Liquidus

temperatures well below 100*C have been demonstrated using inorganic multi-component salt

mixtures (nitrite/nitrate mixtures of Li, Na, K). Ionic liquids were found to have wider

temperature ranges than existing synthetic oils used in CSP, but challenges with high viscosity

and high cost need to be addressed. Finally, heat transfer enhancements in nanofluids were

explored. On the basis of constant pumping power or constant velocity, only a small fraction

(<30%) of nanofluids studies report an enhancement in the forced convection heat transfer

coefficient compared to the basefluid. Within practical limits, the best performing well-dispersed

nanofluids are suspensions of larger spherical particles (-100 nm) since they have lower

viscosities as compared to suspensions of small and non-spherical particles.
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Chapter 6

6. Near-wall focusing of phase change microparticles for heat transfer

enhancement

Phase change material (PCM) suspensions have received wide spread attention for increased

thermal storage in solar thermal applications, as well as various other thermal systems such as

heat sinks for electronics cooling.

Although previous work has focused on enhancing overall thermal performance using PCM

suspension fluids, certain studies have also considered the effects of PCM suspensions on the

local heat transfer characteristics. Local heat transfer coefficient variations along the axial

direction (h,) have been reported using both numerical models [33, 34] and in experiments [42-

44]. Sabbah et al. showed that h. increases when the melting interface is near the heated wall and

decreases when the interface moves toward the tube center [34]. Meanwhile, Zeng et al.

investigated the effects of the Stefan number (Ste), the PCM melting range (Mr), the flow rate,

and the particle diameter on the local heat transfer characteristics; the amplitude of the h,

variation was observed to increase with decreasing Ste and decreasing Mr, which were the

dominant parameters in the study. Furthermore, Wang et al. demonstrated local heat transfer

enhancements as high as 60% compared to the basefluid and suggested a heat transfer correlation

to predict the average heat transfer coefficient during PCM melting [43, 44]. The effects of

PCMs on local heat transfer, however, have not been investigated in detail beyond these studies.

In particular, understanding the influence of the distribution of PCM particles inside the channel

and how it can be used to achieve further heat transfer enhancements was not considered in

previous work.

This chapter investigates the effect of focusing micron-sized PCMs to a layer near the heated

wall on local heat transfer coefficient. Various techniques have been used to focus, separate and

sort microparticles demonstrating the feasibility of the proposed concept, including: pinched

flows (e.g., [151]), where flow asymmetries are used to separate particles; inertial focusing,

where particles migrate away from the channel center and walls generating continuous particle

streams due to inertial lift forces (e.g., [152]); magnetophoresis (e.g., [153]), where magnetic
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particles are manipulated using an externally applied magnetic force; and acoustophoresis (e.g.,

[154]), where particles are driven towards minima of an acoustic force field acting perpendicular

to the flow direction due to density and compressibility contrast compared with the basefluid.

The effect of focusing particles on heat transfer, however, has not been investigated.

To investigate this effect, a numerical model for fully-developed laminar flow with a constant

heat flux applied to one wall is developed. Melting of the focused PCMs is incorporated using a

temperature-dependent effective heat capacity. The effect of channel height, height of the

focused PCM stream, heat flux, and fluid properties on the peak local Nusselt number (Nu*) and

the averaged Nusselt number over the melting length (Numet) are investigated. Compared to the

thermally-developed Nusselt number for this geometry (Nu, = 5.385), enhancements in Numeit

and Nu* were determined. Optimization of the thickness of the focused layer relative to the

channel height is considered.

The rest of the chapter explores the effects of various geometrical and material parameters on the

features of the local Nusselt number (Nu.). The local heat transfer coefficient profile is

rationalized using simple physical arguments in 6.2. Based on this understanding, the effect of

focusing the PCMs near the heated wall is explained (6.3). The effects of the PCM-particle mass

fraction (o), mean fluid velocity (U), channel height (H), and heat flux (q") on Nu, are explored

in 6.4, and the results are summarized using three dimensionless groups 6.5.

To isolate the effects of phase change and particle focusing, the effect of the PCMs on the

suspension properties (except for cp,,ff during melting) are assumed to be negligible in 6.2-6.5. A

physically realistic case is discussed in 6.6 which includes the parasitic effects associated with

the dependence of the effective thermal conductivity and viscosity on the addition of PCMs.
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6.1 Model Formulation

Nomenclature

c, Heat capacity [J/kg-K]

dp Particle diameter [in]

Dh Hydraulic diameter (2H for parallel plates) [m]

DB Brownian diffusion coefficient [m2/s]

hgf Latent heat of PCMs [kJ/kg]

H Channel height [m or mm]

k Thermal conductivity [W/m-K]

Lh Thermal entrance length [in]

mh Mass flow rate [kg/s]

ML Dimensionless initial subcooling: (T-TdIAT [-]

Mr Dimensionless melting temperature range: ATeit/A T [-

Nu Nusselt number [-J

P Pressure [Pa]

Pe Peclet number: UDw/a [-]

q " Heat flux [W/m2]

Re Reynolds number: pUDh/p [-]

Ste Stefan number: cpf
w hgf/AT,

Stem Modified Stefan number: Cpf

w hyf/ATaI,

T Temperature [K]

t Time [s]

u Local velocity [m/s]

U Mean fluid velocity [m/s]

x,y Coordinates [in]

x* Dimensionless position: x/DhPe [-]

Greek Symbols

a Thermal diffusivity (k/pcp) [m2/s]

5 Height of the phase-change stream [in]
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6B PCM Brownian diffusion distance [m]

p Viscosity (Pa's)

p Density [kg/M 3]

6 PCM-particle volume fraction [-]

(> PCM-particle mass fraction: p, /pe[ff

Superscript

* Local maximum

min Minimum

- Onset of melting

+ End of melting

Subscripts

b Bulk

( Pertaining to phase-change stream

eff Effective property of PCM suspension

f Fluid medium

i Inlet

melt Averaged over PCM melt region

o Thermally-developed

p Particle (outside of melt region)

w Heated wall

x Local

A two-dimensional model (xy) of laminar flow between parallel plates to is developed to

investigate the effect of focusing PCMs near a heated wall. Constant heat flux (q ") is applied to

the bottom wall, while the top wall is adiabatic. As shown in Figure 6-1, PCMs are confined to a

layer near the bottom wall (() which is a fraction of the total channel height (H). Pure fluid and

PCM streams are introduced upstream such that the flow is assumed to be hydrodynamically

fully-developed by the time it reaches the heated region. The inlet temperature is uniform and

well below the onset of melting (i.e., ML >> 1). Melting of the PCMs in the phase-change stream

is modeled using a temperature-dependent effective heat capacity.
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Figure 6-11 Schematic of PCM-focusing for model formulation.
A 2-D parallel plate channel with fully-developed flow and PCMs confined to a layer (6) near the heated

bottom wall.

In modeling this system, the following simplifications are made in order to focus on the effect of

the PCMs:

* Local temperature differences between the PCMs and the surrounding fluid are neglected.

This assumption is consistent with bulk fluid treatments [28-31, 33] and was justified for

PCMs on the order of a micron [30].

" Temperature dependence of the pure

relatively small melting range.

" The differences in the properties of the

neglected.

" The encapsulating/stabilizing shell is

phase-changing core.

fluid material properties is neglected over the

solid and the post-melting phase of the PCMs are

assumed to be negligibly thin compared to the

* Axial heat conduction and viscous dissipation are neglected.

" The PCM suspension is considered Newtonian.

" PCMs are homogenously distributed throughout the phase-change stream.
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* Diffusion of PCMs from the phase-change stream is neglected since it is small relative to

the channel height (see 6.1.6)

6.1.1 Effective Suspension Properties

In this study, the thermophysical properties of the PCM suspensions are described using effective

models. The following models hold for spherical, non-agglomerating, micron-sized particles

with volume fractions up to -20%.

Density

Considering a simple mechanical mixture of components [155], the effective density of the PCM

suspension is equal to:

6-1 pg = (1- )Pj + OpP

where # is the particle volume fraction in the PCM stream.

Heat Capacity

The effective heat capacity is represented by a half-period sinusoidal function:

ceff =(0-)c
6-2 .(T-T-

+ Oj cPP + c -c sin I
2 melt AT,.e1 )

where o? is the particle mass fraction inside the PCM stream, hf is the latent heat of PCMs, T is

the temperature at the onset of melting, and ATmeit (= 7T-T) is the melting range. This

formulation is consistent with previous effective heat capacity models [28-31, 33].

Thermal Conductivity

Maxwell's effective theory [103] is used to calculate the thermal conductivity of the suspension:

6-3 kf 2+k,/kf +2-(k,/kf -1)

This relation agrees with experimental results for spherical microparticles with volume fractions

up to 22% [38]. Microconvection-related enhancements discussed in studies considering larger

particles are neglected in this study since they scale with dp [156]; results from previous studies
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indicate these effects are negligible for micro/nanoparticles compared to the effects of phase

change [35, 38, 42].

Viscosity

The dependence of the effective viscosity (peff) of the PCM stream on the volume fraction of

particles is computed using Vand's [157] semi-empirical model:

6-4 eff=(1_-_-.16#2-2
'If

This model holds for non-interacting, hard, uncharged particles and agrees with experimental

results for spherical microparticles (d,> 0.3 pm) with volume fractions up to 20% [38]. Although

several researchers have suggested higher enhancement coefficients by fitting their

experimentally-measured viscosity (e.g., [43]), Vand's model has been predominantly used in

previous PCM studies (e.g., [30, 31, 38]).

6.1.2 Governing Equations

Under the above assumptions, the momentum and energy equations for fully-developed laminar

flow inside asymmetrically-heated parallel plates with a spatial and temperature dependent

specific heat, simplify to the following:

a aul dP
6-5 a[/J(Y) j- dx

"y oy _ dx

6-6 p(y)c,(y,T)u(y) -- = k(y) I

Eq. 6-5, along with no-slip boundary conditions, is solved analytically in 6.1.3 to determine the

velocity profile (u(y)) which is incorporated into the energy equation. Numerical methods for

solving Eq. 6-6, along with the appropriate boundary conditions, are described in 6.1.4 and

validated in 6.1.5.

6.1.3 Momentum Equation

The simplified momentum equation (Eq. 6-5) is written separately for stream 1 (focused PCM

suspension) and stream 2 (pure fluid):
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y,

0 Y2 H-9
8 2u2  dP

PY 2 dx

where y2 = H - y,. These two equations are coupled through the following boundary conditions

at the walls and at y = 6:

6-9 u1  = 0
8yi= 0

0 2 0

Y2 Y2=0

=0

", &I =- #2 2
yy

2=H-8

UIjyI=, =U2|y2=H-.5

(a)

(b)

(c)

(d)

Eqs. 6-6 and 6-8 - 6-9 are readily solved to obtain a fully-developed velocity profile depending

on the viscosity ratio (p/ P2) and height ratio (6/H), as shown in Figure 6-2.
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Figure 6-2 I Effect of PCM focusing on velocity profile.
Fully-developed velocity profile inside two-stream channel for the same mean fluid velocity

(U = 5 mm/s) with different viscosity ratios (pl/ p2) and height ratios (6/H).

6.1.4 Energy Equation

The overall energy equation for fully-developed laminar flow inside parallel plates with

spatially-dependent and temperature-dependent thermophysical properties simplifies to Eq. 6-5.

The fluid is assumed to enter the region of consideration at a uniform temperature (Tin).

6-10 T(O, y) = n

The boundary conditions at the walls are incorporated as follows:

-k =q"

6-11 y=O

aT -
=H

6-12 y=H

The energy equations (Eqs. 6-5, 6-10, ) are solved numerically to more easily incorporate

6-11

the temperature dependent heat capacity. A finite difference scheme is used to solve the

equations and the boundary conditions along the y-direction with thermophysical properties
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defined at each node according to the nodal spatial location and temperature, while the 4 h order

Runge-Kutta method is used to step explicitly along the x-direction. A mesh refinement study

along the y-direction was performed until the maximum variance in the Nusselt number is below

0.01%. The model is validated against an analytical solution for the developing local Nusselt

number below such that it can confidently be used to simulate the effect of phase-change

particles on the local heat transfer coefficient.

6.1.5 Validation

To validate the numerical model, it is compared to a known analytical solution on the basis of

local Nusselt number (Nu,), defined as follows:

6-13 Nu= q"DH
kf (Tw,, - T,x)

where DH is the hydraulic diameter (=2H), kf is the thermal conductivity of the pure fluid, Tw, is

the local wall temperature, and Tb,x is the local bulk temperature:

H

f p(y)c, (y, T)U(y) Tdy

6-14 H

f p(y)c, (y, T)U(y) dy
0

Figure 6-3 shows Nux obtained using the numerical model for a thermally-developing flow

between parallel plates with constant heat flux from both walls. The result is compared to a

correlation recommended by Shah and London which is based on the infinite series analytical

solution. The numerical model follows the analytical correlation exactly, thus, validating the

accuracy of the numerical model and its ability to model thermally-developing flows.
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Figure 6-3 1 Numerical model validation.
Thermally-developing local Nusselt number (Nu,) as a function of the dimensionless length (x*);

comparing the numerical model (this study) with the analytical solution [158].

6.1.6 Brownian Diffusion of PCMs

Neglecting diffusion of PCMs across the two streams over the characteristic length of PCM

melting is justified as described below:

The amount of time needed to fully melt the PCM particles (tmeu,) can be approximated from an

energy balance by dividing the energy required to melt the particles by the heat supplied from the

bottom wall. For asymmetrically heated parallel plate geometries, this expression simplifies to

the following:

Pf HAbs
6-15 tmelt ~ ,

The diffusion length (SB) of PCM microparticles through Brownian (random) motion during the

melting time can be expressed as:

6-16 '5 ~ DBtmelt

where the Brownian diffusion coefficient, DB, is given by the Einstein-Stokes equation:
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kBT
6-17 DB = kB

and kB is the Boltzmann constant, pf is the basefluid dynamic viscosity, and dp is the diameter of

a PCM microparticle. Comparing the PCM diffusion length (6B) to the channel height, H, the

following ratio is obtained:

TB BTPf.s5
6-18

H 3pf dpq"H

For typical values used in the manuscript (i.e., pf= 992 kg/M3, pf= 6.36'10 -4 Pas, hsf= 150 kJ/kg,

o= 0.10, q"= 5 kW/m 2 , H= 0.5 mm) at a temperature of 313 K and with 1 pm particles, cB/H is

approximately 0.002. In other words, the typical PCM interdiffusion length considered in the

study is approximately 1 pm, which is negligible compared to the channel height (0.5 mm).

Thus, diffusion between the two streams (i.e., PCM diffusion) can be neglected.

6.2 Local Nusselt Number Profile

The following case illustrates the local heat transfer behavior during melting of a flowing PCM

suspension: PCMs (hsf = 150 kJ/kg) suspended in water (kf= 0.624 W/mK, cf= 4067 J/kgK,

pf= 9 9 2 kg/M3, pf= 6.36'10 4Pa's) with q"= 5 kW/m 2, U= 5 mm/s , and H= 0.5 mm. These

parameters represent a low heat-flux case with Re numbers characteristic of laminar flows in

micro/minichannels and high enough Pe numbers (>10) for axial conduction to be negligible.

The following case is considered first: the PCMs are uniformly distributed across the height of

the channel (i.e., 6 = H) with a mass fraction of 0.20, and assumed to melt across a 3 K

temperature range (ATeit = 3 K) centered about 313 K. The effective heat capacity of the

suspension is shown in Figure 6-4a.
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Figure 6-4 I Melting behavior of PCMs and impact on temperature profiles.

a) Effective heat capacity of the PCM suspension as a function of temperature. b) Temperature profiles at

regularly spaced intervals (1.7 mm) along the axial direction of the channel. The melting range (ATmeit) is

bound by T- and T+, represented by the region between the dashed lines (U = 5 mm/s, q"= 5 kW/m2,

H = 0.5 mm, 6/H = 1, ATmeit = 3 K, whf = 30 kJ/kg, k = 0.624 W/mK, p = 992 kg/m3, cpf = 4067 J/kgK).

Figure 6-4b shows the temperature profiles of the fluid as it traverses the melting region. The

increased effective specific heat over the melting region has the effect of slowing down the rate

of temperature rise locally. This observation is explicit in Figure 6-5a where the rate of change of

temperature with respect to the axial distance (x) is much lower where the PCMs are melting.

However, the fluid near the heated wall is the first to enter and exit the melting region as shown

in Figure 6-4. This movement of the melting interface away from the heated wall leads to

maxima and minima in the local heat transfer as shown in Figure 6-5b. Similar effects on the

local heat transfer have been observed in previous studies (e.g., [33, 34, 42-44]).
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Figure 6-5 1 Spatial heat transfer behavior due to PCM melting.
a) Bulk and wall temperatures as a function of length (x) showing a decrease in rate of temperature rise

inside melting region and b) local Nusselt number as a function of length (x). Melting region divided into
sub-regions (i-iv) to clarify thermal behavior (same parameters as Figure 6-4 were used).

The shape of Nux can be more easily understood by partitioning the melting range into the four

sub-regions (i-iv) shown in Figure 6-5b.

Sub-region (i):

This sub-region is bound by the onset of melting (x-) and the maximum local heat transfer

coefficient (Nu*). Initially, the temperature difference between the wall and the bulk is:

6-19 AT =T -- T q"DH
w,x b,x~ Nuok
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However, as the fluid near the wall enters the phase-change region, its rate of change of

temperature decreases with respect to the bulk. To understand this effect, the local heat transfer

coefficient is rewritten in terms of the temperatures at the onset of melting (x-) and their

respective linearized rates of temperature rise as a function of x:

6-20 h A m ( qx(~b aTv

T-(x -x-) (
* x ax

When aTb /ax > aT,/ax , there is an enhancement in the heat transfer coefficient. For the purpose of

this simple treatment, the rate of change of temperature is assumed to be constant in each sub-

region and can be approximated using the rate of change for the thermally-developed case:

6-21 "b qI (a)
8x rhC,f

aT q(b)
ax th(o hs / AT.,,)

Since the rate of temperature rise at the wall (Eq. 6-21b) is inversely proportional to the effective

heat capacity during melting of the PCMs (o)hsf/AT.el,), it is indeed smaller than the rate of

temperature rise of the bulk (Eq. 6-21a). Thus, the temperature difference between the wall and

the bulk diminishes over the length of sub-region (i), leading to a maximum (Nu*). The axial

length of this sub-region (Axi) is approximated by the distance needed for the bulk temperature to

reach the original wall temperature (Tw,.) at a constant rate of temperature rise:

AT rIcPfDH
6-22 Ax. * =

'aTb Nuok
ax

Sub-region (ii):

The beginning of this sub-region coincides with Nu*. At this point, the difference between the

wall and bulk temperatures is at a minimum. The bulk and wall regions have approximately the

same effective heat capacity (ohsf/ATel,) since the fluid is inside the melting region; hence, the

temperature profile re-develops to its pre-melting shape. By analogy with the thermal entrance
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length (Lth), the length of this region is proportional to the Pe number (and in turn, the effective

heat capacity):

6-23 AxI = Peelt DHoc wh AT

As compared to the inlet, the thermally diffusivity in sub-region (ii) is relatively low because of

the high effective heat capacity; this explains why Ax,, is significantly longer than the thermal

entrance length.

Sub-region (iii):

This sub-region begins with a developed profile inside the melt region and ends with the

minimum local Nusselt number (Nu""). The sub-region is physically similar to sub-region (i),

except that the specific heat of the wall and the bulk regions are interchanged. The fluid near the

wall exits the melting region while the bulk of the fluid remains in the region, amplifying the

temperature difference and leading to deterioration of the local heat transfer. By analogy with

sub-region (i), the length of sub-region (iii) is proportional to whsf/ATelt:

6-24 Ax /ATlt)DH
Nuok

Since cohsg/ATmt> cpf, Axi,, is longer than Axi, as evident in Figure 6-5b.

Sub-region (iv):

The final sub-region occurs at the exit of the melting region. It begins at the location of Nu'i",

where the temperature difference between the wall and bulk is at a maximum. The fully-

developed temperature profile re-establishes itself over the course of this sub-region.

Its length (Axi,) is proportional to the thermal entrance length (Lth), and thus shorter than Ax,:

6-25 Axi, z PeDH OC Cp f

Although the above treatment is approximate, it rationalizes the basic features of the local heat

transfer and will aid in explaining the effect of focusing PCMs near the heated wall.
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6.3 Effect of PCM Focusing

The effect of the PCM stream height as a fraction of the channel height is shown in Figure 6-6a.

As 3 decreases, the deterioration of the local heat transfer vanishes since regions of complete

near-wall melting with incomplete melting in the bulk (associated with sub-regions iii-iv) are

eliminated. Thus, the Nu. degradation can be circumvented by focusing the PCMs near the

heated wall. For cooling applications, eliminating the degradation of Nu, near the channel exit is

desirable for hot-spot prevention (i.e., to minimize the absolute temperature of the wall near the

channel exit).

In other applications, the average Nusselt number over the entire melting region (Numeft) could be

important if it is desired that the PCMs melt fully (i.e., for improved thermal storage). If the mass

fraction of PCMs in the phase-change stream (oa) is kept constant as 3/H decreases, then Numet,

has a distinct peak (29% enhancement) when 3/H is approximately 0.30, as shown in Figure

6-6b. A ~0.30 focused height ratio (6/H ~ 0.30) was in general found to optimize NUmeit in this

geometry (i.e., asymmetrical heating between parallel plates with fully-developed flow).

a b
8 -8/H = 0 0.3

8-S/H = 0.2 o.3hf= 30 kJ/kg

- 8/H = 0.4 0.25-
S1/H = 0.6

8/H = 0.8 0.2-
- 6, 6/H =1 . 0

z 0.15-

S0.05
4

0 0.005 0.01 0.015 0.02 0.025 0.03 0 0.2 0.4 0.6 0.8
x (M) 8/H

Figure 6-6 1 Effect of PCM focusing on local heat transfer coefficient.
a) Local Nusselt number (Nu) and b) Nusselt number averaged over the melting region (Numei,) for /H
ranging from 0-1. The mass fraction inside the phase-change stream is kept constant (cohh= 30 kJ/kg,

U= 5 mm/s, q "= 10 kW/m2 , H= 1 mm, ATet= 3 K, k = 0.624 W/mK, p = 992 kg/M3, cpf= 4067 J/kgK).

6.4 Parametric Study

This section explores the effects of velocity (U), latent heat ((oh 1), heat flux (q ") and channel

height (H) on the features of Nu,. The baseline for this parametric study (solid red in Figure 6-7)
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shows the case when U= 5 mm/s, q"= 5 kW/m2, H= 0.5 mm, 6/H= 0.4, AT.,it= 3 K,

cohg= 12 kJ/kg.

The velocity of the fluid (U) prolongs the length of the melt region, as shown in Figure 6-7a.

Nevertheless, it is interesting to note that changes in velocity have no impact on the magnitude of

Nu .

The total mass fraction of PCMs (co= co6 6/H) and the heat of fusion (h) have a significant

influence on the magnitude of heat transfer enhancement since they increase the effective heat

capacity during melting. Figure 6-7b shows that the enhancement increases with increasing

amount of latent heat in the channel.

The effect of heat flux (q") on Nu, is shown in Figure 6-7c. As the heat flux is increased above a

threshold value (-5 kW/m 2 in this case), the magnitude of heat transfer enhancement decreases.

Below this threshold value, however, the heat flux has little effect on Nu*.

Although not as apparent as with q ", the height (H) of the channel displays a similar effect as

shown in Figure 6-7d: increasing H has a negligible effect for small H values, but Nu * decreases

as H increases beyond a threshold value. The results of Figures 5c and 5d suggest the existence

of two regimes: a low ATo (low profile curvature) regime and a high ATo (high profile curvature)

regime. The following section will explore this observation further.
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Figure 6-7 1 Parametric study of Nu, for variable latent heat and heat flux.

a) U ranging from 1 to 10 mm/s, b) hg ranging from 3 to 12 kJ/kg, c) q " ranging from 2.5 to 45 kW/m 2,

and d) H ranging from 0.2 to 2 mm. The baseline in all of the graphs (solid red) shows the case when

U= 5 mm/s, q "= 5 kW/m2, H= 0.5 mm, t/H= 0.4, ATme,, = 3 K, (ohf= 12 kJ/kg, k = 0.624 W/mK,
p = 992 kg/m 3, cf= 4067 J/kgK.

6.5 Dimensionless Groups

Dimensionless groups are presented to generalize the trends discussed above. When the model is

simplified to isolate for the effect of phase-change, the following dimensionless groups are

relevant: Ste (and Stem), a ratio of sensible to latent heat; 6/H, a ratio of the PCM-particle stream

height to the channel height; and ATme/,/A To, a ratio of the melting temperature range to the initial

temperature difference between the wall and the bulk (typically referred to as Mr):

6-26 Ste = C,f
coh'f /AT,
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According to Figure 6-8a, Nu* generally decreases as Mr increases but with two distinct slopes.

This confirms the existence of two regimes, as suggested in the previous section. When Mr<1,

the profile curvature does not have a significant effect on Nu*. When Mr >1, however, increasing

the heat flux or the channel height results in lowering of the heat transfer enhancement.

0.2 0.4 0.6 0.8 1
6/H

b
10

0:3z

010-1

z

10
102

10 2

A

A
A 0

Mr = 0.11, 6/H = 0.5
* Mr = 0.11, 6/H = 0.5

A Mr = 5.37, 6/H = 0.5
Mr = 5.37, 8/H = 0.5

100
Ste

Figure 6-8 1 Nu* with respect to the following dimensionless groups.
a) Mr ranging from 0.1 to 10 (ATet, varied), b) Ste, ranging from 0.01 to 30 (cp,, and h., varied), c) 5/H

ranging from 0 to 1 (q ", 6, H varied).

The existence of these two regimes is also apparent in the Nu* dependency on the Ste (Figure

6-8b). In both regimes, as the ratio of latent to sensible heat increases (decreasing Ste), the
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enhancement in heat transfer is augmented. However, the enhancement scales differently

depending on the regime: the effect of Ste is more significant when Mr <1.

Finally, the ratio of the PCM stream height to the channel height is shown in Figure 6-8c, where

the total mass fraction ((o= w5 3/H) was kept constant (such that Ste = const.) by increasing co' to

counteract the decrease in 6/H. In general, Nu* increases as the PCMs are focused closer to the

heated wall up to 6/H ~ 0.25, at which point focusing the PCMs becomes detrimental. This

reduction in Nu* is most likely attributed to the increasing importance of heat conduction

between the focused stream and the pure-fluid at small 3 scales, which increases the wall

temperature regardless of the phase-change.

Within the specified limits, results of this study are summarized in the form of correlations

relating Nu* to the three dimensionless groups presented:

6-29 [6r < , 0.3 < I *Nuo = 0.214Ste-086&-
H Nu0  H

6-30 [Ar > 1, 0.3 < -1] Nu*-Nu" =0.208Ste -44Mr-0'156

H Nu( H)

Results from 157 unique simulations were fit to obtain the above expressions. In Eq. 6-30,

defining the Stefan number with respect to ATeit (as opposed to To) improves the quality of the

fit significantly, indicating the dominance of A Telt in the Mr > 1 regime. The coefficient of

determination (R2) for Eq. 6-29 and Eq. 6-30 is 0.99 and 0.86, respectively.
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Figure 6-9 Simulation results for Nu* enhancement compared to the predicted values.
Predictions based a) Eq. 6-29 (Mr < 1), b) Eq. 6-30 (Mr > 1).

Eqs. 6-29 - 6-30 were obtained by determining a line of best fit between the simulation results

and a power law expression involving the appropriate dimensionless quantities. For the low Mr

case (Figure 6-9a), the prediction (Eq. 6-29) matches well with the results as quantified by the

high R2 value (0.99). In the high Mr range (Figure 6-9b), the proposed expression (Eq. 6-30)

generally agrees with the numerical results; however, a higher uncertainty is observed (R2 =

0.86) which is most likely because the shape of the effective heat capacity has a complex effect

on the magnitude of the Nu * enhancement in this regime.

6.6 Parasitic effects

It is well known that the addition of PCMs increases the viscosity of fluids and may degrade the

overall heat transfer performance. Although the overall pressure drop may be reduced by

focusing the PCM particles (compared to the /H = 1 case), the presence of a higher viscosity

fluid near the heated wall distorts the velocity profile and decreases the local heat transfer

performance. The degradation of Nu. scales approximately linearly with the viscosity ratio of the

two streams (pyejy/ pf), as shown in Figure 6-10a.
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Figure 6-10 | Parasitic effects on Nut.
Effect of a) increased viscosity (peff) and b) decreased thermal conductivity (keff) of the focused PCM
stream. The baseline in all of the graphs (solid red) shows the case when U = 5 mm/s, q "= 5 kW/m2,

H= 0.5 mm, /H= 0.4, A Tme,, = 3 K, w9hf= 12 kJ/kg, k = 0.624 W/mK, p = 992 kg/m3, cpf= 4067 J/kgK.

Similarly, the effective thermal conductivity of the focused stream typically decreases with the

addition of PCM particles which further degrades Nu, as compared to the original pure fluid

performance (note: the definition of Nu. is written with respect to kf for consistency). As shown

in Figure 6-10b, Nu, also scales approximately linearly with the thermal conductivity ratio of the

two streams (kef/ k).

Considering the non-negligible nature of these parasitic effects at higher volume fractions, the

assumptions of Sections 3.1-3.4 are relaxed, and the idealized enhancements presented in Section

3.2 are re-evaluated based on mePCM property data measured by Zeng et al. [33]:

kp= 0.211 W/mK, c,,= 1609 J/kgK, p,= 1045 kg/M 3. All other parameters are kept the same

(i.e., 6/H=0.30, a5= 0.20, hsf = 150 kJ/kg, water, etc.) such that: # = 0.192, pef/ pf = 1.01 (Eq.

6-1), kef/ kf = 0.845 (Eq. 6-3), and pej/ p= 1.952 (Eq. 6-4). In this case, Nu* and Numel,

enhancements of 18.6% and 7.9% were obtained, respectively.

Although lower than the idealized results of 6.3, this result represents an un-optimized

enhancement of local heat transfer within the bounds of applicability of the physical models and

simplifying assumptions described in 0. In future work, application-dependent optimization

should be investigated. Also, correction factors may be appended to Eqs. 6-29 - 6-30 to include

the parasitic effects based on measured or predicted properties.
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6.7 Summary

The effect of focusing micron-sized phase-change particles to a layer near the heated wall of a

parallel plate channel was investigated. A numerical model was developed which models melting

of the PCMs using a spatially-dependent and temperature-dependent effective heat capacity. In

the unfocused case, the melting region was divided into four sub-regions based on the major

features of the local Nusselt number profile, including the local peak (Nu*) and minimum (Nu"")

Nusselt numbers. Deterioration of the local heat transfer (i.e., Numi") associated with complete

near-wall melting with incomplete melting in the bulk is eliminated when PCMs are focused to a

region near the heated wall. A parametric study shows that Nu* increases with increasing particle

mass fraction and latent heat as well as with decreasing melting range, channel height and heat

flux. The existence of two regimes depending on Mr was observed and the results were

summarized using four dimensionless quantities (Ste, Stem, 3/H and Mr). The averaged Nusselt

number over the melting length (Numei,) and Nu* are both optimized when the PCMs are focused

to within 30% of the channel closest to the heated wall. For a physically realistic case, Numeit and

Nu* enhancements of 8% and 19% were obtained, respectively. These studies suggest a new

strategy to enhance heat transfer with phase change particles for cooling and solar thermal

applications.
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Chapter 7

7. Conclusions and Recommendations for Future Work

The first part of this thesis investigated the design of actual solar thermophotovoltaic (STPV)

devices whose performance is strongly affected by the presence of non-idealities. In Chapter 2, a

detailed-balance approach was used to maximize the STPV efficiency over a range of PV

bandgaps and optical concentrations by determining the optimal operating temperature, geometry

and spectral properties. The impact of non-idealities on the efficiency and the optimal parameters

was investigated and explained using dimensionless parameters weighing the relative importance

of non-idealities on the emitter-side and the absorber-side. These dimensionless parameters were

used as a guide in Chapters 3 and 4 for materials selection and targeted spectral engineering.

Chapter 3 presented the design of an STPV device operating in the high concentration regime

which exceeded previously reported efficiencies. Significant improvements in performance were

achieved through the use of (i) Si/Si0 2 photonic crystals for improved spectral performance of

the emitter and vertically aligned multi-walled carbon nanotubes (MWCNTs) for nearly ideal

solar absorptivity and (ii) by operating the device in a higher-flux regime (i.e., -750 suns)

through effective thermal spreading between the absorber and emitter, and optimization of the

active emitter-to-absorber area ratio. An experimental device was designed to enable facile

integration of nanophotonic surfaces while rigorously measuring the energy conversion and loss

mechanisms. The following were easily accomplished in the planar experimental device layout:

fabrication of nanophotonic surfaces via conventional planar processing techniques, and device

optimization via tuning of the emitter-to-absorber area ratio

In Chapter 4, the spectral selectivity of a two-dimensional tantalum photonic crystal was

leveraged to reach high-temperatures (-1300 K) at moderate/low optical concentrations (-100

Suns). By scaling up the emitter relative to the absorber and incorporating a sub-bandgap filter,

we modeled that a 2D Ta PhC based STPV can exceed the Shockley-Queisser ultimate efficiency

limit (for a 0.55 eV cell) at relatively low irradiances (-200 Suns). This chapter demonstrates the

components and facilitates the design of such a high-efficiency system.
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In Chapter 5, a new figure of merit is proposed to evaluate the performance of solar thermal heat

transfer fluids. The new metric captures the combined effects of the thermal storage capacity of

the fluid, convective heat transfer from the wall to the fluid and hydraulic performance

characterized by pumping power. Conventional heat transfer fluids used in solar thermal

applications such as oils and molten salts are evaluated based on this new figure of merit.

Depending on the desired temperature range of operation, the results can be used a guideline for

selection of the appropriate heat transfer fluid. The approach is also applied to emerging heat

transfer fluids such as multi-component salts and nanofluids. By placing these new fluids in the

same context as the existing ones and evaluating them on the same metric, it becomes apparent

where the potential for relative improvements can be expected, what research directions might be

fruitful and what physical mechanisms need to be better understood.

Chapter 6 of this thesis aimed to examine the effect of melting of suspended phase-change

microparticles on the local heat transfer coefficient. A numerical model was developed to model

the physical system. The local heat transfer characteristics displayed a maximum and minimum

as the PCMs entered and exited their melting temperature window, respectively. This behavior

was partitioned into distinct regions based on the major features of the local Nusselt number

profile, and explained using physical scaling arguments based on entrance lengths and rates of

local temperature rise. It was discovered that if the PCMs are focused to a region near the heated

wall of the channel, then the minimum in local heat transfer associated with incomplete melting

in the bulk is eliminated. The results of the study were summarized using four dimensionless

quantities (Ste, Stem, 3/H and Mr) to predict the magnitude of maximum local heat transfer

coefficient.

7.1 Contributions

Solid-state systems

1. Developed a framework to guide the design of solar thermophotovoltaics (STPVs)

a. Identified which specific spectral properties are critical to STPV efficiency

b. Elucidated the coupling between the relative importance of spectral properties

depending on the device geometry

2. Developed an experimental platform for characterizing STPVs
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a. A versatile experimental platform to interchangeably test different STPV

components without sacrificing experimental control

b. An experimental procedure to quantify the energy conversion and loss

mechanisms

3. Improved and validated energy conversion/transport models in STPVs

4. Demonstrated significant improvement in STPV efficiency

a. In the high-concentration regime: exceeded previous experimental studies by

roughly 3 times

b. In the low-concentration regime: leveraged spectral selectivity to achieve

comparable performance as the high-concentration regime

Thermal-fluid systems

1. Evaluated existing and emerging heat transfer fluids

a. Proposed a new figure of merit to capture the thermal storage, heat transfer and

pumping power requirements for a heat transfer fluid in a solar thermal system

b. Evaluated existing and emerging fluids based on the new metric as well as

practical issues

2. Phase change material (PCM) microparticle focusing

a. Developed a physical model to explain the local heat transfer characteristics of a

flowing PCM suspension undergoing melting

b. Discovered and explained a mechanism for enhancement of heat transfer

(averaged over the melting region) through control over the distribution of PCM

particles inside a channel
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7.2 Challenges Faced

In completing this work, I/we faced many challenges and hurdles along the way, particularly

with the STPV portion of this thesis. The experiment is complex with many different elements,

including thermal, optical, electrical and environmental; with so many elements there is always a

higher risk that at any point in time one component will be out of order and delay the overall

progress (i.e., the solar simulator lamp would unexpectedly break way before its expected

lifetime). Other than those frustrating yet more trivial experimental issues associated with a

complex experimental setup and reliance on shared facilities, here is a list of some of the more

general challenges associated with lab-scale high temperature STPV experiments:

" Efficiency versus information. Aiming for the highest efficiency of the overall STPV

process competes with collecting information regarding its operation or visualizing the

process itself. For example, in trying to measure the temperature of the absorber-emitter,

a thermocouple or IR camera measurement relies on some energy being lost from the

process (either through conduction or radiation) which adversely impacts the efficiency.

This challenge was overcome via a two-step experimental procedure, where ultimately

the useful output photocurrent was used as an indirect measure of the temperature.

* CNT growth on non-traditional substrates/coatings. Growing CNTs on a variety of

substrates and coatings can be challenging and sometimes unpredictable. First, growing

CNTs on rough substrates was not successful; they had to be at least optically smooth

(not porous). Second, we originally set out to grow CNTs on Ta coated substrates. We

observed however that Ta was a strong gatherer of carbon which led to poor CNT growth,

so we decided to coat the Ta with an oxide layer to limit its gathering action during the

CNT growth. We then ran into adhesion issues between the alumina and the Ta (and still

observed poor CNT growth). The exposed alumina coating on the Ta would delaminate

during the high temperature growth process, whereas the alumina underneath the Fe seed

layer and CNT growth area would not delaminate (?). Later, we tried ALD coating hafnia

on Ta substrates (of Chapter 4). We observed improvements with respect to the alumina

coatings (sputter and ebeam), but only if the substrates were annealed at high

temperatures in vacuum following the hafnia ALD coating. At some point in our work,

we switched to W as the coating and no longer encountered the above issues with
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exposed metals in the CVD furnace. From our perspective, however, this issue of direct

CNT growth on Ta remains a question that needs to be explored further.

Simulating STPV conditions in a lab setting. We ran across two main issues related to

simulating the type of conditions that an STPV device would encounter in the field. First,

we faced many challenges with supplying and characterizing highly concentrated sunlight

in a lab setting. It seemed like many of the tools available for characterizing the power

and the directionality of the incoming light were aimed for lower power or smaller spot

size applications. To this day, we have not successfully found a way to provide more

collimated yet high intensity sunlight on our substrates. Second, we relied on a high

temperature furnace with an inert environment to simulate the conditions that our samples

might face when exposed to the STPV experiment. However, these two tests are

drastically different both in terms of thermal transients (rapid versus gradual ramps) and

environments (vacuum versus inert gas). Some of the initial coatings we attempted to use

as absorbers (namely HE6 [159]) survived the furnace tests but did not survive the STPV

experiments.

7.3 Recommendations for Future Work

7.3.1 Solid-state systems

Looking ahead, the field of solid-state solar power generation is an exciting one because both our

understanding of the energy conversion processes and our ability to process nanostructured

materials in a scalable way to control spectral/directional properties are constantly improving.

Although this thesis demonstrated nanophotonic STPVs with record-setting efficiencies, several

major technological barriers need to be overcome for STPVs to become fully competitive with

conventional PV cells in terms of efficiency, reliability and cost.

Several research and development areas should be pursued in hopes of bringing the potential of

efficient and dispatchable solar power generation using STPVs closer to reality, including:

* Engineering a practical, fully-integrated and scaled-up nanophotonic device that is

compatible with standard tests used for concentrated solar PV
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* Researching ways to incorporate a back-up system for dispatchable power such a thermo-

chemical based storage

* Improving the long-term high-temperature stability of these nanostructured absorber-

emitters. Dielectric-filled photonic crystals [53] seem to be promising for simultaneous

improvement in thermal stability and directional control.

There are also numerous fundamental questions related to STPVs that should be explored that

may result in significant improvements in performance:

" Order versus disorder of nanostructures for spectral selectivity. Increasingly we have the

ability to not only create ordered nanostructured materials but also to tune the level of

disorder. There are several examples in the field of disordered photonics suggesting that

there is an ideal level of disorder for applications such as light-trapping in solar cells.

How disorder can be used to tune not only solar absorption but selective emission is an

open area.

" Near-field radiative heat transfer As two bodies approach each other and finally touch,

the transition from a radiative to a conductive mode of heat transfer is not very well

understood.

" Excited charge-carriers. The presence of excited charge-carriers and their effect on the

energy conversion and transport processes in STPVs have not been explored. These

effects will show up in the absorber-emitter, and well as in the form of radiative

recombination in highly-efficient direct bandgap PV cells. Recently, hot-carrier processes

such as multicarrier extraction in PVs and photon-enhanced thermionic emission [160]

have received attention due to their potential to enhance the efficiency of the

conventional systems. Research should focus on probing charge-carrier generation,

transport, and recombination in semiconductor materials and studying the effects of

nanostructures, interfaces, and increased temperature operation on photo-enhanced TPVs.
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7.3.2 Thermal-fluid systems

The figure of merit proposed in this thesis is useful in comparing single-phase or composite heat

transfer fluids but it does not fully capture the benefits of a liquid-vapor phase-change in a fluid

such as water. Water is an exceptional heat transfer fluid considering its wide operating

temperature range and additional increase in volumetric heat capacity during vaporization. The

use of water as a heat transfer fluid for direct steam generation (DSG) is a promising method to

increase the efficiency and reduce cost of solar plants because of the high temperature output and

the elimination of a heat exchange process. The figure of merit analysis should be extended to

include this class of heat transfer fluids in a quantitative way.

In terms of composite fluids (such as nanofluids), their use in solar thermal systems is promising

considering they can lead to simultaneous heat transfer and storage enhancements. Future work

should address the coupling between thermophysical properties of nanofluids (conductivity,

viscosity, heat capacity) both to elucidate the fundamental mechanisms and to target practical

thermal-fluid applications. This thesis has identified several fundamental areas that need to

explored further: interfacial resistance between the nanoparticles and the surroundings, and the

role of interfacial semi-solid layering around the particle, understanding and control over particle

agglomeration and its effects on properties, and a quantitative understanding of nanofluid

viscosity that is connected to DLVO theory.

The local heat transfer characteristics that were elucidated through the PCM focusing studies can

be generalized for any convective heat transfer system with a spatially inhomogeneous

distribution of heat capacity. The analysis can be extended to both heating and cooling situations,

which would typically both be present in a practical thermal-fluid system. It can be applied to

other material systems: fluids with a non-negligible temperature-dependent heat capacitance,

chemically-reacting flows (endothermic and exothermic), etc.

The mechanism of heat transfer enhancement through PCM focusing can be leveraged in arrays

of mini-channels for localized heat dissipation, where the maximum Nusselt number can be

engineered to align with the hot spot. The design of a system that can focus the phase-change

microparticles to a region near the heated wall can be accomplished by selectively applying

external body forces on the PCMs, or by carefully designing the flow fields to promote

accumulation of particles near the wall.
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