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THE DESIGN OF MAN-MACHINE DECISION SYSTEMS

by

THOMAS P. GERRITY, JR.

Submitted to the Alfred P. Sloan School of Management on June 4,

1970, in partial fulfillment of the requirements for the degree of

Doctor of Philosophy in Management.

ABSTRACT

The aim of this thesis is to contribute to a theory of man-machine

decision systems (MMDS) -- their behavior and design. The thesis

develops a general framework for characterizing MMDS and uses this

framework as one component in a proposed methodology for MMDS design.

The design methodology is then exercised and evaluated through the

design and experimental use of a prototype MMDS.

A MMDS is defined as a system composed of human decision maker,

computer, and decision task, all interacting in order to make decisions.

Although this definition could be taken to encompass decision systems

with a very slow and limited interaction between man and machine, as

well as decision systems aimed at relatively simple or programmed

decision tasks, the emphasis here is upon highly interactive (e.g.,

conversational) MMDS aimed at relatively complex and nonprogrammed

decisions.

A general decision system framework is developed which identifies

important characteristics of both human decision systems in general

and MMDS in particular. That is, it identifies primary aggregate

phases of human decision processes and major characteristics of

decision system content, structure, and dynamics. It points out the

major classes of design parameters available to the MDS designer to

affect decision system behavior. The framework is used to organize

links to research relevant to a theory of MMDS from information
systems studies and the behavioral sciences.

A model-based MMDS design methodology is proposed which relies
on the general decision system framework throughout. The methodology

represents a departure from traditional analysis-oriented methodologies

by emphasis on an explicit and early development of detailed normative
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decision system characteristics. In analysis of the current decision
system, the general framework is used as a guide. The methodology
emphasizes formal collection of all MMDS design assumptions and
expectations, representing an explicit predictive model which is then
used as a standard for control on actual MMDS behavior.

The design methodology is applied and evaluated by the design
and experimental use of a prototype MMDS in a field situation. The
prototype was aimed at aiding in portfolio analysis for a pension
fund management section of a major bank. The process of analysis,
design, and implementation of the prototype is described within the
phases of the proposed design methodology.

The experimental use of the system was monitored and detailed
traces were produced for 29 hours of use by investment professionals
and 21 hours of use by non-investment subjects. These traces are
analyzed and implications are drawn for the validity of original
design assumptions and for the design methodology itself.

The general results obtained suggest (1) that MMDS have unique
characteristics which argue for a design methodology different from
that for traditional information systems, (2) that the MNDS design
methodology developed here based upon those unique characteristics
can lead to the design of an effective and viable MMDS, and (3) that
the MMDS facility itself represents a powerful new vehicle and tool
for decision system control, research, and modeling.

Thesis Supervisor: Donald C. Carroll
Title: Professor of Management
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CHAPTER 1

INTRODUCTION

1.1 Man-Machine Decision Systems (MMDS) - A Definition

A man-machine decision system (MMDS) is defined here as involving

the interaction of three main components:

1. man - the decision maker (one or more)

2. machine - meaning a computer, plus associated information
technology necessary to support man-computer interaction

3. decision task - the problem, plus related environment and
information sources.

Thus a MMDS involves the interaction of these main components to make

decisions, to solve problems.

Note that this definition does not necessarily mean what have

often been called simply "man-machine systems," which typically involve

a man using a machine to control a physical process (e.g., a lathe) ex-

cept insofar as these systems involve complex or unstructured decision

making. In a sense, of course, even completely programmed man-machine

activities in control of a physical process could be labelled decision

making; hence the system could conceivably be called a MMDS. However

MMDS here generally connotes a system aimed at complex or unstructured

decision tasks. For example, one view of the range of system types

suggested by the phrase "man-computer decision making" is displayed in

Figure 1.1. The connotation of MMDS adopted here focuses on the lower
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DECISION TYPE

Structured Unstructured

DEGREE
OF

MAN-
COMPUTER

INTERACTION

Low

High

FIGURE 1.1

The Range of Man-Computer

Interaction for Decision Making

Most Computer Some Management
Applications Science or Research

(Batch Processing) Applications

Most On-Line
Computer

Applications MMDS
(e.g., Information

Retrieval)

-4,
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right hand corner of this range upon highly interactive or "conversa-

tional" computer systems for aiding a man in making unstructured de-

cisions. The upper left hand corner of this space, by way of contrast,

focuses upon use of relatively non-interactive (e.g., batch processing)

computer systems for relatively structured functions. Batch computer

output is clearly used by humans in unstructured decision making, but

it is often a relatively small part of the decision "system." Typi-

cally, the decision maker facing an unstructured problem who has only a

batch computer for machine support will rely much more heavily on other

sources of information (e.g., other people) and more heuristic and ap-

proximate processing methods. In almost all cases, it would take a

stretch of the imagination to view such a decision maker as directly

and actively using the computer as an intimate decision aid--i.e., it

is a relatively small component in his "decision system," if it is in-

cluded within the system's bounds at all.

The field of MMDS studies has only recently, over the past ten

years, begun to assume much distinct form. Because the MMDS involves

quite different major components as noted above, it is not surprising

that the necessary boundaries of such a field cut across a number of

disciplines such as the following: computer science, management in-

formation systems, behavioral science, planning and control, design

methodology, etc. Some of these are so new as to have little distinct

definition themselves. Nonetheless, this new field of MMDS studies

does have a central focus in its attention to the decision making pro-
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cess. Part of the object of this dissertation is to emphasize that

focus by developing a MMDS design methodology based upon explicit

models of human decision making processes.

1.2 Motivation for Research in MMDS Behavior and Design

The total investment and rate of growth of investment in com-

puters and information systems over the past two decades has been

phenomenal, and it promises to continue. A more recent surge of in-

vestment in time-shared or on-line computer systems has been even more

spectacular. For example, only six years after the first successful

demonstration of a general time-shared system at M.I.T. in 1963, the

commercial time-sharing service market had grown (in summer of 1969)

to encompass over 100 independent firms with over 275 computer instal-

lations. With commercial time-sharing services alone, industry fore-

casts call for a growth in sales from $150 million in 1969 to $2 bil-

lion by 1976.

Although the primary impact of this new information technology to

date has been upon the lower levels and more structured tasks of the

organization, there has been a growing pressure over the past ten years

to bring the power of the computer directly to the aid of the decision

maker facing complex and unstructured decision tasks. Despite this

pressure, however, there has been little substantive progress in this

area. Recently, Little (1970) has described the limited direct impact

of management science models, computerized or not, on management de-
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cision making. In other words, although the necessary technology seems

to exist to support MMDS, and the need and promise has been asserted by

many over the past ten years, little progress toward effective design

or even understanding of MMDS has been made.

Part of the problem seems to lie in the fragmented nature of re-

search relevant to MMDS, derived as it is from many diverse disciplines.

Another problem may be that traditional information systems design meth-

odologies may be inappropriate for design of MMDS. This dissertation

attacks both of these potential problems: first, by developing a gen-

eral decision system framework which allows for an integrated view of

research and theory relevant to MMDS; second, by developing a MMDS de-

sign methodology based upon the unique characteristics of such systems.

Such research into MMDS behavior and design is of significant and

growing importance to practice. For with the advent of widely avail-

able time-shared computers and attractive conversational terminal de-

vices over the past several years, the stage has been set for a massive

investment in the development of operational MMDS. Unfortunately, given

our current state of understanding of such systems, this rapid growth

of MMDS application ahead of research may proceed in a dangerously un-

guided and ultimately very costly manner. The point is that this mas-

sive MMDS development effort will occur regardless of whether or not

practitioners and academic researchers have found adequate formal models

and design methodologies to support such an effort.

Thus the opportunity costs of our limited understanding of MMDS
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may be very great. The need is therefore correspondingly large for

more MMDS research--research both in the behavior of MMDS and also into

methodologies for their design. The research should have two fundamen-

tal threads: one, a broad integrating and structuring effort aimed at

drawing together relevant results to date from the widely diverse fields

that relate to MMDS; two, a focused and experimental effort aimed at

elaborating and refining models, methodologies, and hypotheses. This

dissertation pursues both of these thrusts by developing an integrated

and general decision system framework and a MMDS design methodology and

then exercising and evaluating them via the design and experimental use

of a prototype MMDS.

1.3 Plan of the Research

The primary objective of this dissertation is to contribute to the

understanding of MMDS design and behavior by developing and exercising

a model-based MMDS design methodology. Chapter 2 lays the foundation

for this development by surveying some of the literature on general pro-

cesses of design and then proposing a new general design methodology

which alleviates some of the problems noted in other methods. The pro-

posed methodology relies heavily on the explicit use of models through-

out the design process. Thus, in order to elaborate and refine this

methodology for specific application to the design of MMDS, there is a

clear need to develop a base of models of MMDS structure and behavior.

Chapter 3 synthesizes a general decision system framework from
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relevant research in the behavioral sciences and information systems.

The chapter begins by surveying the evolution of various points of

view toward information systems, culminating in the development of a

decision centered view. Next, various representations and models of

decision systems and decision processes are introduced. Finally, the

general decision system framework is proposed, containing some ele-

ments common to all decision systems and others specific to MMDS. Each

element of this framework is elaborated and related to research founda-

tions, as well as to MMDS behavior.

Chapter 4 focuses on design of information systems and MMDS. It

begins by noting the bias of most of the literature away from the early,

less structured phases of the design process, and away from a decision-

centered view of MMDS design. Considering the special characteristics

of MMDS developed in Chapter 3, several principles of MMDS design are

proposed and elaborated. Finally a MMDS design methodology is outlined,

based on these principles as well as the general methodology of Chapter

2.

Chapter 5 elaborates the description of the MMDS design method-

ology of Chapter 4 in the course of applying it to a specific decision

task, that of portfolio management. A field context was chosen, in-

volving the pension fund management section of the trust department of

a large bank. The design of a prototype MMDS for experimental use in

the bank is described. Finally, this designer's expectations as to

ultimate MMDS behavior are outlined for comparison with actual results.
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Chapter 6 describes the experimental use of the prototype MMDS and

compares it with expectations. The primary instrument for MMDS behavior

analysis is a programmed decision monitor system which is part of the

prototype. The prototype MMDS proved to be largely a success in the

sense of being attractive to its users, and the majority of the de-

signer's behavioral expectations appeared to be borne out in the rela-

tively short period of system use. The chapter concludes with general

observations on both MMDS behavior and the application of the design

methodology.

Finally, chapter 7 discusses some of the salient results of this

research and proposes some specific directions for further work.

I
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CHAPTER 2

METHODOLOGY IN DESIGN

2.1 Introduction

This chapter introduces a working definition of design, surveys

some of the methodological issues in design, and proposes a general

design methodology.

In a survey of the literature, one soon finds that the field of

design is fragmented into highly task-dependent bodies of technique.

It is not the purpose of this dissertation to synthesize this diver-

sity into a general theory of design. It is, however, its aim to

develop a specific methodology for the design of a new kind of sys-

tem--a man-machine decision system (MMDS). It was only when faced

with this specific task that the author fully realized the total ab-

sence of a general theory of design. Hence, in order to develop some

general guidelines, however rudimentary, for a specific design meth-

odology, the general design methodology of this chapter was developed.

2.2 A Working Definition of Design

Herbert Simon sees design as a pervasive process in human acti-

vity:

Everyone designs who devises courses of action aimed at

changing existing situations into preferred ones. The

intellectual activity that produces material artifacts

is no different fundamentally from the one that pre-

scribes remedies for a sick patient or the one that
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devises a new sales plan for a company or a social wel-

fare policy for a state. Design, so construed, is the
core of all professional training; it is the principal
mark that distinguishes the professions from the sci-

ences.

(Simon, 1969, p. 55)

Design is an active, creative process aimed at change. It is also

goal-oriented in that it seeks change for the better; it seeks to build

things to perform a function.

Simon and others distinguish design from natural science, pointing

out that a fundamental objective in natural science is to describe or

to model an existing process or system, rather than to create a new one.

To emphasize this distinction, Simon refers to the body of design as a

"science of the artificial," as opposed to a science of the natural.

He says that it is a science of "how things ought to be.. .in order to

attain goals, and to function" (ibid, p. 5).

This is not to say that the models and theories of natural science

are irrelevant to design. On the contrary, such models are important

"building blocks" which the designer often requires as components or

guidelines in the design process (e.g., electromagnetic wave theory can

be useful to the electronics engineer).

Both the designer and the scientist often work with models, but

their purposes are different. The scientist is searching for represen-

tations of what is, the designer is building representations of what

ought to be. For example, a cognitive psychologist attempts to build a

descriptive model of how a human makes decisions in the game of chess;

I
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an operations researcher attempts to build an optimizing model for

scheduling work flow in a manufacturing plant. In fact, the designer

is concerned not only with what should be, but also with what could

be; in other words, he must balance ultimate desired system character-

istics against realistic notions of system feasibility.

With the above discussion in mind, the following working defini-

tion of design is proposed:

Design is the on-going process of search for and con-
struction of a desirable model of a goal-oriented pro-
cess, system, or artifact.

The goals may be financial, social, esthetic, etc. The models may be

physical, mental, mathematical, verbal, etc. Note that this definition

of design is essentially "open-loop" in the sense of encompassing no

preliminary or following stages to the process of design. The design

methodology which is proposed in this chapter is, in fact, a closed-

loop model, and it includes steps of problem recognition, design initi-

ation, implementation, and control (which leads back to further problem

recognition and redesign).

2.3 Methodologies of Design

A survey of the literature reveals very little work on general

methodologies for design. Nadler (1967a) surveys this literature and

finds that most of it deals with methods for scientific research or

analysis rather than design. Simon also describes an emphasis on tech-
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niques of analysis rather than design:

"In view of the key role of design in professional acti-
vity, it is ironic that in this century the natural sci-
ences have almost driven the sciences of the artificial
from professional school curricula. Engineering schools
have become schools of physics and mathematics; medical
schools have become schools of biological science; busi-
ness schools have become schools of finite mathematics.
The use of adjectives like "applied" conceals, but does
not change, the fact. It simply means that in the pro-
fessional schools those topics are selected from mathe-
matics and the natural sciences for emphasis which are
thought to be most nearly relevant to professional prac-
tice. It does not mean that design is taught, as dis-
tinguished from analysis.

(Simon, 1969, p. 56)

Certainly the methodology advocated by many in the design of in-

formation systems places heavy and early emphasis upon detailed analy-

sis of the existing system (e.g., Optner, 1968; I.B.M., 1963). Al-

though the methodology is described with various terminology and steps

by different writers, the fundamental process they advocate has three

steps:

1. Define and model the current system.

2. Determine system requirements.

3. Design a new system.

In fact, these three steps are often described as strictly sequential;

i.e., step two does not proceed until step one is completed and ap-

proved (I.B.M., 1963). The greatest emphasis in the literature appears

to be upon step one, descriptive modeling, perhaps because that is the
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most structured and programmed of the three. Despite calls for cre-

ativity and original logic in step two, there is a tendency to empha-

size "analyzing each activity to determine required inputs, operations,

outputs and resources" based upon the structure and activity defini-

tions of step one (ibid). Clearly the primary focus of this process is

upon the detailed structure of the current process, and requirements

are developed by an even tighter focus upon individual activities with-

in the full system. This suggests a hypothesis that this analysis-

based approach biases the designer toward very conservative and incre-

mental modifications in the current system. In other words, this ap-

proach of attending to the "trees rather than the forest" will direct

the designer's attention away from a more global view of the design

problem and hence from more unique and revolutionary design alterna-

tives. On the other hand, the cost-benefit characteristics of this

traditional methodology obviously depend upon the nature of the problem

and of the design resources available--conceivably it could be a nearly

optimal method where the costs of substantial change are uncertain and

potentially very high. But the obvious implicit bias toward traditional

structure and conservative solutions has its own potential costs.

Other design methodologies have been proposed. Nadler (1967b)

suggests the following ten step process:

1. Function determination

2. Ideal system development

3. Information gathering
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4. Alternative design generation

5. Selection of solution

6. Detailed design

7. Design review

8. Test

9. Installation

10. Performance measures established

He notes that some limited field research has shown this ten step ap-

proach to produce better design results (e.g., more effective design

at less design cost) than the research-oriented process.

Nadler's methodology has two primary characteristics of interest.

One, it places an explicit, goal-derived "ideal system" modeling effort

(steps 1 and 2) first in the sequence, before descriptive modeling

(step 3), second, a formal control mechanism imbedded in the process of

design is implied by the tenth step.

Rockart (1969) also decries the traditional design methodology as

applied to information systems of merely finding out what the current

system is and then computerizing it. He proposes also that normative

thinking occur early in the process and that analysis in fact be guided

by a normative model of the system.

A general methodology for design is proposed in the next section

which incorporates some of the ideas of Nadler, Rockart and others re-

garding desirable alternatives to analysis-based methodologies.
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2.4 A Proposed General Design Methodology

In the recent literature on design and throughout the previous

sections, there is the general implication that the design process

is simply one manifestation of problem solving or decision making.

Design has been distinguished from the natural sciences by the

greater degree of emphasis of the latter upon analysis. However,

common threads of problem solving pervade both of these processes.

Once it is recognized that the process of design is fundamen-

tally related to the process of problem solving, then the door is

opened to many opportunities for synthesis of a "science of design"

from the current base of research in cognitive psychology, manage-

ment science, artificial intelligence, computer science, and other

fields dealing with descriptive and normative models for informa-

tion processing and decision making. Note that what is proposed

here goes beyond the use of management science models, for example,

within the design process and implies use of such models at the

meta-level of the model of the design process itself. This follows

from the assertion that the process of design itself is usefully

viewed as an information processing and decision making activity.

The methodology proposed here is viewed as only one limited

step in the process of this synthesis of a science of design. It

is based upon some of the design ideas of Nadler, Rockart and

others, as well as some of the literature of problem solving re-
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ferred to above.

The general structure of the methodology is shown in Figure 2.1.

Various aspects of the methodology will be discussed individually be-

low.

Structure and Process

The basic structure as shown is meant to imply an iterative pro-

cess of problem definition, design, implementation, control, problem

recognition, etc. The model is not meant to suggest a sequential,

uni-directional flow from one function to the next. On the contrary,

the phases will blur into one another in practice, and all steps will

be highly iterative. The flows shown in the figure are only meant to

be suggestive of the stronger iterations between phases and are in no

sense an exhaustive representation of possible interactions. Typically

there would be several iterations through normative modeling, system

bounding, and descriptive modeling before the general locus of design

attention shifts toward design and implementation. It would also be

typical that each iteration would produce a more and more detailed set

of models. There is, in fact, no rigid organization implied in this

process, so that there may be parallelism as well, with different

people pursuing different functions at the same time.

Another structural point to make is that the design process may

involve different organizations and resources for different iterations

through parts of the process. For example, the first pass through the
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design problem definition phase of the process may be almost subcon-

scious, one person comparing a rough mental normative model with a

perception of a current or expected situation and recognizing a prob-

lem. This is problem finding at its most informal. The next itera-

tion may involve more conscious rigor and detail and yet still remain

completely within the control of one person. If this iteratively de-

fined problem and the tentative designed solutions that begin to emerge

seem significant, then a multiperson design effort may be launched. It

is at the point where the process becomes more than a quick, subjective

recognition of a problem that a formal and logical methodology begin to

be useful. As the design effort becomes larger and more cumbersome,

then the decomposition, sequencing, and interaction of the phases be-

comes increasingly important.

Components of the Model

The identification of system goals is a fundamental function in

the model, analogous to the first step in the general "systems analy-

sis" approach (e.g., Enthoven, 1965; Quade, 1966). This step, at one

extreme, could be a simple review of existing goal statement. At the

other extreme, however, where goals previously have been totally im-

plicit and ill-structured, it could mean an intellectual (and politi-

cal) exercise of considerable magnitude. Some of the literature of

goal definition in human decision making relevant here is reviewed in

Chapter 3.
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The bounding of the "system" is a key step involving a consider-

able degree of judgment. The trade-off that must be made is between

(1) defining too large a system, over-complicating the problem and

causing an excessive expenditure of modeling and design resources, and

(2) defining too narrow a system so that the design is sub-optimized

and may have disfunctional consequences for broad system performance.

It is asserted that a great deal of design effort in computer-based

information systems lies at the latter extreme; they focus too tightly

on the technological system being designed to the detriment of the

larger system in which it must be imbedded. The danger of this narrow

view is even greater in the design of conversational man-machine de-

cision systems, where the computer system is not so loosely coupled

to decision makers in the total organization as it may be with non-

interactive, batch processing computer systems.

Construction of or search for normative models is aimed at un-

covering desirable standards for comparison with the current system.

It involves the specification of characteristics and behavior of an

ideal system. These characteristics may be derived from a number of

sources: direct elaboration of system goals, search of the litera-

ture, similar systems elsewhere, abstract optimizing models, people

in the system, etc. For example, Rockart (1969) discusses a case

study where he adapted a model for a job shop to a medical clinic

scheduling problem, thus making some of the normative techniques of

job shop scheduling relevant to the medical situation.



- 30 -

Although the aim in the methodology is to define problems by com-

paring normative and descriptive models, it is proposed that the norma-

tive model be developed early in the process relative to the descrip-

tive model. The hypothesis here is that one will be more effective and

efficient in descriptive modeling if one begins with some normative

constructs to guide analytic attention. A related hypothesis is that,

on balance, one will arrive at a more creative and effective normative

model if one builds it before engaging in the bulk of the descriptive

modeling effort; i.e., one will be overly biased toward suggesting sub-

optimal, incremental modifications of the current system after having

modeled it in some detail. On the other hand, it must be recognized

that the danger of normative modeling with too much insulation from

the real system is that the result will prove naive and infeasible in

light of characteristics of the real process. In the extreme, of

course, normative modeling cannot begin without some minimal notion of

the descriptive structure and goals of the real process. Hence, des-

criptive and normative modeling must be parallel activities to some

extent.

In any case, the explicit, distinct actions of finding or building

normative models and comparing them with descriptive models or percep-

tions are of fundamental importance to the proposed methodology for de-

sign. Rockart, in his paper on model-based systems analysis, summarized

concisely the potential advantages of use of explicit normative models:

The problem-finding aspect of model-based studies, it
is suggested, tends to identify problems not before recog-
nized--or given full credence--and to reveal those areas
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which need additional operations research. Through the
use of this technique, insights are gained into further
existing operational control problems and therefore into
the information system necessary to support operational
decision-making. The technique helps to ensure that (1)
no important areas of the system are overlooked, (2) that
deficiencies in the current process are identified, and
(3) that the information system is designed to be able to
take advantage of improvements in the basic process as
they are developed. In addition, there are subsidiary
benefits from the process in terms of providing the an-
alysts prior to the study with a better understanding of
the area, better communication potential with people em-
ployed in the area, and a better base from which to plan
the study itself.

(Rockart, 1969, pp. 43-44)

Implicit in these advantages of early normative modeling is the

notion that descriptive modeling can lock an analyst into a certain

set which is focused too strongly on the detailed processes that make

up "what is," thus inhibiting his ability to think freely about "what

should be." This is not to say that the specific constraints and

processes of the real world system should not be introduced into the

process of design, but only that they should not be too much with us

in the early and most creative phases. These problems of set, or

"functional fixedness" in problem solving and design are surveyed and

analyzed by Allen and Marquis (1964). They also show evidence of im-

proved problem solving performance as search for alternative designs

is broadened.

Beyond just encouraging wider search, an explicit normative

modeling exercise can be useful for extending the designer's planning

horizon. In other words, even if the "ideal" system characterized by

-4
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the normative model is not immediately feasible, it at least serves as

a long run standard to guide more short-term modifications in the cur-

rent system. It is asserted that this represents a more intelligent

approach to design than allowing design decisions to be guided primarily

by short run constraints and current status.

The descriptive model construction is analogous to the typical an-

alysis effort in computer systems analysis. It is primary input to

(and may proceed somewhat parallel with) detailed design of the new sys-

tem and its components. At a much less detailed level, the descriptive

model suggests constraints on the feasibility of the normative model.

It may even suggest omissions in the normative model.

The descriptive modeling step can often require a large investment

of design resources relative to the other early steps. This is another

reason why early normative modeling to guide the main descriptive effort

can be worthwhile.

A key to effective descriptive modeling lies in finding appropriate

and efficient representational forms to describe the state and process

of the system. For example, the classic forms of computer systems an-

alysis are flow charts and decision tables.

The process of problem definition involves a continuing comparison

between the normative and descriptive models. The comparison process

reveals differences between "what is" and "what should be" that consti-

tute potential problems recognized and eventually diagnosed. The list

of problems thus identified should be assigned priorities for design

attention.
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Pounds (1969) emphasizes the importance of models, either implicit

or explicit, in the process of problem recognition. He defines

problem finding as the process of defining differences between the ac-

tual state of some relevant system and its desired, or expected state.

He defines problem solving (with Newell, Shaw, and Simon, 1960) as the

process of finding, selecting, and applying operators which will trans-

form or reduce differences. In other words, problem finding corresponds

to Simon's Intelligence function in decision making, and problem solving

corresponds to the Design and Choice functions (Simon, 1960).

Thus Pounds argues that in problem definition the desired or ex-

pected state of a system is represented or produced by a model, either

implicit or explicit. Hence he implicitly asserts the importance of

normative models or standards to human problem finding. Pounds reviews

several classes of models which he found empirically were used in prob-

lem finding:

1. Historical models. These are models based upon a simple

extrapolation of past system history to the present.

2. Planning Models. These are primarily financial models of

future system behavior (e.g., budgets).

3. Other People's Models. These are models from superiors or

customers, whose problem finding processes are imposed upon

employees. These are the most powerful models of those

found.
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4. Extra-organizational Models. These are more general trade

or theoretical models. These tend to be relatively little

attended to as problem finders.

Since design in general is largely a human activity, Pounds' work sug-

gests that human designers will have an implicit normative model in any

case. The argument here is that it should be made explicit in many

situations.

Pounds also notes that the literature of normative decision making

suggests model building as the step in the process which follows prob-

lem formulation. His conclusion is that, in fact, model building should

(and does in some form) precede problem formulation.

The central process of design involves a compromise--a constrain-

ing of the normative model with the realities of limited human, econ-

omic, and technological resources, inflexibilities in the current sys-

tem, and problem priorities. The design is developed typically in a

series of iterations, each pass modifying and adding further detail.

The initial design specification, however, is developed in response to

the particular problems (or "gaps") identified in the comparison of

normative and descriptive models. Later design iterations show accom-

modations to the real world constraints, derived in part from the des-

criptive model and in part from limitations in design resources.

Note that the design process, at least at the initial very general

level, should deal with the entire system of interest, not just with

the particular artifact to be designed or modified. For example, the
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design of an SST, at some level of generality, should also consider

social and ecological factors, as well as purely economic and aero-

nautical considerations, in the system. As more detail is introduced,

the greatest focus will be upon the design artifact but the full system

environment should not be neglected.

Note that the early stages of design involves association of po-

tentially useful operations on systems with each of the problems iden-

tified in the normative-descriptive comparison. Implied in this pro-

cess of association is an ability to classify problems or gaps with

some discrimination, as well as an ability to model and to predict the

effects of application of a given operation to a given problem. These

processes of classification, association, and prognosis have been

treated in depth by Gorry (1967, 1969) and related to a formal Bayesian

model in his work on the diagnostic process.

As the design process continues, a continual sequence of design

decisions must be made. Each of these choices is based on a set of ex-

pectations or assumptions about the performance of the design and the

future state of the system. These design expectations and assumptions

should be recorded and remembered, for they will provide a basis for

control on the behavior of the designed system. In a sense, the full

collection of these expectations represent the designer's model of the

expected future system and its behavior. This formal predictive

modeling is viewed as especially valuable in situations where ultimate

design performance is relatively uncertain and a need for continual
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redesign and modification is seen.

The process of implementation, given detailed design specifica-

tions, is rather task-dependent in nature and is generally well covered

by the literature of each specific field of design. Hence it will not

be discussed here. It should be noted, however, that it is at the de-

tailed stages of design and implementation that most of the formal

techniques of cost-benefit analysis and design optimization are applied

in practice.

The function of control should operate at several levels as sug-

gested by the several feedback paths of Figure 2.1. The lowest level,

that of controlling the implementation process, will be left to formal-

isms such as PERT and will not be treated here. There are, however,

several other levels of control of interest: for example,

1. control on design assumptions,

2. control on normative model,

3. control on descriptive model,

4. control on goals,

5. control on the design process, etc.

The process of control requires a model of expected or desired

system state or behavior and measures of actual system status. The

proposed design methodology involves explicit models of expected de-

signed system behavior, a normative model, a descriptive model, and a

system goal structure. The function of control is to feed back system
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status measures which are relevant to these models. That is, exper-

ience with actual implemented system behavior may imply modifications

in all of the above models. Note that provision for control, however,

should be made in the process of design--i.e., control mechanisms nor-

mally should be designed in as an explicit part of the system, rather

than added later as an informal afterthought.

Control on design assumptions or expected system performance is

analogous to what Carroll and Zannetos (1966) have called "operating

process control." Therefore, their list of requirements for "intelli-

gent" operating process control apply also to designed system control.

Similarly, the higher level of control, that on the design process

itself, is analogous to Carroll and Zannetos' "planning process con-

trol." Mechanisms for this level of control are less formalizable but

no less important than other levels. The general methodology for de-

sign proposed here is a very aggregate representation. It has no pre-

tensions of being a completely general methodology, but merely a step

toward one, as well as a rough guide for the development of a specific

design methodology for MMDS. It requires considerable "fleshing out"

and "tuning" for application to any particular area of design. The

specific techniques, heuristics, and representational forms involved

within each of the functions of the design process should be made ex-

plicit and formally evaluated after each design project. A body of

literature should develop in the process of design as a step toward

what Simon calls a "science of design."

-4
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It was noted at the beginning of this section that the interac-

tions between specific functions in this model of design could be many

and complex. A few examples are in order:

1. It should be recognized that the process of design some-

times suggests new goals (or a different level of goals);

i.e., attributes of a designed alternative system may be

sufficiently novel as to suggest new criteria for system

evaluation and perhaps new goals.

2. The process of implementation almost inevitably reveals

unanticipated constraints in any complex system, thus

calling for a modification of the design and the system

model. The higher the expectation of such unanticipated

consequences (or, the greater the uncertainty in the ex-

pected descriptive model), the more attention should be

given design control mechanisms and design flexibility.

3. The exercise of building a normative model may suggest

that original defined system bounds be modified and

that descriptive modeling focus be changed accordingly.

This is one reason why the methodology proposes some

investment in normative model search and development

very early in the design process.

It is proposed that such interactions and feedback between phases of

the design process are aided by the use of formal models and represen-

L
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tations as suggested. Also, it should be emphasized once again that,

despite the rigid appearing structure of Figure 2.1, this design meth-

odology is intended and expected to be highly interactive and iterative

in this fashion.

2.5 Toward a Science of Design

The methodology described here is distinct from traditional meth-

odologies primarily in its heavy emphasis (1) upon early, explicit and

significant normative modeling, (2) upon maintaining a broad definition

of system bounds, even in the more detailed functions of design, and

(3) upon design and use of explicit performance measures, expected sys-

tem behavior assumptions, and control mechanisms. The effects of all

of these differences are testable. Although the complexity and expense

of an adequate field experiment should be obvious, limited laboratory

experiments and field surveys are possible as well as means to investi-

gate this methodology.

Some of the difficulties involved in conducting research on the

process of design are described by Allen (1966). He notes that most

research in the field has utilized the individual case study method,

but he notes the following alternatives:

1. statistical analysis of many cases;

2. matched cases (parallel sets of identical projects);

3. experimental problem situations;

4. computer simulation.
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Allen advocates the matched case approach in particular because, in

fact, several organizations (e.g., N.A.S.A., the Department of Defense)

occasionally do award several contracts for the same design study.

For the case of the design methodology proposed here, the effects

of introduction of an early and explicit normative modeling phase could

be tested in an experimental situation. Groups of students at a busi-

ness school doing a written case analysis and solution design might

provide a reasonable set of subjects. Another possibility would be a

group of student engineers with a design problem. One subgroup could

be told to analyze the problem in detail, then design a solution (the

traditional method); another could be told to skim the problem des-

cription briefly, spend a significant period in developing a normative

model, read the description looking for key problems, and design a

solution. The resulting solutions could then be compared.

As for field surveys, it is proposed that the area of information

systems design may be studied fruitfully. There are a variety of

E.D.P. applications which are common to a vast number of installations

and which might lend themselves to a comparative survey of the effects

of different design methodologies.

Obviously, any of these studies would provide challenging problems

in control and design of measures. Nonetheless, they are essential

steps toward improving our understanding of methodological issues in

design.
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2.6 Summary

This chapter has introduced a general methodology for design, which

is to serve as a framework for a specific methodology for design of

man-machine decision systems that will be introduced in Chapter 4. The

chapter began by proposing a general working definition of design as a

process of search for or construction of a goal-oriented model of a

system. The sparseness of literature on general design processes was

noted, and the traditional analysis-based methodology and Nadler's ap-

proach were introduced.

Finally, a general design methodology was proposed that attempts

to reduce the traditional emphasis on analysis of the current system.

The methodology relies heavily on explicit use of models throughout:

normative and descriptive models of the process whose comparison leads

to definition of specific problems; a model of expected design behavior

which is necessary to guide detailed design choices throughout the de-

sign process and which can be used for control on design results. The

chapter concludes with a statement of need for research into design

methodologies, and several suggestions as to directions for such re-

search.

The focus of the remainder of the dissertation is upon man-machine

decision systems (MMDS), their behavior and design. Chapter 4 proposes

an approach to MMDS design. Given the model-based character of the

general design framework of this chapter, however, the need for under-

standing and models of decision system behavior should be clear.

-1
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Therefore, Chapter 3 will lay the groundwork for this MMDS design meth-

odology. It will assimilate current theory and experience of decision

systems behavior into a general decision system framework useful for

MMDS design.
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CHAPTER 3

THE SYNTHESIS OF A THEORY OF MAN-MACHINE DECISION SYSTEMS

3.1 Introduction

A man-machine decision system (MMDS) is defined here as a system

which links man, computer, and decision task in an interactive fashion

in order to make decisions. Note that this definition does not nec-

essarily exclude less interactive (e.g., batch computer) cooperation

of man and machine, and it includes systems aimed at trivial or highly

programmed decisions, as well as those for highly unstructured or

judgmental decisions. The main focus in this dissertation, however,

is upon highly interactive (e.g., conversational) man-machine systems,

and upon MMDS aimed at relatively non-programmed decisions.

As stated earlier, a prime objective of the thesis is to develop

a methodology for the design of MMDS. The previous chapter has argued

that such a methodology should be model-based. Hence, there is a re-

quirement for models or representations of MMDS and their behavior.

In particular, the methodology requires means for representing (1) nor-

mative characteristics of a MMDS, (2) the structure and behavior of an

existing decision system, and (3) expectations as to the behavior of a

particular MMDS design. This chapter will propose such a general

framework for viewing and representing MMDS structure and behavior,

which will be integrated into the design methodology in Chapter 4. This

framework in no sense represents a complete theory of man-machine de-

-1
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cision systems, yet it does provide a convenient form for classifying

and integrating those existing bits of research and theory that are

relevant to the field.

The chapter begins with a survey of the historical development

of contributions to the field of MNDS. Then several models for de-

cision systems are surveyed, and a hybrid model is proposed for use

in the general decision system framework. Next, several key charac-

teristics of MMDS in particular are identified. Finally, results

from the literature, both theoretical and empirical, of MMDS and of

human decision systems in general are organized and elaborated within

this general framework. The result is an organized representation of

expectations and hypotheses about the behavior of MMDS, which should

be useful to the MMDS designer.

3.2 Precursors to a Theory of MMDS

This section introduces the field of MiMDS studies by surveying a

sampling of relevant literature. The survey reveals a variety of early

views or models of interactive computer systems, some of which appear

to be "machine-centered," others "data-centered." The survey traces

the development of a third view, a "decision-centered" view, which is

the one adopted in this dissertation. The recent rapid growth of tech-

nical (if not operational) demonstrations of MMDS capability is noted,

and several experimental and field study forays into MMDS research are

cited.

M
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Machine-Centered and Data-Centered Studies

A significant number of studies have focused upon the behavior of

time-shared computer systems. These have emphasized primarily machine-

oriented measures of the dynamics of user-machine interaction with no

direct relation to the user's decision process (e.g., see Scherr, 1965

and 1966; Shaw, 1965; Bryan, 1967). The measures of user behavior

treated in the above studies were, for example, user "think time" (the

time between machine output and next user input), console session time,

input lines per session, and length of input line. The results of

these user studies are surveyed by Schrage (1969).

With no adequate treatment of user behavior in MMDS, analyses of

the economics of such systems, therefore, have dealt primarily with

machine costs. Treatment of system benefits have been cursory at best,

(e.g., Bauer, 1967) since an adequate analysis would require under-

standing of the human component of the total system, as well as task-

dependent payoff measures.

For example, Erikson (1967) uses a typically simple aggregate

model of the man in the system. He represents what he calls "user

costs" as the product of two parameters: Cp, the mean cost of a user

per hour of work, and Tp, the total time that the user spends in

running one job (including waiting time as well as actual use time).

Erikson does go further than Schrage, however, in that he uses a

simple representation of the user problem, or "job," as well. He

characterizes a job by two parameters: NI, the mean number of inter-
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actions per job; Tu, the mean number of minutes of execution time used

per interaction. Clearly, Erikson's model is appropriate primarily for

decision situations either where the parameters are set statistically

across some sizable population of user-system experience, or where the

problem is so simple and structured that the parameters may be set

reasonably well prior to design of the system. It is thus inappropriate

for the design of MMDS where the problem is complex and unstructured,

and no significant system experience exists.

There is no question that such machine-centered studies and models

are valuable for the challenging task of design of time-sharing systems

and scheduling algorithms (e.g., Nielson, 1968). However, they obvi-

ously offer little in the way of enlightenment as to the complex be-

havior of the human user.

On the other hand, there have been a significant number of studies

of "human factors" in the design of interactive computer systems (see,

for example, I.E.E.E. Transactions for Human Factors in Electronics;

Journal of the Society of Information Display Systems; Meister and

Rabideau, 1965; Shackel, 1969). These studies as conducted, however,

contribute only indirectly to an understanding of the total man-machine

system. As Baker notes, even these studies tend to be rather hardware-

oriented in nature:

The need is not for increased emphasis on psychological
studies of display-surface characteristics (such as
brightness, contrast, sharpness, etc.) although addi-
tional information in this area is desirable. Nor is
improving communication through displays dependent upon
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the development of radically new or different hardware,
although continual improvement in display equipment is
desirable. What is needed is more research directed
toward understanding the structure of standard man-
computer tasks and the information requirements these
structures impose and relating this knowledge, experi-
mentally, to display parameters.

(Baker, 1964, p. 430)

Beyond these machine-centered and human factors studies, there are

a number of studies of data-centered man-machine systems. For example,

there is a considerable literature in the study and development of data

retrieval systems (Becker and Hayes, 1963; Borko, 1966). In fact, many

systems that have been described as on-line "management information sys-

tems" are hardly more than rote data retrieval systems with little pro-

cedural power (e.g., Stern, 1967). For example, as will be seen later,

some writers appear to see on-line, real-time computer systems primarily

as data retrieval systems. This "data-centered" view of computer sys-

tems, as well as the "machine-centered" view mentioned earlier, both

represent prevalent alternatives to the "decision-centered" view adopted

in this thesis.

Toward a Decision-Centered View

The general problem with machine or data-centered views has been

that they have ignored a central characteristic of MMDS. That is, that

the effectiveness or payoff of a MMDS derives from its performance of

the decision making function. The characteristics of the machine and

the data obviously affect this performance, and they certainly con-
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tribute to the overall cost of the system. But their direct impact

upon decision effectiveness has not been established by the analyses

surveyed.

A number of writers in the field of management information sys-

tems (MIS) have tried to escape the data-centered view (e.g., Will,

1968; Baker, 1964; Emery, 1965; etc.) by making elaborate and careful

distinctions between "information" (as in MIS) and "data" (as in data

retrieval). Their basic notion is that "information" is "data" that

has been retrieved, transformed, or displayed so as to be relevant to

a decision. Such arguments, however, have little force given the

strong popular connotation of data retrieval associated with the word

"information." In order to avoid such semantic problems, some re-

searchers in MIS (e.g., Scott Morton) have adopted the phrase "manage-

ment decision systems" to describe the field.

It must be recognized, of course, that the problems of establish-

ing performance measures or normative models of MMDS for problem

solving are formidable. Without some reasonable model of expected be-

havior of a MMDS, one has little basis a priori for assessing the value

of particular bits of data or particular processing functions.

Unfortunately the visible literature of man-machine decision sys-

tems is rather small, despite the extraordinary growth in use of inter-

active computers over the past 5-10 years. Even now, MMDS are not yet

widely viewed or studied as systems. Rather, the computer and human

components of the system still are often treated separately (with the
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human component receiving relatively little attention) to the detriment

of our understanding of the total system. This situation was lamented

by Anshen (1962, pp. 74-75), who argues for the "adoption of a larger

frame of reference than most technical specialists are inclined to use,

a recognition of the human and functional interplay." Still, as recent-

ly as 1965, Carroll pointed out that the growing set of beliefs about

the value of MNDS "have been rigorously demonstrated neither in the

laboratory nor in the field" (Carroll, 1965, p. 2). If the word "rig-

orous" is emphasized, the observation may be equally true today. At

about the same time, Ruth Davis conducted an excellent comprehensive

survey of "man-machine communication" and arrived at a conclusion sim-

ilar to Carroll's:

It would appear that although man-machine interaction
may eventually revolutionize problem-solving, even the
leaders in the field are just taking their first hesitant
steps into the deep unknown of joint human-computer problem-
solving techniques.

(Davis, 1966, p. 243)

Even in 1967, a comprehensive survey of the literature by Sackman re-

veals little substantial progress:

The literature review reveals a large and growing ex-
perimental lag between the extension of information ser-
vices and verified knowledge of user performance. Except
for several statistical studies of users (largely for cen-
tral system cost-accounting), and except for a few experi-
mental investigations comparing online against offline per-
formance of users, there are virtually no empirical studies
in the literature... The experimental lag is apparently en-
demic to the entire field of man-computer communication.

(Sackman, 1967, p. 1)
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The survey indicates that what Sackman calls "innovation studies" (re-

ports of a demonstrated man-machine interaction capability in a partic-

ular area) were rampant, whereas rigorous evaluations of user effec-

tiveness were practically non-existent.

This is not to say that there is any dearth of assertions of user

effectiveness. In the area of on-line programming, recent time-shared

computer advertisements claim increases in programming efficiency "up

to 40%," while others go so far as to say: "human productivity in a

time-sharing environment has clearly risen by a factor at least as

large as five, with some optimistic surveys raising the productivity

factor as high as a hundred" (Weil, 1965, p. 58). These writers were

primarily concerned with on-line programming systems, but Parkhill's

enthusiasm is more general:

Now that interactive processing has become practical for
even the largest computers, some exciting prospects are
opening up, prospects in which the computer's enormous
manipulative and computational powers will be fully melded
with the imagination, intuition, and evaluative capabili-
ties of man. Under such circumstances, the computer will
become a powerful intelligence amplifier, multiplying by
orders of magnitude the capabilities of the man's mind
and giving him the freedom to explore in depth the most
complex ramifications of his hunches.

(Parkhill, 1966, p. 162)

Such enthusiasm has been tempered by the rebuttals of early crit-

ics, such as John Dearden. Dearden, in his article, "Myth of Real-Time

Management Information" (1966), suggests that on-line, real-time com-

puter systems may not be the end-all solution to management decision
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problems. He points out that although such systems may improve de-

cision performance for certain classes of problems (e.g., simulation

for strategic planning), they could very well worsen performance in

many others. Basically, he argues soundly that a careful cost-effec-

tiveness assessment of such systems must not be forgotten in a head-

long rush to put a computer terminal on every manager's desk. On the

other hand, Dearden has a tendency to limit his view of "on-line, real-

time systems" to cover only data retrieval systems, rather than sys-

tems with accessible and flexible processing power as well, and he

often fails to see the full implications of such systems for total de-

cision system restructuring.

Nonetheless, the evidence does suggest very little effect on man-

agement decision making by interactive computer systems thus far. Al-

though there have been a number of field surveys of the significance

and impact of the computer in industry (Garrity, 1963; McKinsey and

Company, 1968; Dow Jones and Company, 1969), only Brady's study of 100

top executives directly faces the question of computer impact on man-

agement decision making (Brady, 1967). His research yielded no in-

stance of direct use of the computer by top management for decision

making. In fact, he only rarely found a manager who used computer re-

sults in the same format as produced by the machine--there was in most

cases intermediate processing by staff and middle management before the

executive saw the result. He does, however, predict that this condi-

tion will not continue: "I believe that by 1975 the computer will have
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had a substantial impact on top executives' decision making..." (Brady,

1967, p. 74). Beyond expected advances in hardware, Brady attributes

his prediction to anticipated breakthroughs in "decision analysis."

Outside of the management area, however, significant capabilities

for interactive problem solving have been demonstrated. The classic

early example of such systems is Sutherland's Sketchpad, a two-dimen-

sional graphic computer-based design facility (Sutherland, 1963). Also,

McLaughlin (1967) cites an analytical study that indicated a total re-

duction in shiphull design time by a computer-aided-design system from

40 to 4 hours, as well as several unofficial estimates of actual ex-

perienced computer-aided reduction in integrated circuit design time

from 124 to 24 man-hours and in telemetry data reduction from 29 to 1

man-day.

Beyond the systems for data retrieval and computer-aided design

already mentioned, on-line systems have also been demonstrated for

numerical and non-numerical analysis (Kaplow et al, 1966; Martin,

1967), interactive budgeting (Ness, 1968), statistical analysis of

large files of data (Miller, 1967; McIntosh and Griffel, 1968), admin-

istration and analysis of psychological tests for intelligence

(Elithorn and Telford, 1969) ad hoc costing of manufacturing products

(Morton and McCosh, 1968), and monitoring and control of space vehicle

pre-launch checkout (Chesler and Turn, 1967a and 1967b), as well as

surveys of other such systems (e.g., Licklider, 1965b). Several early

demonstrated systems deal with general on-line aids to the process of
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diagnosis, using Bayesian decision theory (Shuford, 1964; Edwards,

1964a and 1964b; Schum, 1966), and later systems have been applied to

the areas of medical diagnosis (Gorry, 1967; Betaque and Gorry, 1969)

and juvenile probation decision making (McEachern and Newman, 1969).

Despite the large and growing number of such demonstrated sys-

tems, there have been relatively few attempts to study their detailed

impact on human problem-solving behavior, apart from a few external

measures of their effectiveness. But interest in the detailed de-

cision making behavior of MMDS has been growing (e.g., Charnes and

Cooper, 1965; Oettinger, 1965). Experimental MMDS studies have been

conducted by Ferguson and Jones (1969), Wilkins (1968), and important

field studies have been carried out by McKenney (1967) and Scott Morton

(1967). The specific results of these studies will be discussed later

within the general decision system framework.

Although such MMDS research is growing, however, there still is

no recognized body of theory as such. Sackman describes what he calls

a "general theory of man-machine digital systems" (Sackman, 1968b,

p. 527); but this theory is, in fact, composed of a set of very gen-

eral normative ideas for the design of MMDS, rather than a set of op-

erational hypotheses about their behavior. (Sackman's "theory" will

be discussed in Chapter 4 on the design of MMDS.)

In order to build toward such a theory of MMDS, the next section

reviews several models of decision making. It then proposes a hybrid

model for use in the general decision system framework of this chapter.
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3.3 Models for Decision and Decision Making

This section will introduce several models for decision and de-

cision making, both normative and descriptive, as well as other be-

havioral theory that is relevant to the theory of MMDS. The terms,

"decision task" and "problem" will be used synonomously, as will

"decision making" and "problem solving." In other words, with Simon

(1960), a very broad view of the meaning of "decision making" is taken

here, carrying it far beyond its typical connotation of having to do

with the processes of choice alone.

Very loosely, a problem will be defined as a gap between goal and

status; whereas problem solving will represent action aimed toward re-

ducing that gap in some working "problem space." This is a definition

derived from the so-called information-processing school of cognitive

psychology (e.g., see Newell, 1966).

Classes of Decision Task

A primary dimension that will be used in classifying decision

tasks is represented by the spectrum from programmed to non-programmed

decisions. This spectrum is introduced by Simon (1960), and is an-

alogous to the structured versus unstructured spectrum used by others

(e.g., Scott Morton, 1968, p. 4). A "programmed" decision connotes

decision making that is algorithmic, definite, or capable of complete

specification; "non-programmed" connotes decision making that is sub-

jective, vague, judgmental, or intuitive. Note that a sufficient
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condition that a decision be viewed as non-programmed is that it have

a non-programmed component to the decision process; on the other hand,

the fact that a decision is non-programmed does not necessarily imply

that it contains no programmed functions. This last point, as has been

suggested before, has implications for the potential of MMDM to allow

the machine to assume some programmed functions in a basically non-

programmed task.

Although this spectrum is itself rather subjective, one can speak

with some confidence of more and less programmed decisions. For ex-

ample, search for alternative problem solutions within a given solution

space is a more programmed decision function (in the sense of involving

more explicit rules and criteria) than is the search for alternative

solution spaces.

Ackoff adopts a measure very similar to programmed versus non-

programmed when he classifies decisions into three main groups, in

order of increasing lack of structure:

a. Decisions for which adequate models are available, or
can be constructed, from which optimal (or near optimal)
solutions can be derived. In such cases the decision
process itself should be incorporated into the informa-
tion system thereby converting it (at least partially)
to a control system. A decision model identifies what
information is required and hence what information is
relevant.

b. Decisions for which adequate models can be constructed
but from which optimal solutions cannot be extracted.
Here some kind of heuristic or search procedure should
be provided even if it consists of no more than com-
puterized trial and error. A simulation of the model
will, as a minimum, permit comparison of proposed
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alternative solutions. Here too the model specifies
what information is required.

c. Decisions for which adequate models cannot be con-
structed. Research is required here to determine
what information is relevant. If decision making
cannot be delayed for completion of such research
or the decision's effect is not large enough to

justify the cost of research, then judgment must
be used to "guess" what information is relevant.
It may be possible to make explicit the implicit
model used by the decision maker and treat it as
a model of type (b).

(Ackoff, p. B-154)

He recommends a man-machine system as providing the most flexible and

adaptive approach to the last two groups. The implication is that the

MMDS for decision type (b) will involve stored and accessible models

in the machine, whereas for decision type (c) it would primarily pro-

vide search tools for scanning and manipulating the data base.

Another useful dimension of decision tasks involves the spectrum

from simple to complex, a measure of the number of variables and of

their interrelationships in a given problem situation (Scott Morton,

1968). Note that complexity does not necessarily imply a non-pro-

grammed decision although complexity may force a non-programmed ap-

proach to an otherwise clearly defined problem. The classic example

is chess, a very rigorously structured game, which could be played

in a perfectly programmed, but practically infeasible manner. In

other words, the sheer combinatorial complexity of this very struc-

tured problem requires judgmental approaches if reasonable progress

is to be made. This is also an example of an optimal approach to a



57 -

problem in a narrow sense (e.g., exhaustive search) being a quite non-

optimal approach in a larger sense.

In summary, two general dimensions of a decision task have been

identified. The first is the spectrum from simple to complex; the

second is the range from programmed to non-programmed.

Models for Decision Making

Models for decision making range from the normative to the des-

criptive. Normative decision models and techniques are discussed

throughout the literature of economics, management science, and oper-

ations research, and a broad survey of these will not be conducted

here. It should be noted, however, that most of these normative ap-

proaches require relatively well structured decision tasks if they

are to be applied effectively. "Rationality" in decision making im-

plies conforming to such normative procedures in decisions with

clearly defined goals, task structures, and constraints--hence, the

meaning of "rationality" outside the realm of relatively well defined

decision tasks is not very clear, nor is what constitutes "good" or

"bad" decision making. Developing good or normative procedures for

a non-programmed decision is a highly non-programmed process itself,

involving judgment and sensitivity in designing and applying decision

aids and heuristics. It is too simple to conclude that a given de-

cision was irrational by a consideration only of the explicit, well

defined aspects of the problem. Hence Simon (1955) argues for sub-

i
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stitution of a notion of "approximate" or "limited" rationality in

place of the classical "global" rationality of economic man when

facing fundamentally unstructured tasks.

The classic normative decision theory model focuses primarily

upon choice of the optimum alternative among an array of alterna-

tives. At its simplest, the required elements and parameters of the

decision theory model for any given decision are the following:

1. All relevant alternatives, A n;

2. All relevant possible "states of nature," Sm

3. The utilities to the decision maker of each

alternative-state combination, U

4. The conditional probabilities for all alternative

states, P(S /A).
m n

In such a decision task, a rational decision maker is one who chooses

to maximize his expected utility. Unfortunately, in most real and

non-programmed decision situations, the four "givens" above are prac-

tically impossible to generate. Although formal approaches to elic-

iting logically consistent subjective probabilities and decision

maker utilities are discussed in the literature, approaches to the

other two steps of (1) generation of alternatives, and (2) generation

of relevant states of nature are not so well developed except in highly

bounded and structured situations. In addition, beyond issues of al-

ternative solution generation, the processes of problem recognition
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are not treated in this model at all. In other words, the requirements

of this decision theory model may be difficult, if not impossible, to

meet for many real problems. Therefore, a somewhat qualified notion of

what is normative decision making is required in light of limited tech-

nological, economic, and human cognitive resources and of the unstruc-

tured nature of many real decisions of significance.

A more descriptive model of human decision making is that of Simon

(1960), which is representative of a class of similar models (see, e.g.,

Kotler, 1967, or Dill, 1964). Simon's characterization involves the

following three phases:

Intelligence: the scanning of the environment and collecting
of information on various trends; then the rec-
ognition of problems as gaps between actual
status and goals or normative criteria.

Design: the search for alternative means of solving the
problem and/or development of methods to ex-
ploit the opportunity.

Choice: the evaluation and selection of one of the al-
ternatives.

Simon makes the point that these functions are both iterative and re-

cursive in any real decision process.

Soelberg introduces a similar model for non-programmed decision

making, but with more detailed phases:

1. Participation

2. Recognition and Definition

3. Understanding
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4. Design and Evaluation

5. Choice Reduction

6. Implementation

7. Feedback and Control

Aside from the further explication of Simon's three phases, Soelberg

explicitly introduces in his model the phases of (1) commitment and

goal setting, (2) implementation, and (3) control.

Another view of problem solving is that embodied in the General

Problem Solver (GPS) of Newell, Shaw and Simon (1958, 1959). The

basic notion in their model is that of defining a problem as a differ-

ence between current status and some desired state, or goal, and ap-

plying operators to the problem situation to reduce that difference.

Imbedded in the theory are several useful heuristics; one of these is

called means-end analysis. This heuristic refers to the factoring of

the problem by treating means or operators at one level as subgoals,

or ends, for a lower level; thus hierarchy is introduced into the

problem solving process.

Note that means-end analysis implies another heuristic--working

backwards. In other words, one need not solve a problem by working

in one direction only, by applying operators to current status to

bring it closer to the goal state. The aim is to discover the "map"

(and the associated set of operators) in the problem space that leads

clearly from status to goal. Once can discover this map as easily in

principle by applying (reversible) operators to the goal state to
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bring it closer to status.

Another heuristic is that of abstraction, (or the "planning

method") the screening of some complexity from the problem situation,

solving the resulting simpler problem, and then introducing real com-

plexity back into the situation, attempting to maintain a feasible

solution.

Note that there is no guarantee in this process that the problem

solving procedure will be optimal, or will even find a solution. The

particular alternative solution paths that are explored depend upon

the way differences are perceived and measured, and upon the way oper-

ators and differences are associated, as well as upon the organization

of the heuristics mentioned above. By attending to differences in the

right order and associating operators in the right order, GPS could be

quite efficient; these ordering rules, however, are heuristics and in

general do not yield optimal performance.

Elsewhere, Newell refers to GPS as a version of the "heuristic

search" model of problem solving, where means-end analysis is the

prime search technique (Newell, 1966). He emphasizes that the choice

of search space is key in this process, and is little understood.

To summarize, GPS has three basic components:

1. a memory for holding and associating information;

2. a set of basic operators, which are used to pro-

cess the information stored in the memory;

I
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3. a set of rules for combining the basic operators

into decision making models or procedures.

Thus the theory of decision making represented by GPS suggests that

complex human decision mechanisms can be broken down into these prim-

itive elements.

Another model of human problem solving behavior is that of Miller,

Galanter, and Pribram (1960). Despite the differences in terminology,

however, this model is quite similar to GPS (e.g., "Plans" for "pro-

grams of operators" and "Images" for "current status" or "desired

state") with its emphasis upon heuristic search. Their work relates

to Soelberg's also in their proposal of a continuous "background" ac-

tivity aimed at improving Images or models, and at initial problem

recognition and understanding. They further relate to Newell in their

assertion of the importance of problem representation to problem

solving--that once the Image is "correct," the Plan follows almost

automatically.

In fact, Miller et al assert that humans are much less capable

of thinking explicitly about their Plans than about Images:

... the imaginal part of the process is much more access-

ible to awareness than is the part that deals with the
formation of a Plan. An ordinary person almost never
approaches a problem systematically and exhaustively un-
less he has been specifically educated to do so. It is
much more natural for him to visualize what is and what
ought to be and to focus on the gap between them than to
visualize some huge set of alternative possibilities
through which he must search. In other words, the phen-
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omenological aspects of problem-solving are more frequently
connected with alternative Images than with alternative
Plans.

(ibid., p. 174)

Thus their model places emphasis on information gathering and analysis

in order to improve an Image. A problem is that human decision makers

seem to have relatively poor Images of their Plans in unstructured de-

cision situations.

Their concept of a Plan is quite general. Plans can be hierarch-

ical, with metaplans having a capability to generate many Plans. The

higher is the hierarchy, the more heuristic and less rigorous the Plan.

Problem solving, in their view, is the transformation of Images by

Plans such that they become closer to goal Images.

3.4 Synthesis of a General Decision System Framework

This section sketches the synthesis of a general decision system

framework that is held to be useful for analysis of decision systems

in general and for representation and design of MMDS in particular.

This general framework has several major components which are developed

in the sections below. These major components are the following:

1. decision process model;

2. decision system elements;

3. characteristics of decision system inter-

action;

4. processes of decision system adaption.
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It will be argued that these major components constitute a reasonably

complete and general representation of the behavior and content of a

man-machine decision system.

The decision process model encompasses the aggregate phases or

activities of a decision process. The decision system elements rep-

resent the main classes of primitive decision system components or

mechanisms necessary to support the decision behavior summarized in

the process model. These two major components of the framework--the

process model and the system elements--apply generally to decision

systems, both purely human and machine-aided. The third component,

characteristics of decision system interaction, outlines general char-

acteristics relevant to a special kind of decision system involving

interaction between a man and a machine--a MMDS, that is. Finally,

processes of decision system adaption identify the mechanisms for

long run evolution of a decision system, its process and elements,

both in general and for MMDS specifically.

The general components of this framework will be summarized in

the following sections, and each component will be elaborated in de-

tail in Sections 3.6 - 3.19.

Decision Process Model

Several of the models surveyed in the previous section outlined

phases of a decision process, as opposed to mechanisms or components

of the decision system exhibiting the decision behavior. The object
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here is to synthesize a model capable of representing phases of de-

cision making as exhibited by a decision system that involves a

human decision maker (i.e., a MMDS). At the same time, the model

should be general and complete enough to be capable of representing

a wide variety of decision behavior.

It is proposed that Simon's general decision process model of

Intelligence, Design, and Choice satisfies the above criteria. In

order to provide closure and completeness to the model, however, the

additional phases of Implementation and Control will also be adopted,

as suggested by Soelberg's model. Although Simon considers these

last two phases implicit in his model (Simon, 1960), it is useful to

make them explicit as a general representation.

Another character of a decision process beyond these five general

phases is the structure of the phases. In other words, there is no

necessary implication that the five phases are executed in an indepen-

dent and rigid fashion. In fact, there may be a significant amount of

iteration between the phases, as noted by Simon (1960). The additional

characteristic of decision structure is meant to summarize the pattern

of this interaction in any specific situation.

Thus the decision process phases that have been identified are the

following:

1. Intelligence - the process of problem recognition.

2. Design - the process of alternative solution gen-
eration.
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3. Choice - the process of alternative evaluation and
selection.

4. Implementation - the process of putting the chosen
alternative into effect.

5. Control - the process of monitoring, evaluating, and
recognizing problems in the implemented
solution and the decision process itself.

6. Decision Structure - the pattern of iteration in ex-
ecution of the above five phases.

Decision System Components

The review of decision theory of the previous section revealed

two basic kinds of models: the decision process type of models, such

as that just discussed above, and models of decision system components,

such as represented by the GPS of Newell et al (1958), which support

the decision process or behavior. The components of GPS are adopted

here as a complete representation of the general mechanisms of a de-

cision system. These components are the following:

1. Memory - this represents the data structures and
images relevant to the decision task.

2. Operators - these represent the primitive functions
applied to the data structures in memory
in the process of decision-making.

3. Plans - these represent the rules, heuristics,
and models used in combining primitive
operators into problem-solving procedures.

Note that the only difference between these components and those of GPS

is that the term "plans" of Miller et al (1960) has been adopted as a
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name for the third category. In any case, the "plans" of Miller et al

are quite analogous to the rules and heuristics of Newell et al.

These decision system components, then, support the decision be-

havior represented by the process model mentioned earlier. In fact,

they apply through all of the phases of that process model. In other

words, there are specific operators associated with each of the process

phases of intelligence, design, choice, etc. In fact, one might view a

decision system in the form of a matrix having decision phases associ-

ated with columns and decision system components associated with rows,

thus displaying all intersections of process phases and supporting

primitive mechanisms.

Characteristics of Decision System Interaction

One attribute in particular that distinguishes a MMDS from de-

cision systems in general is that the MMDS involves the interaction of

a man and a machine. This is not to say that other decision systems

involve no interaction--in fact, it is difficult to conceive of a de-

cision situation involving a human decision maker where he would not

interact in some way with external information sources or processing

tools. Nonetheless, the MMDS focuses on a special kind of interaction,

that between a man and a computer.

Since this man-computer interaction is one major distinguishing

factor about MMDS, the characteristics of that interaction should

form a significant part of any description of a MMDS. Such a set of
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characteristics should describe the dynamics, structure, media and

language of that interaction, as well as the degree of flexibility

available in these characteristics.

The dynamics of the man-machine interaction shall be referred

to here as the mode of interaction. This characteristic includes

the frequency distribution of message flow in that interaction, as

well as the degree of control over frequency held by the decision

maker.

Similarly, there is a structure of interaction, which speci-

fies the network of communication flows in the interaction of the

decision maker with the machine. For example, does the decision

maker interact directly with the computer, or does he use it via

another human interpreter?

Another aspect of the MMDS is the language and form of inter-

action. In other words, is information being transferred in the

form of natural language, graphics, or computer code? Is the de-

cision maker communicating by means of voice, handwriting, or key-

board?

A further aspect of the interactive process is the flexibility

of interaction. This applies to all of the above characteristics

and refers to the degree of immediately available variety in form,

language, structure, or mode of interaction.

Thus the general characteristics of interaction developed above

are the following:

1. Mode of Interaction.
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2. Structure of Interaction.

3. Language and Form of Interaction.

4. Flexibility of Interaction.

In a sense, these characteristics can be viewed as a set of design

parameters by a MMDS designer. For, in general, the nature of these

characteristics will determine in part the ultimate behavior and per-

formance of the decision system. The precise linkages between these

aspects of interaction and resulting decision system behavior should

be a part of a general theory of MMDS that is directly relevant for

design. The manner in which these MMDS parameters of interaction may

be affected by a designer will be suggested in the detailed discussion

of sections 3.14 - 3.17. In addition, based on the limited experience

with MMDS to date, several hypotheses will be proposed linking these

parameters to MMDS behavior.

Processes of Decision System Adaption

The components of the decision system framework above character-

ize a decision system at some relatively local period in time. Another

general component of a decision system representation should be con-

cerned with the long-run adaption and evolution of the decision system--

its process, components, and characteristics of interaction. These

adaptive processes are analogous to the "planning process control" dis-

cussed by Carroll and Zannetos (1966) as a component of "intelligent

information systems," only here they refer to decision process control.
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The long-run evolution and adaption of a general decision system

involving a human decision maker has to do with the manner in which

the system learns from experience and trains new decision makers based

on that experience. Thus learning and training are important processes

in the long-run adaption of a general decision system.

In the specific case of a MMDS, an important process for adaption

and growth is that by which the system programs aspects of the decision

process or system and transfers them to the machine. This long-run

continual process of explicating and structuring the decision process

will be called decision programming. This is the process by which the

line of demarcation in the "division of labor" between man and machine

is shifted over time. In particular, the process is concerned with the

shift of data structures, operators, and plans to the machine.

Note that these adaptive processes apply to all elements of the

decision system identified earlier. That is, these processes are con-

cerned with evolution in decision structure, in plans and operators, in

language of interaction, etc.

Thus the primary processes identified in the long-run adaption of

the MMDS are the following:

1. Learning and Training.

2. Decision Programming.

Research and evidence relevant to describing these processes are re-

viewed in Sections 3.18 - 3.19, and some possible relationships between
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other characteristics of the MMDS identified earlier and these pro-

cesses are proposed.

3.5 The General Decision System Framework

The general decision system framework synthesized in the previous

section is outlined below. This framework will be elaborated, element

by element, in the following sections. The framework will be used to

classify and organize theory, empirical research, and experience that

is relevant to a theory of MMDS. The aim is to produce a summary of

MMDS theory and evidence, such as it is, in a form that will be useful

to the researcher and designer in the analysis, representation, and

design of MMDS.

The elements of the general decision system framework are the

following:

A. Decision Process Phases

1. Intelligence

2. Design

3. Choice

4. Implementation

5. Control

6. Decision Process Structure

B. Decision System Components

1. Memory

2. Operators

3. Plans
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C. Characteristics of Man-Machine Interaction

1. Mode of Interaction

2. Structure of Interaction

3. Language and Form of Interaction

4. Flexibility of Interaction

D. Decision System Adaptive Processes

1. Learning and Training

2. Decision Programming

It is not argued here that this is the only such decision system

framework, nor that it is necessarily the best for any particular pur-

pose. On the other hand, it is argued that it is reasonably complete

in summarizing the salient characteristics of MMDS content and be-

havior. So far, it has survived every attempt by this investigator to

come up with another significant MMDS element or characteristic that

does not fall easily within one of the existing categories of the

framework. In addition, it has proven adequate as a framework for

classifying and organizing the MMDS literature surveyed in this chap-

ter; in other words, the theory and evidence of MMDS behavior to date

falls conveniently within this framework.

It should also be noted that no single aspect of this framework

is particularly unique in its application to decision systems. (For

example, Scott Morton [1967] applied Simon's three-phase decision

process model in the design and analysis of his MMDS.) Nonetheless,



-73 -

the synthesis of the complete framework and its application in the an-

alysis and design of MMDS here are unique. The value of this frame-

work in the process of MMDS design, in particular, will be argued and

evaluated in Chapters 4 - 6. It will be noted that problems found in

early MMDS designs can be attributed in part to a focus of attention

upon only parts of this framework to the exclusion of a comprehensive

view.

In the sections that follow, each element of the framework will

be treated individually. Each section will survey and organize theory

and evidence relevant to the particular element of the framework from

research on MMDS and human decision making in general. In addition,

each section will suggest some of the key dimensions or attributes

which might characterize each element of the framework. It is these

attributes which begin to describe the state and behavior of a MMDS.

Many of them represent control parameters to the designer, who must

select their "values" for a given design based on his prediction (or

intuition) as to their effect on ultimate MMDS behavior.

For the designer to have much confidence in his "prediction,"

of course, he requires a model or theory of MMDS. As stated before,

a comprehensive theory does not exist. This decision framework,

however, represents a step toward this theory by identifying some of

the key characteristics of a MMDS. In addition, several of the

following sections propose tentative hypotheses relating some of these

characteristics to MMDS behavior and performance.

I



-74 -

3.6 Intelligence

The Intelligence phase of decision making has been defined earlier

as involving the scanning of task environment and the recognition of

problems in that environment as deviations from goals or normative

models.

Relevant Research

Problem recognition is defined as a gap between status and goal.

One typically expects to recognize a problem by spotting a situation

whose status has drifted away from some set of normative criteria. It

should be noted that another way of recognizing a problem is by en-

countering an opportunity which stimulates a modification of one's nor-

mative model, thus causing a gap. The former has been referred to as

a "need-means" process, and the latter a "means-need" process (Utter-

back, 1968). The "means-need" opportunities, may affect the evolution

of one's goals. Note that for such opportunity-stimulated innovation

to take place, however the opportunity or means must not only be per-

ceived, but it must be associated with the right problem. This process

of association of means (or operations) with problems is a key function

in the GPS of Newell et al, yet it has received little attention in the

>) context of opportunity-stimulated problem recognition. The work of

Marquis and his colleagues in the study of sources of innovation is a

notable exception (e.g., Myers and Marquis, 1969). Note that oppor-

tunity-stimulated problem recognition is not the same as recognizing a
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problem via use of an "extra-organizational model" or "other people's

models" as described by Pounds (1969). Pounds is referring to the

adoption of a normative model from an external source. The opportu-

nity-stimulated process refers to identification of a new mechanism,

association of that mechanism with a problem situation, construction

of a new model of the situation using the new mechanism, which sets

higher standards than previous normative models, and thus defines a

problem.

Goals, of course, are pervasive in their importance in decision

making. They are relevant to Intelligence, to aid in problem recog-

nition, to Design, as a guide to alternative search, and to Choice

as determinants of selection criteria. In real decision making, the

application of goals may be less rigorous than in classical decision

theory. Humans are often guilty of sequential attendance to goals,

rather than attempting to find a solution that maximizes some total

of performance along all goal dimensions simultaneously (March and

Simon, 1958).

The determinants of any given decision maker's goals at any point

in time are quite complex. They may be partly a function of his per-

sonal goals, as well as of the organizational constraints relevant

for his particular role (Simon, 1964). Simon also introduces the no-

tion that some goals may be used in alternative solution generation,

while others are useful in evaluation. Soelberg (1967c) hypothesizes

that a decision maker has only a few primary goal attributes which,



- 76 -

if satisfied, would dominate all other goal considerations.

Functions of Intelligence

The decision phase of intelligence involves the recognition of

problems by comparing status measures with goal-related criteria.

Thus the following major functions should be served by a decision

system in the intelligence phase:

1. Status monitoring.

2. Goal and standard monitoring.

3. Status - standard comparison.

4. Problem definition.

Each of these functions may be performed by a variety of specific

mechanisms in a decision system. The resulting behavior for each

function may also exhibit a variety of characteristics. Finally, the

specific mechanisms and behavioral characteristics of each function

will have an impact on both the intelligence phase as well as on over-

all decision system behavior and performance. Some possible mechanisms

with associated characteristics relevant to these functions will be

suggested here, and several hypotheses will be proposed as to their

effects on decision system behavior.

For example, status monitoring may be performed by such mechan-

isms as direct observation, formal report, graphic display, and the

like. The use of these mechanisms may be characterized by such dimen-
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sions as frequency, duration, range, level of detail, etc.

Goal and standard monitoring, on the other hand, involves the def-

inition and maintenance of the decision system's structure of goals,

criteria, and standards of performance. This structure may be charac-

terized by its consistency, complexity, degree of rigor, etc. The

mechanisms by which the system maintains this structure, however, are

very poorly understood, and the descriptive literature on the subject

is relatively small. Nonetheless, the attributes of the decision sys-

tem's goal structure are clearly important to its performance.

Status-goal comparison may occur given new information on either

goals or status, or some indication that either may have changed. The

goal attendance (or criteria application) may be sequential or parallel.

The comparison mechanisms may be subjective, rigorous, graphic, numeric,

detailed, aggregated, etc.

Problem definition occurs as gaps are sensed between status and

goals. This problem definition may be either "opportunity-stimulated"

or "need-stimulated." The definition could be in terms of global goals

or local criteria. The problem recognized could be vaguely or clearly

defined.

In a specific MMDS design, it is conceivable that several of these

Intelligence functions could be programmed and very efficiently per-

formed by the machine. For example, given normal human undependability

in uniform goal attention it may be that a programmed status monitoring

and periodic status-goal comparison facility could allow the system to
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define certain problems more efficiently and currently. This could go

so far as to define "problems" based on statistically significant

status variations, along the lines of the suggestions of Zannetos

(1966a).

These functions, mechanisms, and attributes of Intelligence are

some of the characteristics of a MMDS that the researcher should study

and the designer should be aware of. Just how these characteristics

actually affect MMDS behavior is not clear in general and has been di-

rectly observed in only very few special cases. Therefore, with the

current state of the theory, the MMDS designer has little to go on be-

sides intuition in structuring these mechanisms of Intelligence for

any given decision system. Still, this preliminary list of functions

and mechanisms at least give him a comprehensive view of some of the

relevant Intelligence parameters of his design, whether all of them

are controllable or not. If he formalizes his design intuition in the

form of explicit design assumptions and expectations, and he controls

on them after MMDS implementation, however, he will contribute to the

development of a theory of MMDS.

One very simple hypothesis, for example, could be the following:

given a decision system which allows the decision maker easier access

to current status information, the decision system will tend to ex-

hibit more status monitoring activity. In other words, if a decision

system appears defective in the sense that problems are not recognized

immediately enough, the MMDS designer might aim to make status infor-
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mation access easier and more timely for the decision maker.

Another MMDS design expectation might be this: given status-goal

comparison mechanisms that operate on relatively aggregate dimensions

of status, then the decision system will tend to define problems more

in aggregate terms than local, detailed discrepancies. If the decision

system appears to be defective in an excessive focus on very local and

narrowly defined problems, then an MMDS designer might attack the prob-

lem by providing status-goal comparison mechanisms and comparison stan-

dards that make overall or aggregate dimensions more salient to the de-

cision maker.

Other such expectations or hypotheses as to effects of specific

MMDS Intelligence mechanisms on decision system behavior can be gener-

ated readily for a specific decision task environment, as will be dem-

onstrated in Chapter 5. Whether or not such expected behavior is

judged as desirable or not, of course, depends upon the specific sit-

uation. For example, more problem search activity is not necessarily

good per se unless the value of more problems discovered is judged to

be worth the cost of the mechanisms to allow and encourage such acti-

vity. Since such hypotheses are expected to be task dependent, no

attempt will be made here to generate a list of them. Rather, specific

MMDS hypotheses are generated in light of the specific decision task of

portfolio analysis and revision in Chapter 5.

3.7 Design

The Design phase of decision making was defined earlier as in-
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volving search for and construction of alternative solutions to the

problem defined in the Intelligence phase.

Relevant Research

Search processes are fundamental to decision making and to the

design phase in particular. A decision maker at different times may

search for problems, models, alternative solutions, and even for al-

ternative criteria. The search for and design of models relates to

understanding, learning, and the "background" improvement of Images

mentioned by Miller et al (1960).

Newell emphasizes the importance of search process in the "heur-

istic search" model of decision making embodied in the GPS:

Without excessive oversimplification, it may be asserted
that all the successes so far in problem solving programs
have come from the investigator choosing a task, discover-
ing a suitable problem space, and programming a computer
to search for solutions in this problem space.. .More gen-
erally, it is a common notion that hard problems are solved
by finding new "viewpoints"; i.e., new problem spaces. In
human problem solving different people use different prob-
lem spaces, especially in regard to the operators that are
available. Not surprisingly, those with objectively more
powerful spaces do better.

(Newell, 1966, p. 20)

He proposes that a more general model of problem solving must treat

processes of search for and selection of problem spaces, and for

translation to and from problem spaces. Note that, the abstraction

heuristic mentioned earlier in fact involves translation from a com-

plex problem space to a simpler one and back again. Newell's purpose
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is to raise some of the issues of representational forms for problem

spaces. Specifically, he discusses the qualities of efficiency and

generality of problem space. Although by no means rigorous, the

quality of efficiency suggests problem spaces which allow for (1) simple

discrimination between success and failure, (2) concise formulation of

powerful operators, and (3) easy elimination of irrelevant detail.

Newell points out that there are no general rules for design of such

problem spaces.

The converse of representation of one task in several problem

spaces is representation of several tasks in one space. This raises

the issue of generality, or how to construct a problem solving system

to solve many problems if it is incapable of modifying its problem

space significantly (e.g., GPS).

Soelberg's research delves deeply into search processes (Soelberg,

1967a, 1967b, 1967c). He identifies three basic forms of search for

new alternatives: (1) "hunt and find" (HF) type search; (2) "generate

and screen" (GS) type search; (3) "design, test, and modify" (DTM) type

search (Soelberg, 1967a, pg. VI-30). HF-type search is that described

by aspiration level models (such as Simon's satisficing), where new

alternatives are identified by search one at a time and evaluated se-

quentially.

DTM-type search occurs in problems characterized by lack of a well-

structured definition of the problem space and a lack of effective al-

ternative generation mechanisms. Examples are R&D problems, market
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strategy design, reorganization design problems, etc. The basic mode

is that of designing one complex alternative, testing it by applying

goal criteria, modifying the alternative to better fit the criteria

(or modifying the criteria), and so on. In other words, the problem

solving takes on the character of a large iterative design exercise

with increasing detail introduced at each iteration, as well as some

factoring of the problem.

GS-type search has received primary attention in Soelberg's re-

search. This search behavior is characterized by a relatively passive

role for the decision maker after he has set his active alternative

generators in motion, parallel presentation and evaluation of multiple

alternatives, and successive screening of alternatives by a sequence

of goal-attribute criteria, resulting in an "active roster" of a small

number of alternatives for the final choice phase. Examples of this

type of decision are job choice upon graduation, plant location, major

equipment purchasing, etc. There are a number of distinctions between

this type of problem solving and that of the satisficing model. One

is the parallelism of search and of evaluation; i.e., a cycle of search

within each generated alternative and evaluation against non-compared

goal dimensions can be going on simultaneously in a number of alterna-

tives. Also, search does not necessarily terminate as soon as a sat-

isfactory alternative is identified; several acceptable alternatives

may be placed in the final "active roster."

Cyert and March (1963) introduce the notion that the investment

I
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of energy in search for or design of an alternative creates a commit-

ment of the decision maker to that alternative which goes beyond its

inherent value. Whitehead reiterates this point and relates it to a

need to avoid uncertainty by committing to the already explored alter-

native (Whitehead, 1967, pp. 97-98). Allen (1966) has observed this

commitment effect in research and development projects.

In the area of MMDS research, Carroll proposes that the processes

of solution search in particular may be aided by a machine, allowing

for the explicit consideration of many more alternatives than otherwise

possible (Carroll, 1965, p. 3). In fact, machine-aided search may

allow for less dependence on human heuristics for limiting search space

and alternatives considered. Of course, the relative effectiveness of

such MMDS search activity depends in part upon the costs of machine

search and the quality of the human heuristics. As a rough hypothesis,

however, one would expect generally that the human might be relatively

better at defining search spaces and the machine relatively better at

search within a defined space. The degree of man-machine interaction

during search will depend in part upon the degree of definition of

solution criteria; i.e., if criteria are well defined, search is more

programmed and may proceed with a minimum of dialogue with the man.

Carroll hypothesizes that another advantage of a MMDS with power-

ful search facilities is that it allows solution search to be deferred

until a decision actually must be made (Carroll, 1965, p. 20). In

other words, it can avoid a necessity for excessive pre-planning and

I
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generation of alternatives before adequate information for the partic-

ular decision is available. It can make the decision system more flex-

ible and capable of adaptation to the unique variations of each de-

cision encountered from the general class of decisions under consider-

ation. For example, without such an on-line search facility, the

common approach is, in effect, to conduct a limited number of pre-

planned and regularly scheduled searches (e.g., periodic reports). The

typical result is then that the human decision maker must adapt his de-

cision process to the available search reports, to their content and

format, not vice versa. For highly programmed decisions, this sort of

pre-planning may in fact be most efficient; but the opportunity costs

of extending such an approach to unstructured decisions may be very

high indeed.

The results of a MMDS study by Scott Morton (1967) are particu-

larly relevant for the design phase of decision making. His field

study is the first known major study of MMDS used by responsible de-

cision makers in a live, unstructured decision situation. Basically

he provided the marketing manager, the market planning manager, and

the production manager of the Laundry Division of Westinghouse with

an interactive CRT system for aiding in monthly design of a 12-month

rolling sales forecast and production plan. Scott Morton focused his

analysis upon the changes in decision process, going beyond many pre-

vious studies which attended mainly to external performance measures.

The major impacts of the addition of the terminal system were the
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specification of search spaces.

search for design components.

design of alternative solutions.

pre-screening of possible alternatives.

The actual performance of these functions may follow different modes
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following:

1. Time. The elapsed time for monthly solution was re-

duced from 25 days to 1/2 day; the man-days from about

6 to 1/2 each.

2. Alternatives. The decision makers previously operated

as extreme "satisficers"--as soon as they found a sat-

isfactory solution, they stopped. With the new system

Scott Morton observed them trying several alternatives

beyond the first feasible schedule, a tendency toward

"optimizing" behavior.

It should be emphasized that Scott Morton was studying a group of

decision makers using an interactive terminal system, and the resulting

group processes make the phenomena he observed more complex and perhaps

different in character than the individual problem solving situations

emphasized in the rest of the literature.

Discussion

The Design phase should involve functions such as the following:
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depending on the type of problem and solution. Soelberg (1967) sug-

gested three: generate and screen (GS), hunt and find (HF), design-

test-modify (DTM). Clearly hybrid forms are possible as well, such

as HF search for solution components with DTM search for a total sol-

ution specification.

The search for alternative solutions may involve search for

bounded search spaces or search within a given search space. As noted

earlier, the form and structure of the search space employed has a sig-

nificant effect upon the type of alternatives generated (Newell, 1966).

Also as mentioned, the form and timing of the search mechanism also

affects significantly the resulting alternatives (Simon, 1966). In

particular, one's mechanisms and perception of search space may affect

dramatically the breadth of search conducted; it is hypothesized that

an ill-defined or poorly perceived search space will result in highly

local search, probably taking the form of incremental modifications

*
to existing status.

In a MMDS, the function of search in a defined space may be

served by a general mechanism for scanning and filtering the space

or set, based on pre-defined criteria. Mechanisms to aid in the

process of solution design, on the other hand, are likely to be very

problem dependent in nature.

*

It is, of course, conceivable that a better perception of the
problem space will show explicitly some previously unanticipated un-
certainties, thus tending to even more conservative and local search.
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One would expect that as some of these functions of searching,

screening, and designing are shifted to the machine, more alternatives

would tend to be generated in the decision making process (McLaughlin,

1967; Carroll, 1965; Simon, 1966; Scott Morton, 1967). Whether or not

having more alternatives generated is good or not, of course, depends

on the particular problem and decision system. In fact, Allen's (1966)

research shows higher performance of research project teams who con-

sider fewer alternatives.

Given a shift to the machine of some functions of solution search

and design, one might expect an increase in all of the following:

1. the area of solution search;

2. the frequency of solution search;

3. the degree of guidance and control of solution

search provided by problem definition in global

goal terms;

4. the number of alternative designs created for

comparison;

5. the relative difference between the designs con-

sidered and the current status.

Here, as elsewhere, there is a danger that shifting functions to the

machine will introduce disfunctional inflexibility into the MMDM be-

havior. In this case, a specific danger lies in defining the search

space too narrowly, biasing MMDS attention away from broader search

and possibly more innovative solutions (e.g., Boehm, 1967).
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3.8 Choice

The choice phase of decision making involves the evaluation, com-

parison, and choice from among the alternatives generated in the design

phase.

Relevant Research

There is a body of psychological literature which pictures human

decision makers as attempting to satisfy a set of aspiration levels,

rather than maximizing some objective function (McWhinney, 1967).

Simon coined the term "satisficing" to describe and contrast this be-

havior to optimizing (Simon, 1957). The basic notion is that the de-

cision maker searches for or generates alternatives, typically one at

a time, until he finds one that is "satisfactory," that fulfills his

aspiration levels. Aspiration levels tend to drift over time, moving

lower with continued lack of success, shifting upward with easy suc-

cess. Also there is a basic tendency for aspiration levels to rise

over time, ceteris paribus, as well as upon encountering outside in-

formation which indicates that other organizations or persons are

doing markedly better on a similar problem even if the exact method of

solution is unknown (March and Simon, 1958, p. 183). One implication

of satisficing behavior is, of course, that the particular solution

achieved (out of several possible satisfactory alternatives) will de-

pend greatly upon the processes of search and goal attention. In a

problem environment characterized by shortage of time, limited cogni-

tive resources, and a constant backlog of problems seeking attention,
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a satisficing procedure could be viewed as an attempt to optimize in

some larger sense.

Research into technical problem solving has supported this notion

of shifting aspiration levels by indicating that goals or criteria are

modified by humans to fit available alternatives in some situations

(Frischmuth and Allen, 1968). That is, when faced with a set of alter-

native solutions, none of which meet current solution criteria, a de-

cision maker has three alternatives:

1. modify an existing alternative to better conform to
the criteria,

2. generate a new alternative, or

3. modify the criteria.

In some cases he will choose the last of these.

Note that satisficing behavior can apply to selection of decision

means (operations) as well as of ends (solutions). A decision maker may

tend to screen out those decision making aids or techniques that are

relatively difficult to employ or to access, even if they are "more nor-

mative" in the abstract, in favor of more primitive approaches which

are more available. In other words, one hypothesis about the impact of

a MMDS is that as more normative decision aids are made easily access-

ible and usable, both decision mechanisms and criteria employed will

tend to shift over time.

Soelberg's study of non-programmed decision making (1967a) indi-

cates that human decision makers may in fact commit to a particular
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alternative before they are willing to admit having made a choice.

This commitment is followed by a "confirmation phase" characterized

by much laboring and anxiety over the choice process on the part of

the decision maker and considerable perceptual and interpretational

distortion of information in favor of the implicitly chosen alterna-

tive. The implication for design of MMDS is that premature commit-

ment to an alternative is a human characteristic which must be anti-

cipated. One way to change this behavior may be to make processes

of search and comparison sufficiently easy to use so that the de-

cision maker develops less early commitment to any single alternative

by virtue of the energy invested in its investigation. In other

words, part of the explanation of the behavior observed by Soelberg

may lie in a human need to avoid the sheer complexity of comparison

of many complicated alternatives along a multitude of non-comparable

dimensions. Provisions of tools and mechanisms to cope with the com-

plexity may allow for changes in decision behavior toward less biased

evaluation and choice.

Risk and uncertainty are important attributes considered in the

evaluation of alternative solutions. The experiments of Edwards in-

dicate that humans do not handle uncertainty according to the "ration-

al" decision theory model:

men are incapable of extracting all of the certainty from

information that Bayes' theorem indicates is in that in-
formation. To put it another way, men are conservative
information processors.

(Edwards et al, 1964, p. 303)
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That is, in complex situations, humans tend to express less conviction

in predicting an uncertain state of nature (e.g., they choose proba-

bilities closer to 0.5 with two alternatives) than would a strict ap-

plication of Bayes' theorem. The results of Soelberg (1967b, p. 25)

in fact suggest that decision makers tend to aggregate uncertainty

into their rating of alternatives along the value attributes of con-

cern. In other words, a human tends not to make decision using "pure"

probability assessments. Soelberg (1967a, p. VI-29) also notes that

uncertainty does relate to search, in the sense that too much perceived

uncertainty on an important goal attribute may trigger further search

within the alternative under consideration.

This basic human conservatism noted by Edwards may be one factor

in explaining human avoidance of risk taking in uncertain situations

noted by Marquis and Reitz (1968). These studies, however, also indi-

cate that groups tend to exhibit riskier (more decisive) behavior than

individuals in the same situation; the explanation appears to be

largely due to the increased familiarity and analytic understanding of

the problem in the group process (Marquis, 1968). These results sug-

gest that a MMDS which allows for more effective analysis of the prob-

lem situation may exhibit more decisiveness and less apparent risk

avoidance.

For NMDS evaluation of complex solution alternatives, Carroll pro-

poses that a model of problem system behavior is invaluable; e.g., with

a simulation model of the problem area, the problem solver may test and

I
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evaluate the hypothetical behavior of alternative solutions via the

simulation (Carroll, 1967, p. 356). This sort of man-machine inter-

action, of course, has already been demonstrated amply via batch com-

puter systems--there has been much less evaluation of such experience

with on-line models. If the human is essential for alternative gen-

eration, the on-line approach does have the advantage of shortening

the cycle of alternative generation, test, and evaluation. This ad-

vantage is particularly great if the alternative search process de-

pends to a significant degree upon the evaluation of immediately

prior alternatives.

Discussion

The choice phase may involve the following functions:

1. criteria selection

2. alternative evaluation

3. alternative comparison

4. alternative selection

It is proposed that a shift of some of these choice functions

to the machine will make evaluation apparently easier for the human

and perhaps lead to evaluating more alternatives and less premature

choice and commitment (Soelberg, 1967). The programming of some

evaluation functions may also make them sufficiently explicit that

some of the distortions involved in building a "rationalizing" de-

cision rule as observed by Soelberg may be precluded. Short of
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complete choice programming, there are a variety of screening, compar-

ison, ranking (multidimensional) and manipulative capabilities that

could be performed by the machine.

The programming of such mechanisms for comparison and choice in

a MMDS could lead to increase in the following:

1. the number of distinct alternatives explicitly
compared before final choice;

2. the number and globality of dimensions of com-
parison.

Once again, the specific effects of programmed choice mechanisms are

likely to be task-dependent. Chapter 5 suggests some specific hypoth-

eses relating to the impact of a MMDS on choice behavior in the con-

text of portfolio management.

3.9 Implementation and Control

The implementation phase of decision making involves the communi-

cation and execution of the chosen solution. Although the process of

implementation is a critical phase in the decision process, it is also

highly task-dependent. Thus it will not be discussed further within

this general framework, except to note that the MMDS designer should

attend to the problems of supporting a smooth transition from choice

to implementation, and he should be sure the decision system possesses

adequate mechanisms for communication and execution of the decision.

The decision function of control involves the sensing of devia-

tions of chosen solutions from expectations and introducing corrective
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actions. In the sense of recognizing problems as gaps between status

and goal (or expectations), the control function bears a strong rela-

tion to the intelligence phase. In fact, it is the control function

which "closes the loop" in the decision model by feeding back new

problems resulting from previous choices which require reiteration

through the decision process. Note that control can operate at least

at two levels:

1. control on implementation;

2. control on the decision process.

The second kind of control implies adaption or modification of the de-

cision process as a function of experience. This phenomenon of de-

cision system evolution and learning is discussed in detail in Section

3.18 on learning and training. Mechanisms for the first sort of con-

trol have already been discussed in Section 3.6 on the intelligence

phase.

3.10 Plans

The components of a decision system which relate to Plans are

the rules, heuristics, criteria, and models by which the decision

system reacts to its task environment and generates procedures to

manipulate it.

Relevant Research

I

With regard to the use of formal models by a human decision
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maker, Little (1970) and Amstutz (1968) have both asserted the impor-

tance of keeping such models understandable to the decision maker who

must rely on them. This assertion receives support from the clinical

study of McKenney (1967). McKenney provided a computation center man-

ager with a simulation model of the center's operations so that the

manager could experiment with new strategies. The model was not avail-

able on-line, but was accessible via a tutor-programmer who modified

the model and interpreted it for the manager. As McKenney notes, "the

only consistent characteristic was change--in both the manager's acti-

vity and the resultant model" (McKenney, 1967, p. 33). Eventually,

however, the model became too complex for the computer center manager

to understand--at that point, he lost faith in it and ceased to make

effective use of it. McKenney asserts that part of the problem was

the fact that the model was written in FORTRAN, which the manager did

not understand, and thus much of the interaction with the model had

to go through the tutor-programmer. This form of interaction even-

tually proved too laborious to maintain user understanding of the com-

plex model, and it broke down. McKenney proposed, in fact, that one

solution would have been to make the model on-line, with a command

language that allowed the elimination of the interpreter intermediary.

The effectiveness of on-line interaction of a decision maker with

a model has been asserted by many (e.g., Carroll, 1967; Emery, 1965).

In fact, a recent experiment indicates that, with an appropriate con-

versational system and language, managers can learn very readily to
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interact effectively with an on-line model in solving a relatively

structured problem (Gerrity and Black, 1970). There has been very

little investigation of man-model interaction for unstructured de-

cision making, however, either inside the laboratory or in the field.

Beyond such programmed models, the programming of decision rules

or procedures may also be of value in a decision system. The research

of Bowman (1963) suggests that decision performance may be improved

simply by making application of a decision rule consistent over time.

Discussion

Plans are defined here as consisting of the models, concepts, and

associations by which a decision maker describes his decision environ-

ment and the rules and heuristics by which he generates and applies

procedures for operating upon those models or other information rele-

vant to the task.

It is clear that some of these models or rules may be programmed

and transferred to a machine in a MMDS. The research surveyed suggests

that this is neither an easy nor a well understood process. However,

given some effective means of interaction, the evidence does suggest

that such a transfer to the machine in a MMDS may allow (1) for use of

more complex, explicit models, and (2) for more consistent application

of particular rules or heuristics. Section 3.19 on decision programming

raises some issues relevant to the mechanics of transferring models and

procedures from man to machine over a period of time.
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3.11 Memory

The function of the Memory in the decision system is to store in-

formation relevant to the decision task and environment in a usefully

accessible form.

Relevant Research

The characteristics of human memory are relevant to the theory and

design of MMDS in the sense that they may place significant constraints

on human problem solving ability. The general theory held by many to-

day is that there are really two human memories--one short-term and the

other semi-permanent with a finite, limited transfer rate from the

former to the latter (Simon, 1969). The short term memory capacity ap-

pears to be quite small, about seven simple items for undistracted mem-

ory (Miller, 1956). The transfer rate from short-term to long-term

memory would appear to be around 5-15 seconds per unfamiliar syllable,

although there has been relatively little study of this phenomenon

(Simon, 1969, p. 37). This relatively long transfer rate forces heavy

reliance on short-term memory for rapid problem solving; and the limited

short-term memory capacity places extremely tight constraints on the

complexity or globality of problem solving strategies the human can ef-

fectively employ. Simon summarizes the limitations of the human infor-

mation processing system:

The evidence is overwhelming that the system is basically
serial in its operation: that it can process only a few
symbols at a time and that the symbols being processed
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must be held in special, limited memory structures whose
content can be changed rapidly. The most striking limits
on subjects' capacities to employ efficient strategies
arise from the very small capacity of the short-term mem-
ory structure and from the relatively long time required
to transfer a chunk of information from short-term to
long-term memory.

(Simon, 1969, p. 53)

These limitations imply a need for machine aid in a MMDS to remember

data, problem solving context, and the alternative problem solving

functions available at every stage in the process. They also imply

need for a machine-aided ability to process, juxtapose, and compare

information that cannot be stored efficiently in the human mind for

processing.

Discussion

The limitations of human memory, especially short-term memory

have been noted. These suggest a significant shift of the task of

remembering to the machine, at least for those data, models, or op-

erators which are sufficiently formalizable and retrievable. This

is particularly true for those data that are manipulated in an ex-

plicit, programmable fashion in the process of problem solving.

Other storage media are available beyond the machine (e.g., hard

copy files), but these can suffer from a lack of flexibility or re-

sponsiveness.

Beyond the simple function of storage is the function of re-

trieval. Human beings are often strikingly good (though erratic)
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at associative information retrieval--they are much less effective at

explicitly defined searches of large data files. This suggests that

the latter function is likely to be more appropriate to shift to the

machine, despite some progress in computer-based associative retrieval

systems.

3.12 Operators

Operators are the primitive functions for retrieving, manipula-

ting, transforming, and displaying information structures relevant to

the decision system.

Relevant Research

Some of the most significant MMDS research in the transfer of de-

cision making operations to the machine was done by Newman and Rogers

(1966). They designed a MMDS for a particular class of problem solving

behavior, inductive reasoning or concept formulation. The experimental

tasks set for the subjects were similar to those employed by others

(e.g., Bruner et al, 1956) in the study of concept formation. There

were two main classes of task. Both began with presentation of a com-

plex pattern of objects (via a CRT terminal) to the subject. The ob-

jective in one class of task was to discover the rule for classifica-

tion which distinguished the given set of objects from some larger set.

The objective of the other group of tasks was to discover the relation-

ship which determined the pattern of objects within the given set. The

I
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latter are much the more complex of the two groups of tasks.

The MMDS provided the subjects with capabilities to screen, man-

ipulate, and transform the symbols displayed to them. These machine

functions were defined by reflection upon the general problem-solving

processes involved as identified by previous research with such tasks.

There were 48 subjects in all, divided into several groups: machine-

aided, non-aided, and control.

One significant result was that the aided group solved more prob-

lems, solved them faster, and made fewer errors (unsuccessful rule

guesses) than the non-aided group. Not only that, but the disparity

in performance between the aided and non-aided group was greater for

the more difficult, relational tasks.

The system aids that supported symbol transformation and recoding

were used more often and with more success than other aids. In partic-

ular, this transformation approach to reducing complexity was preferred

to approaches involving filtering or elimination of portions of the

pattern.

Newman notes in conclusion that "the distinction between objec-

tive and subjective decision making is disappearing" in systems like

the MMDS demonstrated in his experiments; i.e., decisions need no

longer be thought of as either programmed or non-programmed (Simon,

1960), but it can be recognized that any complex decision may have

functions of both sorts and that those functions can be shared be-

tween man and machine as suggested by Licklider (1960). The implica-
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tions of this functional "intertwining" are stated by Newman:

We are going to have to revise our thinking about the
limitations of human performance... If we concentrate
on providing people with computer and display aids
that overcome their limitations--for example, by pro-
viding memory aids, and extending the ability to man-
ipulate, recode, and transform data--then problem
solving and decision making abilities can be expanded
tremendously.. .We presented our subjects with problems
considerably more difficult than those normally used
in psychological experiments. Even so, we found that
these problems could be readily solved, using the com-
puter and display aids, and we had to increase the
level of problem difficulty far beyond what we had at
first anticipated in order to keep the subjects chal-
lenged. There are undoubtedly upper limits to man's
intellectual ability, but we are a long way from de-
termining just where those limits are.

(Newman, 1966, p. 10)

The particular operators employed by Newman and Rogers were func-

tions for recoding symbols, partitioning symbols, filtering symbols,

etc. Scott Morton provided a number of manipulative operators in his

MMDS as well, although he noted that a function for direct comparison

(e.g., by overlaying two graphs) was not included and sorely needed

(Scott Morton, 1967, p. 262).

Discussion

From the theoretical and empirical literature on problem solving,

plus some limited experience with MMDS, the following basic operator

classes have been identified by this investigator as a starting point

for consideration by the MMDS designer:
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1. Display - display a representation of the objects, pattern,

etc. called for.

2. Logical - produce intersections, unions, complements, etc.,

of sets.

3. Filter - eliminate complexity by screening out portions of

a set, image, etc.

4. Compare - allow two or more objects, images, patterns to be

compared directly according to some aspect.

5. Mark - delineate an attribute or aspect of interest to be

highlighted in a complex pattern of objects.

6. Statistical - allow for statistical aggregation of an attri-

bute across some set of objects.

7. Create - create a semi-permanent representation of a new set,

object, image for later use.

8. Delete - allow for permanent deletion of a set, object, image.

9. Ordering - allow for sequential ordering of objects according

to some rule.

10. Distribute - produce frequency distributions for an attribute

across some set of objects (e.g., histogram, scatter plot,

contingency table, etc.).

11. Algebraic - allow for creation or calculation of a new vari-

able as a function of others.

12. Execute - execute a procedure consisting of some string of op-

erators such as those above.
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Some of these operators may be quite primitive, others very complex.

To add to the complexity, the notion of meta-operators (or meta plans)

has been introduced--these are strings of simpler operators executed

as programs.

Clearly, one can conceive of many such operators which are quite

programmable. The key in MNDS design is identifying those programmable

operators (with explicit operands) relevant to the problem of interest.

Man tends to be particularly slow at explicit mental application of

some of the types of operators defined above. With the machine assuming

some of these functions in coordination with a large memory, a very

powerful and complex MMDS can result.

3.13 Decision Structure

Decision structure pertains to the time and interactive relation-

ships between the decision phases outlined in previous sections. It is

characterized by attributes such as degree of iteration, recursion,

consistency, hierarchy in the decision process.

Carroll argues that the form of a decision maker's information

system is a significant factor in determining the structure of his de-

cision process. His logic is as follows:

Decision making is one of the fundamental purposes of a
management organization; the organization is therefore
structurally dependent on the nature of the decisions
and its decision-making entities; decision-making is
manifestly an information dependent process and can
therefore be profoundly affected by new information tech-
nology.

(Carroll, 1967, p. 345)
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This view is supported by psychological research (Bavelas, 1950;

Guetzkow and Simon, 1955), as well as by the theoretical arguments

of Simon (1955). Carroll feels the impact may be particularly great

in the case of MMDS:

Since time-sharing permits a flexible division of labor
between man and machine, as well as a temporal comingling
of the two, it has profound implications for the proced-
ural aspects of decision making.

(Carroll, 1967, p. 351)

Note that this view is in direct contrast to that of Dearden (1966),

whose projections of a limited impact of MMDS appear to be based upon

an assumption that a manager's decision process is static and will

not change significantly with changes in his information processing

tools.

Part of the structural impact that can be expected is that de-

cision making will become more agile and flexible, with previously

rigid phases tending to blur together (Newman and Rogers, 1966). This

notion is supported by the research of Scott Morton, who found a sig-

nificant increase in the degree of iteration through problem solving

phases after his MMDS was installed. He observed that the prior pro-

cess was characterized by a relatively rigid and sequential attention

to the various decision phases; whereas, with the new system, the

phases became more tightly iterative, tending to blur into one another

(Scott Morton, 1967, p. 229).
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3.14 Mode of Interaction

The mode of interaction in a MMDS refers to the frequency and dy-

namics of interaction between the decision maker and computer, as well

as his degree of control over those dynamics.

One representation of this iterative cycle of man-machine inter-

action is the "step-display-look" cycle, first proposed by Yntema

(1964):

1. Step. The man takes an action which changes the

state of data or process relevant to the

problem at hand.

2. Display. The machine calculates and displays the

results of this step.

3. Look. The man perceives and evaluates the result

of his step, and he begins to plan the next

step.

One of the major benefits often argued for highly interactive computer

systems is their ability to reduce the cycle time from "look" to

"look." There are two arguments to support this assertion of the bene-

fit of reducing this cycle.

First, a shorter cycle reduces the amount of preplanning or fore-

sight a person must engage in. In other words, as the time from look

to look grows relatively large and costly, the human user is pressured

to compensate by making his "steps" longer and longer, to attempt to
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plan his analysis or solution further and further ahead. Newman (1966)

asserts that human beings are often not very good at this sort of pre-

planning and that they operate better when they proceed sequentially

with small steps and tighter feedback. Note that this does not mean

that one should take a short-sighted approach to the problem during the

"look" phase; it means that one should not feel overly pressured into

taking long "steps" by the apparent high costs and delays of the "step-

display" phases (e.g., the data entry, calculation, and output phases).

One clear example of this problem is the batch computer programmer who

has such a long delay between run outputs that he feels pressured to

make many debugging changes at once, even trying unlikely alternatives,

at a potentially high additional cost in machine time over a more iter-

ative approach. One danger in shortening the "step-display" cycle is,

of course, that the heightened pace of interaction may lead to a dis-

functional shortening of the creative "look" phase as well, that highly

interactive problem-solving may have an inherent tendency to become

short-sighted. This will be an important phenomenon to observe and

control in any operational MMDS.

The second argument for a shorter look-to-look cycle involves the

"frictional" loss in shifting attention from problem to problem. In

other words, if this cycle time is sufficiently long, the human de-

cision maker will shift his attention to another problem. There seems

to be a certain "set-up cost" involved in getting oneself fully into a

problem again after one has left it. The more a decision maker has to
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shift attention from problem to problem because of the unresponsiveness

of his decision tools, the higher the cumulative costs of start-up he

incurs.

Various writers have suggested the possibility of several modes of

man-machine interaction; where different modes are defined by the amount

of processing and time the man must take between interactions. For ex-

ample, Schrage's (1969) survey indicates that the distribution of user

"think times" typically appears to be hyperexponential, thus indicating

more short responses and more long responses than would be suggested by

a Poisson model. The implication is that there may be two broad classes

of computer message: that which demands a minimal though almost auto-

matic response, and that which requires significant thought. (Alterna-

tively, the implication might be that the human has two characteristic

response modes, one much faster and more automatic than the other.)

Another observation of the survey is that mean user think time appears

to vary greatly among different interactive programs.

On the other hand, evidence reported by Sackman and Gold (1968)

seems to indicate that there is a third significant cycle, that of

hours between console sessions. Their experimental task involved com-

plex model-building with a rigorous payoff function. Their results

show very high jumps in individual user performance between sessions,

with only moderate, incremental improvement within sessions. The in-

ference is that the interactive periods of machine use are largely in-

volved with test and verification of preconceived hypotheses. Roughly,
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one might view the interactive periods as alternative search and eval-

uation within a defined and structured solution space, whereas the

creative periods of seclusion could represent search for and struc-

turing of alternative search spaces. (In other words, the between-

session restructuring of decision rules and policies within the sub-

ject's model could be viewed as the highly unstructured search for

search spaces, while the on-line "tuning" of parameters within a fixed

model and policy structure could be viewed as much more structured

search within a defined space.)

Support is given to this notion that the dynamics of interaction

affects problem solving behavior by the work of Soelberg (described in

Simon, 1966, p. 47):

Two groups of subjects were given a task amounting essen-
tially to discovering the maximum of a function of several
variables in the presence of noise. The first group was
permitted to evaluate the function repeatedly for differ-
ent sets of values of the independent variables, selecting
a new set of values after receiving the results of the
previous choice. The second group was required to make a
batch of, say, ten evaluations at a time, receive the re-
sults of that batch, and then permitted to specify a new
batch. Subjects in the first group almost without excep-
tion conducted local hill-climbing explorations of the
function, taking account on each trial of the results of
the past couple of trials. Subjects in the second group
selected sets of values of the independent variables in
such a way as to carry out a systematic exploration of
the shape of the function.

Either of these two procedures might be the more efficient
for particular classes of functions. The important point
is that they are different, and radically different, and
that the choice was made between them not on a deliberate,
rational basis, but by the impact of the stream of feed-
back information.



F Simon (1966, p. 48) asserts there should be three modes of man-

machine interaction as a result of what he calls minimum human "swap

times." That is, when focused on a topic, a human may be taking steps

in a second or two; when making a change of context within a task

(e.g., to a new solution alternative), he may require minutes; when

making a major context shift (e.g., the design of a major new alter-

native or new problem search space) the time required may be hours.

Thus Simon suggests giving the user the alternatives of:

1. operating in a conversational mode,

2.

3.

operating with a ten to twenty minute turnaround time, or

submitting tasks that will be processed in about a day.

Thus the decision maker should have full control over the dynamics of

interaction, plus a reasonable estimate of when he might expect a re-

sponse in any given mode. The value of such control over dynamics of

interaction is amply established in the psychological literature

(Johnson, 1960) and experience with MMDS (Neisser, 1964; Sackman and

Gold, 1968).

The effects of long response time for certain functions in bias-

ing user selection of system facilities toward fast-response functions

have been established by Scherr (1965, p. 104). This suggests very

strongly that the apparent "economics" of one's problem solving tools

can affect the form of problem solving behavior significantly. Cer-

tainly the results of a large number of on-line programming studies

- 109 -
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have indicated that system users get increasingly uncomfortable and

irritated when average system response increases to ten seconds and

beyond. In addition to length of delay, the uncertainty of an unpre-

dictable delay can have even further negative effects on problem

solving--Sackman and Gold assert that this uncertainty can be at least

as significant a cost as having overly long response times in the first

place.

Certainly Neisser's (1964) studies of Project MAC computer users

seems to indicate that a rapid, controlled pace of man-machine inter-

action can produce improved performance. Neisser suggests that this

improvement seems to come from "psychological continuity," the fact

that a complex programming task need not undergo significant inter-

ruptions while waiting for the machine to perform a highly programmed

function, such as a compilation and test run (Neisser, 1964, p. 9).

One would expect that this psychological continuity effect would be

generalizable to a wide variety of MMDS areas. On the other hand,

Neisser suggests some of the potential costs of such continuity:

(1) easy compilation may encourage sloppiness; (2) easy program mod-

ification may encourage "tinkering" beyond the point of marginal re-

turns.

Introspective analyses by users of other time-sharing systems

tend to support Neisser's main findings. One additional observation,

however, is suggested by the interview of a JOSS user who noted that,

"on one problem, the easy access to computing power led him to post-
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pone a more thoughtful approach that finally succeeded" (Shaw, 1965,

p. 14). This investigator has had similar experiences and has heard

others report them. There appears to be a danger that a time-shared

computer can lead to a detrimental attention bias in at least two

general ways:

1. within a man-machine problem solving situation, the

simple pace and mechanics of the man-machine dialogue

may inhibit rewarding conceptual thought;

2. before beginning problem-solving, the easy availability

of the machine may push overly narrow machine-oriented

solution alternatives to the fore in that uncertain

moment when one is selecting the first step to take.

3.15 Structure of Interaction

The structure of interaction refers to the structure of the net-

work via which the decision maker interacts with his tools and envir-

onment. Of particular concern here, of course, is how he interacts

with the computer: directly, or via an intermediary.

Certainly the notion of a MMDS suggests a totally different man-

machine structure in use of the computer in problem solving than has

been common to date. Weil suggests one aspect of this difference:

Too often in the history of computer usage, the mech-
anics of problem solution have been mistaken for the
problem itself. Now almost certainly, time-sharing
will divorce the mechanics of the computer system from
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the techniques of problem solving, and in so doing, it
will remove the thick layer of technologists who have
grown up around the computer, returning its control to
the ultimate user. Then, there will be less need for
"interpreters" of the computer, those keepers of the
glass-walled sanctuary who have grown as part of the
computer "mystique" but who are, in fact, manifesta-
tions of an inability to use the computer easily and
efficiently.

(Weil, 1965, p. 58)

If Weil's assertion is true, it indicates that one major cost

saving of MMDS lies in the reduced need for "interpreters" (with, of

course, an attendant increase in investment in the greater complexity

of computer software and hardware typically necessary to support a

MMDS). It is clear that the general trend of computer hardware costs

has been downward, whereas the trend for computer people costs has

been upward, and that surveys have shown that the largest (and in-

creasingly so) fraction of the data processing dollar spent by indus-

trial enterprises has been for people (Garrity, 1963; McKinsey, 1968).

Such cost trends certainly suggest that there may be profitable re-

turns from investing the marginal dollar in systems to make the hard-

ware more responsive and directly accessible to the human user. Prob-

lem-oriented computer languages, time-shared systems, graphic ter-

minals, and ultimately MMDS are all manifestations of this suggestion.

Similarly, Licklider asserts that effective use of computers as prob-

lem solving aids requires that they be highly interactive and directly

available to the human problem solver:
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To solve a problem effectively, one must be able to move
quickly forward from a hunch or hypothesis through defi-
nition of procedure to test, and then back again, either
to revise the basic notion or to incorporate it into a
larger structure of thought. Problem solving is a suc-
cession of such forward and backward excursions. The net
movement must be forward, but the retreats are no less
important than the advances.

(Licklider, 1965, p. 21)

His implication is that conventional batch processing systems do not

allow the problem solver the necessary amount of flexibility in pro-

cedure.

The "batch" model of man-machine interaction for decision making

involves the human "interpreters" of Weil (1965) as shown in Figure

3.1. Three other possible versions of the structure of MMDS are also

shown in the figure. The first is the direct structure, with the in-

terpreter serving only the function of occasional system designer or

*
modifier. This structure is the vision of Weil and Licklider (1965).

The intermediate structure involves the "interpreter" more di-

rectly in the decision process, but does not completely separate the

decision maker and the interactive system. This is the structure ex-

perienced in both phases of the clinical study by McKenney (1967,

1968), and to some extent by Scott Morton (1967).

The final structure is one proposed by Mr. David Chapman of I.B.M.

*
Obviously there is a further extension of this structure where

both the decision maker and even the system itself may modify or ex-
pand the system.

I
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Abbreviations

DM = Decision Maker
I = "Interpreter"

ITS = Interactive Terminal System
BC = Batch Computer

DM~ ITS

-- G BC

/

The "Batch" Structure The Direct Structure

DM ITS

The Intermediate Structure

DM ---. ITS

The "I.B.M." Structure

FIGURE 3.1

Various MMDS Structures of Interaction
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in a Summer, 1969, seminar on MMDS given by the author. Chapman indi-

cates that this is the structure that evolved for high level executive

use of interactive terminals within I.B.M. Apparently the executives

initially had desk top terminals in their offices but found quite early

that they could not achieve sufficient facility with the devices to use

their full power. The final configuration involves a "slaved" terminal

on the executive's desk with a telephone connection to a staff analyst

who is on call during the day. The analyst interprets the executive's

request, issues the appropriate instructions on the "command" terminal

by his side, and the executive then sees the results on the screen in

his office. This scheme clearly offers tremendous flexibility, if the

analyst is talented, but it has the obvious drawbacks of (1) the extra

translation of the request through one more human, and (2) the cost of

keeping the analyst available, even if he is "timeshared" with other

tasks. Also, the seeming inability of these executives to use the

terminal appears inconsistent with other cited evidence on the ease of

subject learning of the mechanics of the interactive system--this cer-

tainly warrants further investigation of the problems treated and the

form of the system at I.B.M.

3.16 Language and Form of Interaction

The language and form of interaction have to do with display

forms, command languages, context-dependence, complexity, media, and

other characteristics of the two-way dialogue of man and machine in

a MMDS.
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McKenney's (1967) research into a manager's interaction with a

simulation model indicated that there was a tendency for the model

not to stabilize but to continue to evolve in response to the mana-

ger's changing understanding. McKenney's resulting recommendation

is that the language of communication between man and machine should

be designed to facilitate this change process. In particular, he

proposes that the language (1) should relate to the manager's own

problem concept and language, (2) should allow for easy model modi-

fication and manipulation, and (3) should allow on-line access to the

model, eliminating the over-dependence on the tutor-programmer as go-

between.

Another exploratory MMDS study which further underlines the im-

portance of man-machine language is that conducted by Ferguson and

Jones (1969). These investigators constructed an on-line system which

allows for MMDM in the scheduling of a small simulated job shop. Using

a typewriter-type remote terminal as the medium of man-machine communi-

cation, about 300 subjects (students, businessmen, professors, and re-

search assistants) exercised the MMDS under observation of the research-

ers. One of the main observations on this experience was the following:

Format and vocabulary were crucial to the success of the
system. As we developed formats and vocabulary which
were more universally understandable and learned to pre-
sent the terminology and lay-out of information more
clearly, participants made increasingly better use of
the system.

(Ibid, p. B-559)
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The general conclusion of this study is that a variety of people, many

of whom have no computer background, can make meaningful use of an in-

teractive computer-based decision aid.

Oettinger (1965) makes the suggestion that effective MMDM will

make use of hierarchical forms of representation. He observes that

effective systems will provide "a facility that obviously has played

a major role in stabilizing both natural and artificial languages, but

whose nature is adequately understood by neither philosophers, ling-

uists, psychologists nor computer scientists. This facility is the

ability to define new entities in terms of old, and the closely related

and equally ill-defined and understood process labeled in mathematics

as 'simplification'." (Ibid) He also observes that the form of the

language of this man-machine communication will have a significant

effect on performance, but he proposes that English is not necessarily

the answer:

We rebel against the constraints that badly designed
computer languages impose on users but the inference that
the solution is English rather than a well designed, but
nevertheless specialized language, is unwarranted even
where generals or chairmen of boards are concerned.

(Ibid, p. 13)

He, in fact, notes that two-dimensional, graphic forms may well prove

an important means of communication in MMDS's.

Baker (1964) also emphasizes the importance of language form in

man-machine interaction. He is especially concerned with the preva-

lence of languages that are overly rigid, that are not sufficiently
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"forgiving" of human error or inexperience, and he quotes Watson's re-

sulting anthropomorphic characterization of the computer as a "lightning

fast, nit-picking, myopic idiot" (Watson, 1964). As a possible solu-

tion, Baker proposes use of graphic input devices, thus limiting avail-

able human responses only to those alternative regions available on the

CRT screen; he argues that this would reduce the available possibili-

ties for mechanical error (if not decision process error). Implicit in

this proposal, of course, is the notion of a "menu selection" mode of

communication between man and machine, with the machine presenting

"menus" of alternatives and the man selecting from among the given set.

This mode has the advantage of allowing very sparse, yet highly coded

input from the man, as well as permitting easy change of the resulting

software code structure. Baker concludes by decrying the lack of ade-

quate research into interactive man-machine languages:

So, even though the slowest and noisiest loop in the
system is the man-to-computer communications link, little
research is being done to alleviate the problem. The pre-
vailing philosophy seems to be: wait for the development
of exotic devices (e.g., automatic speech recognition and
interpretation devices; electrophysiological inputs, etc.),
and the problem will clear up.

(Baker, 1964, p. 430)

A recent study by Wilkins (1968) contains an excellent survey of

human factors literature as it relates to the design of both the man-

to-machine media (input) and the machine-to-man media (output). He
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also relates this literature to the design of a MMDS for a specific

problem-solving task: resource scheduling for BBC program development

and execution. He then describes the results of experimental use of a

prototype version of the operational system by five graduate student

subjects. Unfortunately, however, the description of the results of

this experiment is very limited in detail, and it seems to focus on

the problem of input errors caused by typing rather long command words

into the system. Although the operational system is projected to re-

duce BBC program development scheduling effort to 1% of its current

level, measures of efficiency or effectiveness were not treated in the

experiment. As did Baker, Wilkins argues for graphical "light button"

input rather than typing as a way to code input information more ef-

ficiently and to reduce errors by controlling the number of possible

responses that can be made. Also, as did Ferguson and Jones, Wilkins

indicates that his experimental subjects had no significant difficulty

in adapting readily to the system and making meaningful use of it. He

concludes that user training requirements for the system will be mini-

mal.

One concern in the design of a MMDS is that the limitations of

many current computer terminal devices allow for display of only a

limited amount of information at any one time. The experiments of

Johnson in serial display of information, however, indicate the

"efficiency of problem solving differs little, if at all, from ef-

ficiency under complete exposure" (Johnson, 1960, p. 75). These
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results should be qualified by the observations that (1) the tasks

studied were small and short, and (2) the subjects had complete and

speedy control over the sequence of information display.

There seem to be two general results in the studies of human

tolerance for complexity in information displays. One is that, as

information complexity is increased, the information processing being

performed by the human on this material increases also for a time,

passes through a maximum, and then falls off with increased complexity.

In other words, displaying too little information does not use the full

human capacity; too much information confuses it. The other general

result is that the maximum point in this curve shifts toward higher and

higher complexity tolerance as the human gains more experience with the

problem area (i.e., as he learns better how to organize and store the

*
material). (See, e.g., Vitz, 1965; Schroder et al, 1967).

In the MMDS experiment of Newman and Rogers (1966) described in

Section 3.12, it was noted that a recoding or transformation approach

to reducing complexity was preferred by users to approaches involving

filtering or elimination of portions of the pattern. This relates to

the work of Sweetland (1964) in developing a display system for im-

proved aircraft maintenance engineering which produced the following

*
Note that the human's innate information processing "through-

put" may not be changing nearly as much during this shift toward
more information complexity. The higher apparent throughput may be
a result of the fact that the human has absorbed much of the infor-
mation already, such that a significant proportion of the display
is now redundant.
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observation:

He and his colleagues reasoned, on the basis of psycho-
logical theory, that the display should emphasize spatial
and verbal rather than numerical elements. This approach
was highly successful and also produced an unanticipated
effect: The pictorial-verbal display apparently made
numerical data more tolerable. Given the general picture,
the maintenance personnel persistently requested, and were
able to use, more detail.

(Newman, 1966, p. 6)

In other words, the information processing capability of the MMDS may

indeed be greater than the man alone. In general, human tolerance of

complexity in problem-solving seems to be a function of the form and

structure of the information displays. In the Newman and Rogers case

the humans were given direct control over that form and structure, with

considerable success. As Newman notes:

"people don't mind dealing with complexity if they have
some way of controlling or handling it.. .if a person is
allowed to structure a complex situation according to
his perceptual and conceptual needs, sheer complexity
is no bar to effective performance."

(Newman, 1966, p. 9)

The use of graphic displays is advocated strongly by Scott Morton

(1968), and supporting evidence of the efficacy of graphic displays is

provided by Sweetland (1964) and Newman (1966). Qualifying evidence

that graphics offers no automatic improvement unless well designed to

be appropriate to the task is given by Gerrity and Black (1970) and

Bell (1968).
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3.17 Flexibility of Interaction

Flexibility in a decision system refers to the variety and im-

mediate adaptability of the mode, structure, language and form of

interaction. In other words, it refers to the ability of the decision

system to react quickly and adapt to a short-run change in task re-

quirements, or even to a new human decision maker with a different

problem solving style and capability.

Research in decision making has established the great variety in

human problem solving strategy and styles, especially for nonprogrammed

decisions (e.g., Hunt et al, 1966). Sackman's (1967) survey of on-line

programming experiments indicates wide variations in overall task per-

formance as well, often more than an order of magnitude between best

and worst performers, even with relatively stratified subject samples.

Patrick (1967, p. 44) noted one on-line programming study which showed

that the range of hours required for debugging varied by a factor of

25:1, that the program sizes varied by 5:1, and that the running times

varied by 13:1.

On the other hand, psychological literature has indicated some of

the rigidities that purely human problem solving can fall prey to, such

as premature and excessive commitment to an alternative investigated

(Cyert and March, 1963), and the consequent distortions of pre-decision

(Soelberg, 1967) and post-decision (Festinger, 1957 and 1964) disson-

ance reduction.

An MMDS, however, may offer sufficiently increased flexibility
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in the decision process that these observed rigidities and distortions

may be reduced by lowering the apparent cost to the decision maker of

investigating a new alternative solution. This potential flexibility

of MMDS has been noted both by Newman and Rogers (1966) and Scott Morton

(1967) in the highly iterative "blurring together" of what were pre-

viously rather rigidly sequential phases of decision making. Others

assert that the greater flexibility in procedure possessed by a MMDS,

the better is the resulting performance in nonprogrammed decision

making (e.g., Licklider, 1964). Carroll (1965) asserts the resulting

reduced need for rigid preplanning of the decision making process.

Newman (1966) notes the potential to avoid getting locked into the

wrong "set," a great delayer in creative or unstructured problems.

His experiments indicate that the tendency to become locked into the

wrong set is reduced by the flexibility of an efficient step-look-

display cycle. Needless to say, such flexibility is not an inherent

property of a MMDS, but achieving it may be an important design goal.

3.18 Learning and Training

The Learning and Training element of the general decision system

framework has to do with the long-run cognitive growth and behavioral

changes of the decision system. This may imply long-run adaption in

understanding, operators, and decision structure, as well as mode,

structure, language, and flexibility of interaction.

In describing the results of their MMDS analysis, Sackman and
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Gold (1968) also review some of the psychological literature, focussing

especially upon massed versus spaced learning and whole versus part

learning. Massed learning is seen as analogous to on-line learning

since it represents more intensive and continuous activity over longer

periods of time than spaced learning, which, like batch, is made up of

shorter sessions distributed between long intervals. The analogy breaks

down to some extent in that batch interaction withholds feedback until

the next session, whereas experiments with spaced learning give immedi-

ate feedback within each session. From the literature, the general

characteristics of massed learning that emerge are the following:

1. Less time invested in "warm up";

2. Better for short, simple tasks learned directly to

completion;

3. Better for tasks requiring much exploration;

4. Better for very complex tasks;

5. Less forgetting between sessions.

The contrasted characteristics of spaced learning are the follow-

ing:

1. Less fatigue and boredom;

2. Better for longer, but routine tasks;

3. Lessened tendency to become locked into wrong "set";

The literature of part versus whole learning shows that less exper-
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ienced subjects do better when long tasks are factored into manageable

subproblems. This provides one rationale for Sackman and Gold's ex-

perimental observation that the less competent problem solvers did rel-

atively better on time sharing,which allows for shorter exploratory

steps than does batch.

Bruner (1964), in discussing cognitive growth, identifies three

basic human representational forms--enactive, iconic, and symbolic--

motor, perceptual, and ratiocinative.

By enactive representation I mean a mode of representing
past events through appropriate motor response... Iconic

representation summarizes events by the selective organ-
ization of percepts and of images, by the spatial, temporal,
and qualitative structures of the perceptual field and
their transformed images. Images "stand for" perceptual
events in the conventionally selective way that a picture
stands for the object pictured. Finally, a symbol system
represents things by design features that include remote-
ness and arbitrariness. A word neither points directly
to its referent here and now, nor does it resemble it as
a picture.

(Ibid, p. 2)

Bruner suggests that human capacity to use these representational

forms develops slowly through childhood, with passage beyond enactive

to include the iconic stage around age one year, and on to symbolic

around age two to three. Although Bruner does not emphasize it, there

appears to be an interaction between problem type and the cognitive

mode applied to it; i.e., for some problem tasks, experiments indicate

the transition from iconic to symbolic taking place around ages six

to seven, not two to three.
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There are also strong experimental indications that the form of

display of task related information, apart from its contents can have

a significant effect upon the cognitive mode used and hence upon prob-

lem solving effectiveness (Ibid, pp. 6-7). One experiment was used by

Piaget (1969) in which a five or six year old child is shown to be un-

able to understand the conservation of water when it is poured from

one beaker into another of a different shape; the child, comparing the

different iconic representations, believes the amount of water is dif-

ferent. Using the same experiment, Bruner showed that by shielding a

view of the beakers by a screen, hence focusing attention on the flow

of water as poured, children aged four to seven are able to recognize

the principle of conservation in the transformation and realize that

the amount of water in each beaker is the same. This recognition

showed a high degree of transference to similar later problems without

a screen for all but the youngest children.

Incidentally, Bruner is careful not to imply that the symbolic

mode is the best form for solving all problems. In fact, he notes

that maps and flow charts can be highly useful translations of sym-

bolic representations back to iconic.

In the same vein, McKenney (1968) indicates that even mature

adults may maintain the iconic mode as part of their "cognitive

style." He points out evidence that suggests, in particular, that

managers may tend to think in an iconic mode, whereas operations re-

searchers think in a more symbolic mode; i.e., one's cognitive style
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may be in part related to role and to the type of problems typically

faced in that role.

This theoretical and experimental work with variations in cogni-

tive style and growth suggest the two dimensional space in Figure

3.2, which relates cognitive mode, problem type, and maturity. Within

this chart, it should be noted that most experimental evidence deals

only with simple, programmed tasks (i.e., the bottom of the chart) and

with subjects who are young children. The hypothesis implicit in the

chart is that even adult humans will tend to use an iconic or even en-

active cognitive mode in approaching highly nonprogrammed problems.

Also, it is not clear whether individuals have inherently different

cognitive styles and pick their roles to fit the style or whether their

primary cognitive mode is developed in response to the problem envir-

onment in which they operate (e.g., managers with less programmed prob-

lems than operations researchers). Nonetheless, with the assumption

that variations in cognitive style do exist, it becomes important for

a MMDS designer to anticipate such variations in the flexibility of

his design and in its capability for evolution in cognitive style.

The existence of such wide variations in individual problem solving

style and strategy is underlined by the research of Hunt et al (1966).

Some of the on-line programming studies indicate not only a

variety in performance, but also a substantial class of error-prone

individuals who have an extremely difficult time mastering on-line

tasks (Sackman, 1967, p. 63). Sackman suggests that systems for



- 128 -

Programmed Non-Programmed

PROBLEM TYPE

FIGURE 3.2

Cognitive Mode Vs. Problem Type for
Problem Solvers of Varying Ages and

Degree of Task Experience

COGNITIVE
MODE

Symbolic

Iconic

Enactive

Task

Experience

Adult
Problem
Solvers

Cognitive

Growth

Young
Children

.1



-129-

training MMDS users will have to be very versatile and highly individ-

ualized to accommodate both the slow learners and the high performers.

Note that there are two main trends over time suggested in Figure

3.2. One, the trend of cognitive growth is to shift problem-solving

locus upward and to the right with increased maturity. Also, a more

dynamic trend, upward and to the left, suggests the growth in indi-

vidual task experience noted by McKenney as leading to both a more

symbolic cognitive mode and also a more programmed view of the problem.

The work of Bruner et al (1956) in concept formation takes cate-

gorization as a fundamental activity in forming concepts, in building

cognitive structure, allowing for complexity reduction, association,

and prediction (Ibid, pp. 12-13). They hypothesize a general "cogni-

tive need" which motivates humans to concept formation. A major con-

tribution of their experiments is to indicate the nature of the stra-

tegies humans adopt in order to form concepts in the face of high in-

formational complexity. The results are that highly local, focused

search for the concepts prove more effective than more global, "ra-

tional" strategies, in light of human limitations in memory and in-

formation processing. As indicated earlier, Newman and Rogers (1966)

have shown that programming operators to support such strategies in

concept formation on an interactive computer system can increase ef-

fectiveness dramatically.

A field study which revealed the strongly evolutionary character

of man-machine systems for unstructured decision making was that of
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McKenney (1967) cited earlier. Also, Little (1970) has asserted the

value of conversational systems and on-line models for user learning,

arguing that such systems "are user-instructing and introduce a person

to the issues of the problem and the model much faster than would

otherwise be possible."

There may be an implication that on-line systems may be aids to

cognitive growth in that they allow a decision maker to gain a "feel"

for complex models without a necessity for understanding the detailed

mathematics of the models. Particularly for a manager, or for any

decision maker who is not usually inclined to think in abstract or

symbolic fashion, this may be a great aid to increased understanding.

The results of Newman and Rogers (1966) were striking in that

they showed substantial evidence that transfer of increased problem-

solving ability was much stronger for a computer-aided group, both

within and across levels of problem difficulty, than for the non-

aided group. There were even indications that intellectual skills

developed during interaction with the computer will carry over to

non-aided tasks. In particular, the aided group showed significantly

greater gains in performance on two standard intelligence tests ad-

ministered before and after the experiment than did the non-aided

groups. This would seem to support strongly Carroll's hypotheses

about MMDM improving the problem-solving process as well as the

solutions found, by making the man more explicitly aware of the

nature of the process.
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There is a question as to how quickly different decision makers

can be expected to progress through the stages of cognitive growth

with a MMDS. For example, Scott Morton observed that he seriously

misjudged the time required to educate the decision makers in the

full use of the device. Learning the mechanics of the device and

how to control each of the available manipulative capabilities

progressed very quickly--faster than anticipated, in fact. However,

the natural blending of each individual capability into a smooth,

coordinated decision process did not occur for much longer, requiring

about two months (about 14 man-hours) of training sessions (Scott

Morton, 1967, p. 212). Scott Morton used only test data on the sys-

tem during these training sessions. He found later that when live

data was used the managers needed little help in making the desired

manipulations via the system.

Carroll asserts the value of a MMDS in a training capacity alone,

apart from its operational use in decision making:

There is a related effect in the training and education
of new managers. In the world I have portrayed thus far,
there are valid models ranging from the most detailed to the
highly aggregated version of the environment. And given the
interactive mode, the neophyte can "play" with the models

and gain an unparalleled understanding for both the environ-
ment and operations of the firm. The facility for gaming is
totally a by-product of the operating system.

(Carroll, 1967, p. 362)

Licklider, in fact, in discussing the properties of a normative

"composite time-sharing system," asserts that the computer system
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should assume much of the responsibility for this training function:

One feature of this system is that it teaches the
newcomer at his own pace, gives him all the coaching
he asks for but also all the initiative, and makes it
easy for him to recover from mistakes.

(Licklider, 1965, p. 23)

Note, however, that the details of how one would design such an MMDS

training mode are not clearly established and may represent a non-

trivial extension of the basic decision making facilities.

One way to increase the ability of the MMDS to learn and improve

may be to provide a decision control system; i.e., a formal system for

monitoring decision system behavior, comparing it with a model of ex-

pected behavior (which may be nothing more than a collection of the

MMDS designer's assumptions), and reporting gaps to decision makers

in the system (for short run adaption) and to the MMDS designer (for

long run modification). Given the highly evolutionary character ex-

pected of a MMDS, such a system should be especially valuable. In-

itial monitor capabilities representing steps toward such decision

control systems have been demonstrated by Scherr (1965) and Elithorn

and Telford (1969), and the value of such systems for psychological

research has been asserted by Oettinger (1965).

Another design tactic to improve user learning and adaption to

the MMDS is to make some of the functions and procedures of the sys-

tem compatible with existing decision maker habits, operations, and

forms. Licklider (1965) argues that such an approach will provide
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positive transfer from old ways to new. Then, from this secure base

of familiar decision tools, the decision maker may gradually explore

and adopt new and more complex procedures. This design tactic re-

quires evaluation in practice.

Many writers mentioned above have cited the impact of the com-

puter on human problem solving ability. Some have even suggested

that man's concept of self and society may shift with the use of the

computer, similar to the way that other human tools have assumed a

larger meaning through their continued use. In this case, however,

since the tool, the computer, can exhibit near-intelligent capabil-

ities, the impact is expected to be even larger. As Ulric Neisser

notes:

(The computer) serves us not only as an instrument, but
also as a metaphor, as a way of conceptualizing man and
society. The notions that the brain is like a computer,
that man is like a machine, that society is like a feed-
back system, all reflect the impact of cybernetics on
our idea of human nature. This metaphoric status of the
computer is closely bound up with its use as a tool.
The goals we set out to achieve and the society we want
to make depend on our idea of what men are really like.

(Neisser, 1968, p. 206)

Lee reiterates this point:

I don't think that we will simply learn to "accept" the
computer--rather, I think that we will eventually dev-
elop a new and broadened conception of man himself, now
that machines exist which he can use as an extension of
his intellect.

(Lee, 1968, p. 222)
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Lee also suggests that today's somewhat apparent anxiety about com-

puters on the part of some people will disappear as general famil-

iarity with machines increases. He sees this borne out in his own

research, and in the work of Neisser in 1964 at M.I.T.'s Project MAC:

In the course of last summer, I interviewed over 60 of
MAC's users. All had what might be called a "healthy"
attitude toward the computer. None of them personified
it; none of them feared it; for none did it play the
architypical role of the dangerous machine. To be sure,
many were angry at one or another feature of the system,
and many--if not most--were occasionally frustrated by
it. But their negative reactions seemed natural and
appropriate.

(Neisser, 1968, p. 216)

This result is counter to an idea prevalent in much of the writing

about automation in general that the computer will encounter consid-

erable resistance as it is applied to more and more functions now

performed by humans. Whisler acknowledges this latter problem:

The organizational stress produced by technological
change, well known for a long time to students of in-
dustrial management, takes a new twist in the case of
information technology. This twist results from the
fact that for the first time, historically, those most
affected by the change are also those responsible for
initiating and planning it. Managers, seeking to make
use of this new and powerful technology, must be able
in an objective and deliberate fashion to consider the
impact upon themselves, and to reorganize themselves
as necessary. Understandably, those who see their own
positions being threatened by a change will be reluc-
tant to adopt the change.

(Whisler, 1964, pp. 11-12)

1



One possibility is that there exists a certain exposure "threshold"

to new technology and to interactive computer systems in particular--

once over that threshold, anxiety is replaced by familiarity. The

problem, then, is to manage educational resources so as to get poten-

tial users over this threshold in an effective manner. Such educational

techniques should be a component of a normative methodology for the de-

sign of MNMDS.

The general question of the impact of technology (and of computers

in particular) upon society has received a great deal of study and

speculation through history. The literature of this field has been

surveyed by Heilbroner, who concludes that substantive progress toward

answers has been minimal:

Even the "simplest" of questions--the over-all impact of
technology on employment and output--is still only un-
certainly understood. Far less do we comprehend the
effect of technology on "man" and still less again its
enormous pressure on the moulding of society...our ignor-
ance is not merely the result of the obduracy of the
issues. It is symptomatic as well of a failure to mount
a bold intellectual assault upon the problem itself.

(Heilbroner, 1962, p. 25)

The work of Bruner in concept formation (Bruner et al, 1956) and

in cognitive growth (Bruner, 1964) has suggested strongly that man

tends to alter his perceptual and mental categories to fit and to dis-

criminate within his immediate informational environment. This sug-

gests two observations about MMDS:

- 135 -
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1. the provision of richer set of procedures and data
relevant to a problem via the machine should expand
the complexity and discrimination of the man's prob-
lem concepts;

2. the form of information presentation should be de-
signed with care so as to avoid bias or rigidity as
much as possible.

The first of these observations may be a basis for a testable hypothe-

sis, given the measures of cognitive space dimensionality and complex-

ity developed by Kelly (1955) and applied by Wilcox (1970) to a partic-

ular decision task. This observation is supported by the experiments

of Newman and Rogers (1966), which show high transfer of learning from

MMDM to decision making without machine aids, as well as by Gold's

(1969) measures of greater "perception and understanding of the prob-

lem." It is also supported by the assertions of Neisser (1968), Lee

(1968), and McLuhan (1965) as to the impact of tools or media upon

information assimilation and concept formation. Finally, the observa-

tion is supported by research in the tolerance of complexity, which

shows a trend towards higher and higher complexity tolerance in infor-

mation displays with experience, a phenomenon also observed by Amstutz,

(1967) in stockbroker use of displays.

Because of the wide variations in human cognitive style, problem

solving processes, error-proneness, and programming abilities noted

earlier (Patrick, 1967; Sackman, 1967; Hunt et al, 1966), the impact

of a MMDS may be expected to be quite varied also. This may imply a

requirement for considerable tuning of the system to fit each individ-
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ual user, plus considerable flexibility in the machine system to accom-

modate different users at different times. Note, however, that one

effect of a MMDS may be to reduce this decision performance variance

in some situations, as observed in the analysis of Sackman and Gold

(1968).

Experience in user learning of the mechanics of MMDS are also

beginning to accumulate. There are indications that there may be sev-

eral levels of understanding achieved, with the later stages consider-

ably more difficult to attain than the earlier. There may be early

stages of either (1) resistance to the change or to the new rigor of

MMDM, or (2) over-fascination with the appearance of the system and

its facilities. This may be followed by a stage where the user

achieves some mechanical proficiency at using the machine, somewhat

suggestive of the enactive stage of cognitive growth. Still later

may come an appreciation of the forms or contents of individual oper-

ations within the system and some understanding of the full array of

such facilities available--this may be analogous to the iconic stage.

The iconic stage appears to have been relatively easy to reach with

subjects in the few experiments or case studies conducted (Ferguson

and Jones, 1969; Wilkins, 1968; McKenney, 1967; Scott Morton, 1967;

Gerrity and Black, 1970). The next step in user adaption, however,

may be much larger and longer. This is the step to the symbolic

stage where the user maintains a working model of the MMDS that

allows him to plan how its facilities may be blended into an on-going



decision process--the potential combinatorial complexity of MMDS be-

havior makes this stage of the learning process difficult to achieve.

It is important to recognize this fact and not to mistake the ap-

parently facile use of the system of the "iconic stage" with this

final step--on the other hand improved decision making may result from

the iconic stage alone if the individual facilities and operators are

carefully designed. The realization of the full power and potential

of a MMDS, however, is liable to come very slowly through a gradual

evolution into this symbolic stage of system understanding.

3.19 Decision Programming

Decision programming pertains to the evolutionary programming

of operations or procedures in a decision process as they become

better understood or more structured. It involves use of hierarchy

in decision system structure in order to reduce complexity, as well

as the building of decision procedure "macros" composed of primitive

operations.

One assertion often made in the literature is that the use of

an interactive computer system by a man in a MMDS helps to make the

decision process itself more apparent to the man, thus improving his

understanding. This is somewhat analogous to the oft-cited exper-

ience of computer systems analysts to the effect that the knowledge

of current operations gained in the pre-computer analysis is often

more valuable than any computer system that is eventually installed.
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Whisler appears to be one of the first to suggest this notion:

Thus an important effect of the new technology on deci-
sion-making is the simultaneous quantification and ex-
plication of decision-making processes.

(Whisler, 1964, p. 6)

The point has been reiterated by Boehm (1967, pp. 15-16) and

Carroll (1967). Whisler (1964, p. 9) has also warned, however, that

such apparent increased visibility of the decision process may intro-

duce risks of (1) overemphasis of the quantitative aspects of decision

making, and (2) making the decision process overly rigid. Amstutz

also asserts this tendency of the decision process toward more rigor

as a result of man-machine interaction:

As management gains experience in working with well or-
ganized and accessible data, they become increasingly
interested in and prepared to use more advanced analy-
tical procedures.

(Amstutz, 1968, p. 7)

Certainly Amstutz's (1967) experience with stockbroker use of graphic

displays indicates a strong tendency for the user to demand data rep-

resentations that are more and more tightly coded. The initial dis-

plays in Amstutz's system were relatively sparse in content with ex-

planatory table headings and the like. Over time, the user demanded

tighter and tighter coding, with the end result being densely packed,

almost totally numeric displays that are virtually unintelligible to

the novice.
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which becomes more explicitly structured over time:

As a corollary to the flexible division of decision labor
and the feedback of results (real or simulated), the div-
ision can change over time. What I have in mind is a role
of self-improvement, or more to the point, self-automation
of the man. The man can be allotted his place in the sys-
tem flow chart and recourse taken to his heuristic skills
when occasion arises. As he accumulates experience, his
treatment of certain problems may begin to follow a pattern,
a clear-cut decision "protocol" may emerge. When it does
(assuming that the reward system provides him with reason-
able self-interest) the decision to program the protocol
for the computer can be made. Given the feasibility, the
automation becomes an economic question.

(Carroll, 1967, p. 360)

In other words, what Whisler saw as a problem, Amstutz and Carroll view

as an opportunity for MMDS--i.e., the evolutionary improvement and pro-

gramming of the decision process. The hypothesis imbedded in these

views has two components:

1. that continuing decision making experience with a

MMDS will lead to greater understanding of the de-

cision process than will similar experience without

a computer; and

2. that greater understanding of the decision process

on the part of the decision system will lead to im-

proved decision behavior.

Over time, this greater understanding and "self-automation" is ex-
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In the same vein, Carroll views a MMDS as a self-adaptive system
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pected to lead to a gradual shift in decision resource utilization

from man to machine.

The value of hierarchy in language and for problem-solving has

been asserted by many (e.g., Simon, 1969). It is called variously,

"simplication" (Oettinger, 1965, p. 7) or "abstraction" (Newell,

et al, 1959), and it is implicit in the effective transition from

"part" to "whole" learning with increased experience and understanding

(Sackman and Gold, 1968). Hierarchy also appears in the very powerful

notion of a "meta plan" in human problem solving (Miller et al, 1960),

or the "macromove" of Newell (1966, p. 28). Such discussion suggests

the value of a capability for building "macros" of existing MMDS func-

tions directly at the console. In other words, the decision maker

might benefit from having direct control over the process of decision

programming, and over the building of a hierarchy of programmed pro-

cedures.

The advantages of incorporating explicit programmed hierarchical

forms should be emphasized. Given man's limited span of attention and

tendency to become locked into localized "sets" in problem solving,

the costs of long clerical digressions within problem solving can be

high in terms of the decision maker's loss of problem overview and

perspective. The ability to program such functions, transfer them to

the machine, and then view them as a "substability" (Zannetos, 1966)

from a higher level in the decision making hierarchy can greatly im-

prove the decision maker's ability to structure and understand a com-
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plex process in toto. It can, as a consequence, improve the decision

system's ability to change and to improve:

...complex systems will evolve from simple systems much
more rapidly if there are stable intermediate forms than

if there are not. The resulting complex forms in the

former case will be hierarchic. We have only to turn the

argument around to explain the observed predominance of

hierarchies among the complex systems nature presents to

us.

(Simon, 1969, p. 98)

Hierarchy is evident in computer programs, in organizations, and es-

pecially in human problem solving behavior, where it aids not only

the organization of processes but also the comprehension of complex

systems or problems (ibid, p. 106). These observations suggest the

value of using the notion of hierarchy explicitly in the following

areas in the design of a MMDS: (1) in the organization of the con-

versational language; (2) in the models available in the system

(e.g., in the varying degrees of "resolution" of the models) (3) in

the evolution of system tasks and descriptions over time (Emery, 1965,

pp. 246-48); (4) in the resolution levels of data or graphic displays

available. For example, as usage of a particular sequence of oper-

ators increases over time, the MMDS should evolve a more concise code

or command for that sequence. This is analogous to the way natural

language evolves to follow Zipf's Law, with word length being inversely

proportional to usage frequency, but at a much faster rate. This

evolution can also allow the individual user to tailor the MMDS to his
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own particular procedural idiosyncracies, although the functional base

of operators would be the same from user to user. In addition, more

responsive and powerful control over the decision process via this

decision programming capability helps in "learning" the process by

helping to develop the decision maker's own decision process model.

3.20 Summary

This chapter began with a survey of literature related to the

field of MMDS. The early prevalence of a machine-centered or a data-

centered view of man-machine systems was noted, as was the beginning

development of a decision-centered view. The need for a theory of

MMDS structured about models of decision making was asserted.

Next, several dimensions of a decision task were identified,

and several models for decision system behavior and content were sur-

veyed. From this base of theory a general decision system framework

was synthesized which included phases of the decision process, funda-

mental decision system components, characteristics of decision system

interaction (particularly relevant to MMDS), and decision system ad-

aptive processes. It was argued that this framework was complete in

the sense of covering all reasonably significant elements of decision

system content and behavior, and that it would be useful to the MMDS

researcher and designer.

The elements of the general framework were then taken individ-

ually and elaborated. Theory and evidence relevant to each element

~1
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was reviewed and some detailed implications for expected MMDS behavior

and design were drawn. In the case of the decision process phases of

Intelligence, Design, and Choice, some specific functions that should

be a part of each phase were identified. The bases of existing re-

search relevant to the MMDS framework were discussed in some detail

here since, to this writer's knowledge, this integration has never

been carried out before. In addition, this decision system framework

is viewed as an essential component of the MMDS design methodology

proposed in the next chapter.
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CHAPTER 4

THE DESIGN OF MAN-MACHINE DECISION SYSTEMS

4.1 Introduction

This chapter will introduce a methodology for the design of MMDS.

The methodology will rely heavily on the general decision system

framework outlined in the previous chapter.

The chapter begins with a brief survey of the literature of

information systems and MMDS design. Methodology for the design of

interactive man-machine systems for unstructured decision-making is

quite undeveloped, despite the published multitude of assertions of

their great potential for improved decision performance. The pressing

need for such a methodology is clear if one notes the rapid growth of

time-sharing and interactive computer systems over the past several

years. Such systems are obviously being used. It is not at all

obvious that their use is planned or controlled intelligently,

especially in their application to unstructured decision problems.

Based on the special characteristics of MMDS identified in the

previous chapter, this chapter proposes several principles of MMDS

design. It then uses these principles to guide the elaboration of a

MMDS design methodology. This methodology is distinct from other

information systems design approaches discussed in the literature in

its emphasis upon (1) the early phases of analysis and general design,
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(2) a decision-centered view of the system, and (3) explicit control

on the design performance based on original designer's assumptions

and expectations. On the other hand, there is very little discussion

here of the specific techniques and technology of detailed design,

programming, and implementation, since these are amply treated in the

literature.

4.2 Issues in the Design of Information Systems

Information system design techniques were reviewed by Davis in

1964. She observed that information systems design was not yet a

profession, where:

... the crucial criterion of a profession is the

existence of a systematic body of knowledge of
substantial intellectual content and the develop-
ment of personal skill in the conscious application
of this knowledge to specific cases.

(Davis, 1964, p. 78)

She concluded that information system design has not yet achieved

much coherence but seems instead to be a loose collection of

techniques whose derivation cuts across many professions and

practically all of science.

Kreibel (1967) surveys the use of operations research techniques

in the design of management information system (MIS). The net

impression is that, even in this relatively restricted area, a

coherent body of design knowledge has yet to emerge.
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In the plethora of more recent books on information systems

design, however, some coherence in approach is evidenced, although

the emphasis is on the more programmed phases of the design process.

This recent work tends to focus on the technical "building blocks" of

the system -- the alternative hardware and software system components --

almost to the complete exclusion of (1) the human components of the

system and (2) the specific problem characteristics. They also tend

to focus on the later stages of design implementation and "fine

tuning," largely neglecting the early phases in the process of problem

definition and general design of solution alternatives, but rather

just assuming their completion (see, e.g., Martin, 1967; Stimler,

1969).

Those texts that do discuss early phases of design tend to dwell

on the traditional techniques of descriptive modeling of information

systems (Boutell, 1968; Glans et al., 1968; Gregory and Van Horne, 1963).

These involve interview, forms collection, data file analysis,

processing volume analysis, and documentation, using such representa-

tional devices as flow charts and decision tables.

Many of these texts also identify the traditional design phases:

(1) describe the current system, (2) develop system requirements,

(3) design a new system, (4) implement (e.g., Glans et al., 1968;

Optner, 1968). Gregory and Van Horne (1963, pp. 200-205) go a step

further and outline several major design approaches available to the

systems designer:
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1) Simplification - just simplify the existing system,

eliminating redundancy in files and operations (the

"economy approach").

2) Mechanization - simply mechanize some of the currently

manual operations within the same structure (the

"efficiency approach").

3) Data System Redesign - this involves a restructuring

of the data inputs and processing in a significant

way, without introducing major changes in the output

to the user. This requires more freedom of action

be given the designer.

4) Management System Design - this is the normative

method (the "optimal approach"), allowing for

essentially complete freedom to overhaul or replace

the current management information and decision

system.

Although the fourth alternative of management system design is noted,

neither this text nor others face the detailed issues of how it is

to be accomplished. Most attention (and indeed, most design activity)

is focused upon the first three alternative approaches.

Blumenthal's work (1969) represents one of the most ambitious

approaches to the theory of information systems design:
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This entire book is an affirmation of the belief
that defining and solving business systems problems
can itself be a systematic process. And not only a
systematic process, but also a scientific one, in
the sense that a hypothesis-experiment-confirmation
approach to systems definition and development is

possible to a large degree.

(Ibid., p. 14)

Blumenthal, in contrast to other writers, does recognize the

importance of the early design phase of analysis and general design

and their interaction with later phases. He recognizes clearly the

need for mechanisms to allow for transformation back and forth from

a functional, goal-oriented view of an information system to a hard-

ware-software technology-oriented view. He asserts that the functional

requirements should be user-oriented in form and should define the job

to be done without particular concern for the detailed methods of

implementation. He sees them as representing the interface between

the users and the systems group. The iterative translation back and

forth is necessary because the requirements placed on a system by the

goals and characteristics of its users are most easily expressed in

"functional" (or problem-oriented) form, whereas the issues and

constraints of technological cost and feasibility are most easily

related to a hardware-oriented system model. These goals and

constraints must interact to some extent -- hence iteration occurs.

The need for such mechanisms to enhance communication between

ultimate systems users and systems designers have been cited by many.

Zannetos states this need, and a requirement for flexibility in MIS

as well:
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Once the system is designed and installed, the
damage is done. It is not easy to dismiss it as
you can dismiss a payroll clerk. The inflexibility
and specialization of data structures and software
packages is enormous. The only way to guarantee
that the system will effectively serve you as
managers in your planning and control activities
and serve as an extension of your intelligence is
by influencing its design.

(Zannetos, 1967, p. 18)

The issue remains as to what mechanisms will help to realize this

user participation without necessitating that he become an information

systems expert, hence doing all the transformation between functional

and hardware-oriented models implicitly in his head (although many

would argue that a few steps in this direction would be a good thing).

Based on his experience and observations of MIS, Amstutz (1968,

p. 5) notes that the following are the four consistent characteristics

of "successful systems":

1. The system is founded on management's conception of
the decision environment.

2. The user-manager understands the system structure.

3. The system is based on disaggregated data files.

4. System development has proceeded to increasing
levels of sophistication through a process of
gradual evolution.

(Amstutz, 1968, p. 5)

I
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In particular, although Amstutz recognizes the problems of user

involvement -- the high cost of time and the "threat of having to

make one's decision assumptions explicit -- he accepts those as

necessary costs, asserting that it must be done. He also recognizes

the evolutionary character of an MIS and its need to reflect the user's

view of the problem if it is to be incorporated into his decision

process.

Characteristic Approaches to Information Systems Design

In surveying this literature of information systems design, as

well as by observing many actual computer systems applications, this

investigator began to discern the following general viewpoints toward

design:

(1) Machine-centered design. This is characterized by

utmost concern on the part of the designer with

hardware system efficiency, throughput, and capacity

utilization, as well as by a certain air of isolation

(if not insulation) from user problems.

(2) Process-centered design. This approach is close to

the "mechanization" alternative of Gregory and

Van Horne. It is characterized by a factoring of an

existing process into small modules, then programming

these pieces one by one (where one "piece" might be a

1,
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roomful of clerks performing a defined processing

function). The oft-observed result of this

approach is the transfer of a fundamentally manual

system first to a card system, then to a tape

system, and eventually to a disk or on-line system,

with no real thought given to overall system

redesign in any of these steps. It is granted

that each step may involve increases in efficiency,

but the approach ignores the full potential offered

by the changing information technology.

(3) Data-centered design. The philosophy of this

approach is often called "total systems." It

manifests itself, in practice, in the design of

systems from the "bottom up," starting with the

data base. The notion seems to be that if one

starts with all of the operational control data in

an organization and builds applications up from

there, then one will eventually arrive at the

integrated system which will serve the decision

needs of all, including the top managers. One

special manifestation is the design that is driven

by the availability of a large machine-readable

data base, rather than by carefully defined

problem-oriented requirements.
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(4) Information system design. This is basically the

"data system design" of Gregory and Van Horne, which

involves some system restructuring but producing

essentially the same outputs as before. In other

words, its primary concern is with efficiency rather

than effectiveness of the processing structure.

(5) Decision-centered design. The philosophy of this

approach is that the value of information derives

from the decision functions which it supports, so

the requirements are developed from an analysis of

the decision system.

It should be emphasized that the above represent characteristics or

philosophies of design, not clearly distinct methodologies. Nonethe-

less, the author's experience with information systems applications

is that most fall into the first three categories, very few in the

fourth, and practically none in the last.

Ackoff, in his article on "management misinformation systems"

(1967), argues strongly for replacing traditional data-centered or

machine-centered views of MIS design with a decision-centered approach.

He begins by criticizing some typical assumptions in MIS design and

then goes on to propose his own framework for design:
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1) Analysis of the Decision System.

2) Analysis of Information Requirements.

3) Aggregation of Decisions.

4) Design of Information Processing.

5) Design of Control of the Management Control System.

This framework is unique in several aspects. One, it places decision

system analysis foremost in the steps, with information requirements

following as a consequence. It also interjects a third step of

decision system redesign and simplification which restructures

decision responsibility according to data and decision process

commonalities, eliminating much redundancy in the process. It leaves

actual technology-oriented system design, the point where most of the

"cookbook" texts begin, until quite late in the process. Finally, it

places emphasis on an explicit control function as absolutely essential

in such a constantly evolving system. Ackoff also asserts, with

regard to this last point, that a man-machine interactive system is

most attractive because of the additional flexibility it implies:

"No completely computerized system can be as flexible and adaptive as

can a man-machine system.. .whose precision and generality is

continuously increasing with use" (ibid., p. 155).

Ackoff seems to recommend taking a "total systems" approach to

design of the decision system. The experience of Zannetos (1967),

however, in the evolutionary implementation of "intelligent"
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information systems, is that this total approach is doomed to failure

given current resources. He recommends instead taking a more bounded

portion of the current system, improving it, taking care that such

marginal changes do not preclude integration with a total intelligent

system in the future (ibid., p. 26).

4.3 Principles of MMDS Design

This section will begin by noting some of the characteristics

of MMDS which distinguish them from information systems in general,

and which therefore imply different design tactics. Then a set of

general principles for MMDS design will be proposed and elaborated

point by point.

The design and evaluation of highly interactive man-machine

decision systems is inherently different from that of non-interactive

computer systems. The latter tend to be aimed at the performance of

highly structured, operational processing tasks, and their impact and

effectiveness are relatively clearly defined in terms of such tasks.

For example, the computer processing of payroll every week has primary

payoff in the increased efficiency of task performance, where the

inputs and outputs are quite well defined and possess a predictable

and easily modeled relationship. For a MNDS, on the other hand,

system effectiveness derives from the performance of the decision

maker-user, from changes in the structure and content of his decision

process, and these are relatively less predictable and measureable
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effects. Since the behavior of such man-machine decision processes

is little understood, as Chapter 3 has suggested, traditional computer

system design has focused on operational task objectives and has

either ignored such decision-making effects or paid lip service to

them as 'intangible benefits'. In fact, this traditional approach

may be quite reasonable, given that the most significant expected

benefits of the proposed system lie in its more efficient performance

of well-defined operational tasks, and the apparent interaction with

decision makers is quite indirect and slow. The primary benefits of

MMDS in a non-programmed decision-making situation, on the other hand,

must lie in this presently "intangible" realm, where traditional design

methodologies are of limited usefulness without an explicit model of

man-machine decision behavior. These "intangibles" and unpredictable

characteristics of MMDS behavior and evolution imply several principles

for design, which are outlined next.

Outline of Principles for MNDS Design

Chapter 2 has developed the structure of a general methodology

for design. What is required now is a set of principles for design

of MMDS in particular, which will serve as guides in modifying the

general design methodology to fit this specific design task.

One characteristic of MMDS that should have become clear in

Chapter 3 is that we have only a very limited understanding of their

behavior. Another characteristic is that the NMDS is designed to

-1
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serve a decision maker, whose acceptance of the system is a key to

success. The combination of these two characteristics suggests an

evolutionary (as opposed to revolutionary) approach to design that

maintains high user consideration and involvement throughout. There-

fore one principle of MMDS design is that the design should include

a plan for careful evolution of MMDS capabilities from the existing

base of decision functions. Although the system may provide the

opportunity for eventual radical change in the decision process, it

should also allow for the user to start with an array of familiar

functions and data files and learn to use additional or new functions

at his own reasonable pace.

A second principle of design implied above is that the methodology

should place heavy emphasis on mechanisms for keeping ultimate users

involved, aware, and contributing to the design process. This has

been shown to be important with any information systems effort (e.g.,

Garrity, 1963), but it is asserted here to be even more critical in

the design of highly interactive MMDS. The reason is that the MMDS

is a much more intimate and personal tool of the decision maker than

less interactive systems -- therefore, he will be much more sensitive

to its detailed characteristics and hence must participate in design.

A third and related principle of MMDS design is that explicit

decision models are essential to the design process to maintain our

objective of a decision-centered approach. There is a requirement

I
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for frameworks or general models to aid in development of descriptive

and normative models of decision making in general and of MMDM in

particular. Further, if the design tactic is going to be evolutionary

and adaptable to the human user, it is then asserted that the

appropriate decision framework is one patterned after human decision

behavior.

A fourth principle is that MMDS design should not aim just at

providing desirable data for the decision maker but rather should

provide manipulation capabilities and operators as well. These

programmed operators should relate to the requirements discovered in

the decision modeling phase -- that is, some will be recognized in

the descriptive decision model as operations that the human was

already performing before, others as new operations suggested by the

normative modeling effort.

Given our acknowledged lack of complete understanding of MMDS,

a key to successful design is having adequate representations of MMDS

"design space" and mechanisms for search within that space. In other

words, although we espouse a careful evolutionary approach, we

consider wide search for possible designs to be critical to long-run

progress. Thus a fifth principle is that a MMDS designer should

employ design search and generation mechanisms that encourage broad

considerations of alternative possible designs.
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A seventh principle, also related to the expected pressure for

growth inherent in an MMDS, is that the design should incorporate all

reasonable facilities to increase system flexibility in structure,

mode, language, and form of interaction. This clearly has implications

for the systems software architecture, as well as the man-machine

interface.

An eighth principle is that a formal decision control system

should be designed as one component in the MMDS. Such a control

mechanism is attractive in most designs, of course, but it is even

more essential in the design of MNDS due to the high unpredictability

and rate of change of such systems.

Finally, given a lack of understanding of MMDS design that is

at least as great as oui lack of understanding of NMDS behavior,

explicit control on the design process itself would be valuable.

This need for decision process control will not be stated as a design

principle, but it remains implicit in the exercise here of developing

an explicit description of a MJDS design methodology with associated

heuristic tools.

In summary, the following principles of MMDS design have been

enunciated:

1. NMDS design should provide for evolutionary change

of the decision system.
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2. Ultimate users should be kept involved, aware,

and contributing to the MMDS design process.

3. Explicit decision models, based on human decision

behavior, should be utilized in the design process.

4. The M1DS design should aim at providing accessible

programmed operators for manipulation of data and

models in the system.

5. The design methodology should employ explicit

design search and generation mechanisms that

encourage broad consideration of alternative

designs.

6. The design methodology should employ explicit

mechanisms and models for predicting ultimate

MMDS behavior.

7. The NNDS design should aim for all reasonabler
flexibility in structure, mode, language, and

form of interaction.

8. An explicit decision control system should be

designed as one component of the MMDS.

This section has merely introduced these principles of MMDS design

with little logical support. The following sections will elaborate

on the reasons behind the principles and indicate some of the ways

they may be realized in the methodology.
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Evolutionary Design Tactic

The proposed approach here is to design a MMDS which represents

a compromise between the current decision system and a normative

decision process. This approach recognizes a necessity for the system

to accommodate itself to the decision maker to an extent such that he

will use it. As Little (1970) has noted, this may result in a system

that is different from what a management scientist might otherwise

build, but it should be a system which is workable and can be blended

into the user's decision process. Soelberg's research into non-

programmed decision-making supports this approach, as he indicates in

the following statement:

A manager should work on integrating formal models

of rational decision making with his intuitive,

judgmental, common sense manner of solving choice
problems and seek to adapt the former to fit the
latter, rather than submit to a bastardization of
his intuition in the name of some modern mathemat-
ical technique. Mechanical aids to management
decision, like computer-based management informa-

tion systems, will (and should) be resisted to the

extent that their structure is incompatible either
with the manner in which a manager codes relevant

information for his own use, or the manner in

which the manager intuitively feels that information

should be reduced for arriving at a decision.

(Soelberg, 1967-B, p. 28)

This is not to say that the NMDS designer should forego a goal of

improvement of the decision process, but rather that he should

provide a familiar base from which to provide improvement.
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One approach to building a familiar base would be to identify

programmable operations or data manipulations in what the decision

maker now does and implement those in an accessible fashion with the

appropriate data base. These familiar operations provide for positive

transfer from the current decision process for the user. Once he is

over this threshold of using the system, then he may begin to explore

and incorporate new procedures implemented from a normative rather

than descriptive model base.

In other words, the approach is specifically not aimed at

optimization of a narrowly defined decision system, but rather at the

support and programming of heuristics and operators that appear useful

to the human decision maker. It is recognized that this is basically

a conservative design approach and that there are more aggressive

alternatives, such as totally programming the function and eliminating

the man, imposing a totally new decision system on the man, or re-

placing the man with another more amenable to substantial decision

process change. In fact, the evolutionary approach proposed here

may allow for radical change of the decision process in the long run,

but at a pace of evolution amenable to the decision maker and his

capacity for adaptation. At this stage of our understanding and

appreciation of MMDS, it is felt that there is substantially more to

lose than to gain in the operational application of very aggressive

and risky approaches to basically unstructured decisions.
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User Awareness and Involvement

One of the assumptions that Ackoff (1967) attacked in his now

classic paper on "misinformation systems" was the assumption that "a

manager does not have to understand how an information system works,

only how to use it." Ackoff's criticism is that the manager must

understand his information system in some depth if he is to fulfill

his responsibility to evaluate it. However, one can go even further.

This assumption is often justified with singularly bad analogies of

the form: "a manager does not have to understand the telephone (e.g.,

electromagnetic wave theory) in order to use it." The reply is that

the telephone is neither so complex, expensive, nor subject to such

constant pressure for change as is an MIS. Certainly the decision

maker need not understand computers at the electromagnetic level

either, but he should understand information and decision technology

to an extent such that he can evaluate, control, and contribute to

the design of his own system. Without such understanding, costly as

it may be to facilitate, the decision maker is by default allowing

important constraints on his decision behavior to be set by informa-

tion technologists, enlightened as they may be. The need is for

mechanisms -- people, languages, models -- to aid in this communication.

Several such mechanisms are suggested later in the discussion

of the design methodology. These mechanisms basically are forms of

representation which allow for the user to visualize concisely the

developing MNDS design. In particular, a matrix representation is
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developed which allows a simple overview of the potential interaction

between data and operators in the system, and a conversational graph

is proposed which allows for very detailed mental simulation of the

mechanics and behavior of the system. Beyond this, early prototype

demonstration is found to be a great stimulus to user involvement

and contribution.

Decision Modeling

Earlier sections have identified what has been called "machine-

centered," "data-centered," and "process-centered" views of information

systems design. It is asserted here that the design of MMDS, at least,

should be decision-oriented instead. What this means is that the

primary focus of analysis and design should be upon the particular set

of decision processes of concern and that explicit normative and

descriptive models of decision making play a major role in the

process. Since the ultimate decision maker in a MMDS as defined here

is a human, the form of these decision models should be representative

of human decision making behavior and capabilities.

This explicit modeling process is felt to be essential to

recognition of new decision or data needs. This notion is suggested

by Ackoff's criticism of another erroneous design assumption, that

"the manager needs the information that he wants." Ackoff's response

is that for the manager to know what information he needs, he must

understand the array of decisions he must make and have a reasonable

model of each, a condition which Ackoff asserts is seldom satisfied.
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The typical decision maker will be uncertain as to his needs and

hence will ask for too much, compounding the problem by causing an

overabundance of irrelevant information. It is possible to go even

further to assert that the manager cannot say what information he

needs unless he is also in a position to say what new decision

processing capabilities he wants. In other words, he needs an ability

to visualize alternative decision procedures, as well as the one he

currently uses (which is likely to be largely a function of his own

information processing limitations and those of his environment). It

is asserted that a decision maker actively involved in the process is

unlikely to visualize such alternative procedures without an

independent normative modeling effort.

Nonetheless, in keeping with the evolutionary approach, it is

proposed that the form of the normative as well as the descriptive

decision model follow the form of a model of human decision behavior.

Hence the decision system framework of Chapter 3, based on the models

of Newell, Shaw, and Simon, is adopted in the design methodology as

the decision modeling format. By keeping such human decision system

models dominant throughout the design process, the designer helps to

insure that the ultimate user will be able to integrate the resulting

system smoothly into his decision processes.
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Programmed Operators

Another assumption attacked by Ackoff is that "the critical

deficiency under which most managers operate is the lack of relevant

information." Ackoff counters that they may suffer more from an over

abundance of irrelevant information; i.e., the so-called MIS's are

deluging the decision maker with too much data. This is a character-

istic result of the "data-centered" approach to design. Too often

have MMDS designs appeared to be "driven by a data base" (e.g., see

an on-line security analysis system design presented by Gal, 1966),

or by hypnotic attraction of a particular hardware innovation, and

have failed to recognize their end aim of supporting decision making.

One implication for systems design is that the decision maker

should be given access to procedures and operations as well as data,

and that techniques for simplification like (1) exception reporting,

(2) graphical display, (3) filtration, (4) aggregation, (5) flexible

report formatting, and the like will be valuable to the decision maker.

There is a danger, of course, of overcondensation of available data,

but this may be avoided as long as the decision maker has easy and

active control over the depth of his search.

Chapter 3 has identified general classes of fundamental

operators that might be useful in MMDS. One of the most powerful

of these is the comparison operation, which indeed seems ubiquitous

in human decision behavior. Its importance is asserted by Little
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(1970) and observed by Scott Morton (1967). The MMDS designer should

consider whether he has provided desirable mechanisms for comparison

of (1) status to goal or standard, (2) alternative solution to status,

and (3) alternative solution to goal.

Design Search and Generation

One general implication of the unpredictability and high rate of

change of a MMDS is that the designer should beware of assuming a

static situation and thereby just programming parts of the previous

decision process. Thus, although the approach recommended here is

conservative and evolutionary, it is not static by any means. The

MMDS designer should make every effort to realize his full potential

as a change agent, broaden the bounds of his system search to include

normative decision considerations and to anticipate the change as best

he can. Baker, in fact, suggests that one of the dangers in design

of a MMDS is that the designer will assume that too much is "given,"

that the decision system will change little from the previous batch

or manual system:

Thus, a solution in one system had become a
requirement in another, even though no such
requirement had been established in terms of
that system's specific needs.

(Baker, 1964, p. 430)

I
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Similarly, the designer must anticipate that one result of MMDS

evolution will be a pressure to change the human organization, which,

in fact, developed in part in accommodation to existing information

and decision system characteristics. As Scott Morton notes,

If we are going to make really effective use of
interactive terminals we are going to have to
restructure our thinking about the way decision
making gets done in an organization and the kind
of organizational structure that will be most
useful for this.

(Scott Morton, 1968, p. 29)

Galbraith (1969) offers a conceptual point of view for thinking

about this interaction of task characteristics, information system,

and organization structure.

A methodology for MMDS design must be very concerned with search

processes. The possible solution design alternatives are distributed

in a huge and largely uncharted alternative space. Hence, unlike

information system design for more programmed problems, design of

MMDS requires relatively larger allocation of design resources to

global search as opposed to very local design "tuning," which can be

a disastrous waste of resources if indulged in too early in the

process. In traditional terms, the design of a NNDS demands more

effort in the early phases of systems analysis and general design.

One aid to such design search would be useful representations of the

design problem or search space. As Newell has noted and Simon

reiterates:
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... solving a problem simply means representing it
so as to make the solution transparent. If the
problem solving could actually be organized in
these terms, the issue of representation would
indeed become central. But even if it cannot --
if this is too exaggerated a view -- a deeper
understanding how representations are created and
how they contribute to the solution of problems
will become an essential component in the future
theory of design.

(Simon, 1969, p. 77)

One such representation which will be introduced in the

methodology is a matrix display of potential operator and data type

intersections. Earlier we have seen that another useful design

generation mechanism is the normative-descriptive model comparison.

Also, the list of MHDS operator classes in Chapter 3 is a rudimentary

aid to design search. The general decision system framework itself

is meant to be a stimulus to creative design thought.

An aid to the very early stages of decision system analysis and

problem recognition would be formal aids for mapping from decision

task characteristics to appropriate problem solving structures or

systems. Sackman and Gold, (1968), asserted the need for a taxonomy

of problems so that the nature of this mapping could begin to be

explored empirically. Scott Morton's (1967) approach is to outline

the attributes of a problem environment that could effectively use

an MMDS. These attributes are: (1) large data base, (2) high volume

of data manipulation required, (3) subjective analysis required at

stages between manipualtion, (4) subjective evaluation required to

select alternative solutions, (5) existence of very complex
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relationships between the variables relevant to the problem solution,

(6) high multidimensionality of the problem and its solutions. Of

further use would be an explicit set of archetypes of man-machine

systems, the other side of such a mapping. Several such MIDS

archetypes have been suggested by Miller (1965 and 1969).

Predictive MMDS Models

Another design assumption attacked by Ackoff is that "if one

gives a manager the information he needs, his decision making will

improve." The implication in Ackoff's criticism of this assumption

is that data access without procedural power is often not enough.

Without getting entrapped in the variety of possible interpretations

for "the information he needs," however, the general problem remains

that our understanding of the interaction of decision-maker, data, and

operators is highly limited. Yet the MMDS designer must have some

basis for developing assumptions or expectations of future system

behavior in order to make detailed design decisions and tradeoffs.

The survey of MMDS and psychological research and theory of Chapter 3

was meant to serve as one such basis for developing expectations or

predictive models of MMDS.

This unpredictability of MMDS behavior also suggests the

usefulness of investment in early prototype systems or 'simulators"

to get direct indicators of expected operational system behavior.

This approach is strongly urged by Bell (1968, p. 111), based on his
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experiences with the unpredictable impact of graphic displays (e.g.,

only half of his original major design assumptions proved valid).

The prototype could take the form of a very limited data base with a

skeletal conversational language, tested on an experimental basis by

a handful of subjects. Though the cost of such a prototype will

seldom be trivial, it is a reasonable hypothesis that the value of

such an exercise early in the design process increases significantly

with (1) the unpredictability of operational system behavior, (2)

expected rate of evolution of the operational system, and (3) cost

of the operational system. All three independent variables in this

hypothesis may be expected to be large for a MMDS -- hence the value

of a prototype.

A man-machine simulator is a variant of the prototype approach

with the objective of making the man-machine dialogue "feel" be as

realistic as possible for subjects, but with no necessary development

of directly relevant prototypic software or hardware behind it. At

the simplest extreme, this means hand preparation and review of a

reasonable scenario of pseudo-machine displays through which the

user can sequence. At another extreme, it may involve a computer-

based simulator closer to a prototype. The conversational graph

representation of the design introduced in the methodology can aid

in simple scenario generation.
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Flexibility of the MMDS Design

The highly evolutionary and dynamic character of MMDS has been

noted. Thus the design must anticipate that the MMDS development

process will be open-ended -- i.e., the system will generate its own

internal pressures to grow, to learn, to evolve. For the user, the

very existence of new and explicit interactive computer capabilities

will serve as a stimulus to search both for new capabilities not yet

provided and also for unexpected ways to utilize the existing

capabilities. Both the design itself as well as the design methodology

must be prepared to adapt flexibly to these evolutionary pressures if

the NMDS is to remain viable.

Also the methodology often must anticipate a diversity of talent

and performance of individual users at any given period, as well as

over time. This would imply a strategy of design whereby a "portfolio"

of capabilities is provided, which ranges from the very sophisticated

to the very primitive, as well as covering various problem-solving

styles and vocabularies.

Despite such a need for flexibility, however, it should be

emphasized that the flexibility must be bounded and logically

conceived. That is, an asserted need for flexibility can provide

no excuse for lack of early and careful explication of MMDS goals,

behavioral assumptions, and their consequent design decisions.

Beyond the sheer cost of providing more flexibility, there is also
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a trade off between flexibility and over-complexity in system impact

on the user. Some evidence of the inhibiting effects of too much

complexity in a MIDS is noted in the experiments of Bell (1968) and

Gerrity and Black (1970).

The need for general purpose, flexible and modular MMDS

software architecture has been asserted with regularity in the

literature (e.g., Scott Morton, 1970). These goals may be rephrased

as the need for a system structure that will accommodate the majority

of individual functions that are likely to be required in the decision

process and that will allow for easy reconfiguration as the MMDS

attempts to evolve. Herein lies a conflict with the earlier

expressed need to focus on a particular decision area to design a

MMDS: in order to achieve generality, one would like to identify a

set of general functions and elements in the decision making process

and to structure the software system so as to support such general

functions. With scarce resources, the best course is likely a

compromise. In other words, the focus should remain localized in

design, but an explicit attempt should be to recognize commonalities

in function and form across local MMDS's, so that the approach to

design may achieve more generality with experience. This generalizing

process can be aided in part simply by being attuned to recognize

general problem solving processes (through a familiarity with models

of decision making) in specific situations and then by implementing

those that are to be programmed in as general a form as is reasonable.
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Beyond such desired flexibility in architecture and function,

there is also a need for flexibility in language and form of man-

machine interaction. The prototype MMDS described in Chapter 5

incorporates several approaches to such language flexibility which

have the added advantage of keeping more complex (and more powerful)

capabilities relatively invisible to the beginning user.

Decision Control System

The need for explicit control mechanisms for MMDS has been

expressed by many who view an MMDS as a self-adaptive system. For

Sackman (1968, p. 53) this control system is, in fact, the heart of

his proposed "general theory of man-machine digital systems", which

emphasizes the experimental self-analysis, hypothesis testing and

adaption of the MMDS at an evolutionary tempo that must inevitably be

matched to the pace of man (in some ways, one of the slower changing

mechanisms in the system). Also, the fallout benefits to psychological

research of such control mechanisms for intimate monitoring of the

steps of the decision process have been noted by many, not to mention

their value in the process of shifting more and more decision function

responsibility to the machine as the process becomes continually

clearer and better structured.

Some of the issues in design and use of such a formal decision

control system are raised in the following discussion of the design

methodology. One realization of such a system for a prototype MMDS

is described in Chapters 5 and 6.

'1
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4.4 An MMDS Design Methodology

Based on the NMDS design principles described in the previous

section and the general design methodology of Chapter 2, this section

develops a proposed methodology for the design of MMDS. The general

structure of the methodology will be described first, and following

sections will elaborate each phase, as well as some specific heuristic

tools for the process. The discussion of the methodology will be

rather abstract in this chapter; thus the reader may wish to refer

occasionally to Chapter 5 for a detailed application of the

methodology.

Structure of the MMDS Design Methodology

The general structure of the proposed MMDS design methodology

is shown in Figure 4.1. It is an elaboration of the general design

methodology of Chapter 2 (see Figure 2.1), with the addition of

Functional Model and Decision Control System Design stages. As before,

the lines connecting one stage with another are not meant to connote

a rigid, unidirectional progression through a set of clearly distinct

phases. On the contrary, the actual design process is expected to

be highly iterative, with the lines merely indicating particular

interactions between phases that are expected to be especially strong.

For example, there might ordinarily be a number of iterations through

normative modeling, system bounding, descriptive modeling, etc., before

the focus of design attention shifts toward functional modeling and
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detailed design. In addition, there may be parallelism as well,

with several people pursuing different tasks at the same time.

System Goals and Bounding

In the stages of goal definition and system bounding, the

objective will generally be to focus on a decision system with

reasonably tight bounds. At this stage in our understanding of

MMDS, it seems prudent to select problems of manageable scope,

perhaps focusing on just one type of decision. Nonetheless, as

suggested by Ackoff (1967), some investment of effort in analysis

of the general environment context of the selected decision system

will be valuable in identifying outside constraints, as well as

potential opportunities for later generalization of the decision

system.

Initial decision system identification and bounding could be

aided by possession of a set of archetypes of typical MMDS's (Miller,

1969) and of characteristics of decision tasks most readily supported

by an MMDS (Scott Morton, 1967). It is in these early stages that a

preliminary judgment must be made as to the character of the decision

task and into which of the following categories it falls:

(1) totally non-programmable;

(2) totally programmable (either optimally or
heuristically);

(3) a mix of programmable and non-programmable
elements.

I1
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If it falls in the first or second category, then it may be allocated

exclusively to man or machine respectively. In general, it is only

in the third case that a MMDS approach may be called for, and the

methodology described here applies to that case.

Decision System Modeling and Problem Definition

A decision system "problem" is defined here as a gap between the

actual decision process and some standards or normative representation

of the desired decision process. In this methodology, it is proposed

that this problem definition process be made formal through (1) the

development of a descriptive model of the current decision system,

(2) the development of a normative model for the decision system which

reflects standards for salient system characteristics, and (3) the

comparison of the two to recognize gaps, or problems to be solved.

As proposed in the third principle of MMDS design of Section 4.2,

the decision model frameworks used in descriptive and normative

modeling should be based on models for human decision making. In

particular, it is proposed that the decision system components and

process phases of the general frameowrk of Chapter 3 be used:

A. Decision Process Phases

1. Intelligence

2. Design

3. Choice

4. Implementation

5. Control

6. Decision Process Structure
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B. Decision System Components

1. Memory

2. Operators

3. Plans

There are, of course, a variety of models and representations of

decision processes in the theory of human decision making, and it

would serve the MMDS designer well to be familiar with more than just

this framework (e.g., Chapter 3 relates some of this theory to this

framework). This explicit use of decision making models in the

design of a MMDS is important to help to avoid a tendency of computer

systems analysts and designers to view the problem primarily in its

machine-oriented aspects. This "attention bias" is to be expected

given the technical emphasis of most analysts' backgrounds, combined

with the pressure of "Gresham's Law" for more programmed tasks (e.g.,

machine systems design) to drive out the less programmed tasks (e.g.,

decision system design). The disciplined use of decision models in

design can counteract this tendency by focusing designer attention

on decision processes and mechanics.

Of course, at a meta-level, the design process itself may be

viewed as a problem solving process. Here models for problem solving

also may be of use in increasing understanding of methodologies for

design. The parallels between the structure of the design methodology

proposed here and the Decision Process Phases are readily apparent.

I,
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The objective in the descriptive modeling effort is not to

produce a completely verifiable model of the human decision maker's

current decision behavior. That is the approach of some researchers

who are working in the simulation of human decision makers in order

to develop and check theories of human decision behavior (e.g.,

Clarkson, 1962; Newell, et al., 1960); the MDS designer will not

ordinarily be able to afford the effort required to achieve such

fidelity, although he may adopt some of the researcher's tools and

results. Instead, his objective is to develop a reasonable working

model of the current process to use as a basis for recognizing

problems. The tests of this working model likely need be no stronger

than consistency between the model and actual decision behavior as

perceived by the designer and by the decision maker himself (whose

involvement in the descriptive modeling process is one step in

maintaining his attention throughout the design effort). Some of the

tools of descriptive decision modeling, beyond those of traditional

systems analysis (e.g., interview) could be decision protocol

collection and psychological testing.

Decision protocol collection is a technique developed by

researchers in human decision behavior aimed at direct, as opposed

to retrospective, observation of decision behavior (e.g., see Clarkson

and Pounds, 1963). Although based on the unproven assumption that

the verbal trace of a decision maker "talking through" a decision is

a reasonable mapping of the real underlying cognitive processes at

I
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work, protocol collection remains as one of the most powerful

techniques in decision system modeling, although this approach has

not been used before in MMDS design, with the exception of Scott

Morton (1967).

Psychological tests have apparently not been used previously in

MMDS design either. One such test, the Role Construct Repertory

test of Kelly (1955), is applied in an exploratory way in the

prototype MMDS design effort described in Chapter 5.

The normative modeling effort, on the other hand, is aimed at

specifying detailed standards or criteria for a desirable decision

system. It must be recognized, however, that standards for what is

"good" decision making in a complex and unstructured decision

situation are not at all obvious, and "optimal" decision behavior is,

by definition, impossible to specify rigorously in such a situation.

Carroll and Zannetos cite this problem in relation to planning, which

is generally viewed as an unstructured decision task:

...it is not always abundantly clear just what
one is attempting to achieve by planning, with
the possibly innocuous observation that he is
attempting to bring about some order to an
otherwise chaotic situation and so structure

his problem.

(Carroll and Zannetos, 1966, p. 157)

And in a similar vein, Churchman observes:
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Probably the most startling feature of
twentieth-century culture is the fact that we
have developed such elaborate ways of doing
things and at the same time have developed no
way of justifying any of the things we do.

(Churchman, 1961, p. 11)

In other words, the specification of the normative decision model,

as defined here, is itself a judgmental and somewhat unstructured

process. In this judgmental process, however, the normative models

and mechanisms of management science and operations research are

likely to be useful as guides for what is "rational" or "optimal" in

the abstract, even if these normative guides must eventually be

compromised with real resource limitations on available dollars,

technology, time, and human capacity. Some tentative normative guides

have already been suggested in the elaboration of the general decision

framework of Chapter 3.

In accord with the fifth principle of MDS design proposed

earlier, the normative modeling effort is viewed as a mechanism to

encourage wide search for alternative MMDS designs. Thus it is held

as important to specify a normative model as a distinct activity,

separate from (though not independent of) the activities of descrip-

tive modeling and detailed design -- otherwise the designer is biased

more toward incremental and short run goals by excessive attention to

the details of the current situations. In other words, the normative

modeling exercise is aimed at pushing the designer to look far enough

ahead and widely enough to have some sense for the possible bounds of
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desirable MMDS evolution over the foreseeable future. It represents

an attempt to force a breakout from the traditional systems analyst's

descriptive "set." An overemphasis upon analysis in the process of

design has manifested itself in the way information systems are

designed traditionally with extreme emphasis on understanding and

descriptive modeling the information system as it exists, before the

new computer system is designed and implemented. This leads to the

phenomena of incrementalism and suboptimization, and to a limited

process-oriented view of information system design.

The comparison of the descriptive decision model with the

standards of the normative model within the general decision framework

will lead to identification of gaps in decision processes and mechan-

isms. Approaches to solution of those problems, or reduction in those

gaps, will be developed in the functional model representation of the

MMDS design described next. It should be emphasized once again,

however, that this comparison step is really an iterative process.

In any real design process, it will not happen just once, but many

times as both descriptive and normative models develop over time.

It should also be noted that the MNDS design that results is

expected to be a compromise between the normative and descriptive

models. On the one hand, the result should not be based totally on

an optimizing model which abstracts away so much of the real decision

system that it proves unworkable in practice -- this is the extreme

approach decried by Little (1970) and Soelberg (1967b). On the other

-4
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hand, the resulting design should not be based completely on current

expressed informational needs with the naive response of making all

such "desirable" data available on-line to the decision maker -- this

is the data-centered approach decried by Ackoff (1967). In other

words, the MMDS design should represent a reasonable balance between

long run decision process goals and short run limitations in resources

and capacity for change.

The Functional Model

Given problems defined by gaps between the normative and

descriptive decision models, the MMDS designer should develop

approaches to alleviate these problems. These approaches -- pro-

grammable functions, operators, plans and their related data

structures -- constitute the functional model. In other words, the

functional model is a concise representation of those decision system

components of operators, memory, and plans which should be transfered

to the computer in the MMDS in order to improve the decision process

(or to reduce gaps between the normative and descriptive models).

This phase of associating operators with problems, or gaps, is

one of the most creative in the design process. It is here where the

base of design assumptions and expectations -- the foundation for the

model of expected MMDS behavior -- is beginning to form. For each

specific association of operator with problem implies an assumption,
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a prediction that the chosen operator will affect MMDS behavior so

as to alleviate the problem. These assumptions should be made

explicit so they may be used for control on actual MMDS performance.

Thus the purpose of the functional model is to identify those

programmable operators, operands (i.e., data structures and files),

and plans which are expected to reduce the problems defined. Note

that these functions may be derived both from existing decision

system components which are programmable and also from new components

suggested by the normative model. The fact that these operators are

derived from human decision making frameworks -- both normative and

descriptive -- helps to insure that they will fit into such a process

in the eventual MMDS. In other words, it is suggested here that a

test of the potential workability or attractiveness of a programmed

operator to a human is whether or not it logically supports one or

more of the phases of the human decision process model.

Note that human decision behavior has been simulated before by

the process of identifying and programming those operators plus

appropriate rules and plans (e.g., Newell et al., 1960; Clarkson,

1962; Swanson, 1964). That is not the intention here. Rather than

attempt to program the whole structure of memory, operators, and

plans as a means of describing a theory of human decision behavior,

the object here is to program portions of the process in a way that

allows improvement over existing decision behavior. Since plans are
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less well understood in human decision making than are operators and

memory, it is expected that the latter components will be programmed

first in the evolution of a MIDS.

The design of a man-computer system for monitoring and

controlling automated space probe checkout, described by Chesler and

Turn (1967), shows some of the aspects of functional modeling for

MMDS design proposed in this section. In particular, they did

develop a descriptive model of the basic functions involved in the

process, and related those functions to both information and display

format requirements. Their analysis, however, is not related

explicitly to any general models of problem solving, either descrip-

tive or normative. They do, however, raise the notion of complexity

reduction through recoding of data in displays, and several behavioral

hypotheses are suggested. One specific function of interest which

they propose produces a "moving network," an activity network which

moves across a line on a CRT screen which indicates the "present."

This display aids in maintaining a sense for general activity context

and for events immediately expected.

In the design of the interactive terminal system for use in

their MMDS experiment in concept formation, Newman and Rogers (1966)

develop an explicit functional model as a design guide. They base

their functional model on operators derived from the following two

sources:
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1) An informal survey of highly trained scientists

and engineers was made. Each of these was pre-

sented with a manual version of the problem and

asked to try to solve it. Afterwards, they were

asked what computer aids they would have liked to

have in the process.

2) The theoretical and empirical literature on

human problem-solving was surveyed, and some

basic functions were abstracted (in particular,

from the work of Bruner et al., 1956).

This approach by Newman and Rogers apparently represents the

first rigorous attempt to identify detailed human decision functions

and to program selected ones as a part of the OMDS design process.

The fact that the resulting system performed so well, increasing both

user performance and learning, is a significant comment on this

design approach.

As an aid to generation of possible programmable operator or

function types, the designer might review a list of general decision

system operator classes, such as those suggested in Section 3.12.

It would seem practically inevitable, however, for a complex decision

task that the designer both will include operators which eventually

prove useless in practice and also omit operators which become

desirable later. This unpredictability, as noted in the discussion
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of MMDS design principles, suggests tight control on actual MMDS

behavior, and upon individual programmed function usage patterns in

particular. It also suggests investment in design flexibility such

that later modification and addition of operators remains feasible.

Design Search and the Matrix Heuristic

Problems of representation and modeling are ever-present in

design in general and NMDS design in particular. In proposing

several principles for MMDS design earlier, a need for representations

was noted both to aid in communicating the design to the ultimate user,

and also to help structure a design search space for exploration by

the designer. It is proposed that the matrix heuristic introduced

below is valuable on both points in the functional model and search

phases of the design methodology.

Information processing models of decision making involve the

application of a variety of operators to a variety of operands (data

structures in memory) in order to reduce the difference between goal

and status -- to solve the problem. It was proposed above that this

view be applied to the functional modeling of IMDS -- that of

operators acting upon operands. Given that this is the basic form

of the MMDS functional model, a useful representational heuristic for

design is a matrix representing the intersection of operators along

one axis and operands along another.

-A



-189 -

Note that the operators and operands conceived in the

functional modeling phase are likely to have come to mind as specific

operator-operand pairs in response to particular decision system

problems. For example, if a problem in portfolio management decision

making is that the decision maker needs a general way of viewing the

aggregate structure of a portfolio, one operator-operand response to

the problem might be a function called HISTO which could be applied

to an operand PORTFOLIO. The result of this application would be a

graphic histogram of the aggregate distribution of holdings in the

portfolio along a selected dimension (e.g., earnings growth rate).

Thus, in this case, the operator-operand pair is HISTO-PORTFOLIO.

Note that if one constructs a matrix of all operators and operands

defined in this pairwise fashion (e.g., Figure 4.2), the full matrix

represents a "design space" of all possible pairwise operator-operand

combinations. The HISTO-PORTFOLIO intersection identified earlier is

only one point in this space. This matrix, however, focuses explicit

attention on many operator-operand combinations that were not

conceived of in the initial functional modeling steps. Of course,

some of these pairs may be relatively useless, others even meaningless.

Nonetheless, some may suggest intriguing ways to generalize a

particular function to make the MMDS more powerful. In the example

above, for instance, the matrix might suggest application of the

HISTO operator to other operands beyond PORTFOLIO. For example,
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HISTO applied to a DIRECTORY of portfolios implies a distribution of

all portfolios along a selected dimension; this could be useful in

spotting portfolios in extreme or exceptional positions, or as a

standard against which to compare an individual portfolio. Also,

HISTO applied to a STOCK LIST (e.g., the Dow Jones Industrials)

rather than a portfolio could also produce an interesting standard

distribution against which to compare the structure of a particular

portfolio (or the distribution of all portfolios of the decision

maker). In other words, the matrix is viewed as a stimulus and aid

to further creative design search and operator generalization.

Note that there is no reason that operands may not be complex,

in the sense of representing lists of simple operators (or lists of

lists, etc.). The capability to have an operand represent a list of

operands and operators is useful in order to build "macro" command

lists or procedures, an attractive self-adaptive facility for a NMDS.

Such a macro could be run by applying a primitive activating

operator (e.g., EXECUTE) to an operand representing a operator-

operand list. Flexibility for real-time control of the macro could

be realized by allowing for use of "dummy" operands or operators in

the list as arguments, where real-time substitutions could be made

upon execution. For example, a macro called X might be built to

apply HISTO to a dummy portfolio name to produce a specified distribu-

tion by percent of market value and price-earnings ratio. Then
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whenever "X name" was invoked, the pre-specified display would be

produced for the given portfolio "name." This allows the decision

maker to recode frequently used operator-operand procedures more

concisely.

In summary, the matrix heuristic proposed here has the

following attractive characteristics:

(1) it is a concise, aggregate description of the

system;

(2) it structures, in a rigorous way, an MMDS design

space, by displaying all possible operator-

operand pairs (for the given arrays of operators

and operands);

(3) it may direct attention both to attractive

operator-operand combinations that hadn't been

considered before, and also to others that

represent easy and useful generalizing

extensions to the design as originally

conceived;

(4) it demands more explicit definitions of both

operators and operands;

(5) it is capable of representing hierarchy in both

operators and entities with the notions of

macro-operators and meta-lists (lists of lists);

-1
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(6) it focuses early design attention upon the

search for conciseness, uniformity, and

generality in operator and operand

definition.

Using the matrix representation as a reference, the process of

specifying reasonable general design requirements for the MMDS is a

highly iterative process involving search for new functions and

capabilities as well as a screening of those capabilities based upon

real constraints of technology, available economic resources, time,

and organizational and individual limitations. It involves an

examination of the descriptive model of current information and

decision processes vis-a-vis the normative model and making judgments

as to how much change is tolerable or desirable in the MMDS implementa-

tion. It also involves a consideration of the character of human

cognitive capabilities, and thus the designer should be familiar with

relevant behavioral theory such as that reviewed within the general

framework in Chapter 3. One result of this application of constraints

should be the selection of allowable operator-operand pairs from the

full array displayed in the matrix representation.

Conversational Graphs and MMDS Design

In the detailed design phases of MMDS development, the designer

requires some means of representing the terminal interface

characteristics of the system. He needs this representation both to
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communicate design characteristics to the ultimate user, as well as

to guide the detailed design of supporting software. One useful form

of this representation is the conversational graph introduced here.

This graphic representation was developed in the process of

design of the prototype MMDS of Chapter 5 and is being refined and

rigorously evaluated in a follow-on research project (Carpenter,

1970). Also, it was noted recently that another researcher

independently has pursued a similar course (Parnas, 1969).

The conversational graph is another means of representation of

the NMDS design, but a more discursive and detailed representation

than the matrix. The basic notion of the graph is that the machine

portion of the man-machine dialogue can be represented by a finite

number of "states," or points in the "conversation." The conversa-

tional graph is then just a form of state transition diagram which

describes the allowable state transitions in the system. Within the

graph a transition is typically initiated by the human user, along

a branch selected by him. However, this is not always the case, as

a transition may be automatically initiated by the machine as a

result of a particular computation (and perhaps as a result of the

particular state of the real-time data base). The actual dialogue

can be represented within the graph at nodes and along arcs.

In other words, at any point in a man-machine dialogue, the

MIDS may be thought of as being at a particular node in the

conversational graph. The graph represents the computer's view of

- 194 -
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the context-dependence of the conversation; i.e., a given user

response will be interpreted differently at different nodes in the

graph. Examples of conversational graph specification are given in

the description of the prototype NMDS design of Chapter 5, but a

sample segment of a hypothetical graph is shown in Figure 4.3. Note

that the graph form is completely consistent with the "menu-

selection" form of man-machine language in the sense that at each

point in the dialogue (at each node) the user has a defined set of

alternative courses of action (departing arcs).

The form of the graph raises several explicit issues in MMDS

design:

1. At any given point in the man-machine dialogue,

how much explicit flexibility can be provided

without confusing the human user? (E.g., how

many possible arcs should come out of any given

node?)

2. How much flexibility can be provided to change

the conversational context radically? (E.g.,

how can the user "jump" from his current position

in the graph to some remote node?)

3. How much flexibility to accelerate the pace of

conversation at will can be provided? (E.g., how

can the user compress the dialogue necessary to

move deep into the graph hierarchy?)

-1
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"Select Operand
1. M
2. N
etc."

I

"Choose Next Step...
1. Operator A
2. Operator B
3. Quit"

2 3

,EXIT

"Select Operand...
1. X
2. Y
etc."

2

| \ |

FIGURE 4.3

Sample Conversational Graph Segment
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4. How much of a capability to recode the dialogue

can be provided directly to the user? (E.g.,

how would a "macro" be constructed and used in

the context of this conversational graph?)

5. How can flexibility to alter the structure of

the graph easily be provided? (E.g., what

software architecture allows for easy system

modification following a change in desired

conversational graph structure?)

Although all these questions are not answered here, one resolution

to some of them is embodied in the prototype MNDS design described

in Chapter 5.

In summary, the conversational graph can be useful to MMDS

design in a variety of specific ways:

(1) It represents a concise, user-oriented detailed

description of the MMDS;

(2) It is in a form such that conversational

"1scenarios" can be generated readily, mentally

or by hand, in order to evaluate a sampling of

the myriad possible decision process traces that

the system may support. In other words, a

significant amount of valuable human interface

"debugging" can be done with a paper design;
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(3) It is simple enough to serve as a direct aid in

new user training, once the MMDS is implemented,

since it combines sufficient detail with the

advantages of a graphic overview of system

conversational structure, yet without

introducing unnecessary complications of a

machine-oriented description of how the system

is actually realized;

(4) For design of the MMDS monitor and control

system, the graph represents a complete and

extremely useful model of all aspects of the

decision process conversation that are directly

observable by the machine.

Given this conversational graph specification, the MMDS detailed

design can then proceed in a "top-down" fashion, providing the

routines necessary to support the functions specified in the graph

and reiterating through earlier design stages where necessary when

additional technical constraints are encountered.

Design and Application of the MMDS Decision Control System

Control, formal and informal, in the form of feedback and

adaption is ubiquitous in human decision systems, such as a NMDS.

Here, however, the primary focus is on a formal decision control

system to allow the NMIS designer to check his assumptions and

continually improve his design.
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Essential to decision control system design is the collection

and recording of all significant design assumptions and expectations

developed at various points throughout the process of design. Given

this codification, the control system design can then proceed by

specifying explicit checks and control mechanisms where possible for

these assumptions.

A primary mechanism for control would be a machine monitor

capability for remembering "traces" of the man-machine dialogue for

all user sessions. In other words, this decision monitor could

maintain a complete sequential listing of any given conversation,

as well as collect operator and operand usage statistics and any

other special measures of interest. The conversational graph, in

the sense that it represents the available conversational structure

of the system, provides a useful framework for identifying specific

monitor points within the system (e.g., the monitor could be set to

count the number of times a particular node is occupied or a

particular arc is traversed in the process of using the system).

The conversational graph is particularly useful to decision control

in the sense that each of its nodes and functions is designed to

have meaning in the user's decision process -- thus transition paths

through the graph are meaningful to the decision control system.

Once a decision maker begins to use a MNDS, in fact, his decision

process may be subject to more rigorous and consistent analysis,
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given the decision monitor capability, than was ever possible before.

This enhanced analysis may lead to better decision modeling and

eventually to more decision programming in a given decision system.

Other, more traditional mechanisms may be employed as well in

the decision control system. In other words, interviews, question-

naires, protocol collection and psychological tests may be used

either to confirm results found in the monitor trace or to check

aspects of MMDS behavior relatively inaccessible to the decision

monitor system. Examples of the application of some of these

decision control techniques are given in Chapters 5 and 6.

Implementation

A detailed discussion of the process of MMDS programming and

implementation is beyond the scope of this dissertation. However,

several general points should be made.

One, it is expected that the programming and testing of a

conversational computer system is greatly aided by the use of a

general purpose time sharing system environment.

Two, the combination of a highly complex conversational system

(with a huge number of possible system and data base states) and an

unpredictable human providing the driving input can result in an

incredibly complex man-machine system. The situation is even worse

if the system relies on a data base that follows some real process,

further increasing the number and unpredictability of system states.
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Debugging and testing are correspondingly much more complex than in

a more rigid and programmed situation. Hence, investment in

automated check-out and programmed system exercise routines may well

be worthwhile. Also, the need for extremely tight controls on input

data or commands at the point of entry should be obvious.

Three, given the unpredictability of much MMDS behavior at our

present state of knowledge, planning implementation so as to provide

a "live" prototype or limited capability system may pay high returns

in feedback from early user experience.

4.5 Summary

This chapter has begun by introducing some of the general issues

in design of information systems. It has been noted that most of the

literature of design focuses on the later, more structured phases of

programming, system optimization, and implementation, at the expense

of the early phases of problem definition, analysis and preliminary

specification. It was further noted that many applications of the

computer, even those aimed directly at supporting a decision maker,

seem to take a machine-centered, data-centered, or other such

approaches rather than a decision-centered approach.

Considering the special characteristics of NMDS identified in

Chapter 3, several principles of MMDS design are then proposed and

elaborated. Finally, a design methodology is proposed which is an
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adaption of the general methodology of Chapter 2 for the special case

of MMDS design. This methodology is distinct from traditional

information systems design literature in its focus upon (1) the

early phases of analysis and general design, (2) explicit control

on the design, and (3) a decision-centered approach.

This MMDS design methodology introduces several new heuristic

tools (e.g., the operator-operand matrix, the conversational graph)

over and above the more traditional techniques of information systems

analysis and design. More important than the characteristics of

these specific tools, however, is the general notion of exploring,

elaborating, and evaluating such techniques in the development of a

formal body of MMDS design methodology.

The methodology of this chapter is applied and described in more

detail in the design and use of a prototype MMDS as outlined in the

next two chapters.
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CHAPTER 5

AN APPLICATION OF THE
DESIGN METHODOLOGY IN PORTFOLIO MANAGEMENT

5.1 Introduction

The design methodology developed in earlier chapters was applied

by the author in the design of a prototype man-machine decision

system for portfolio management. The resulting MMDS was exercised

by responsible portfolio managers in a realistic field situation.

The design of this prototype NMDS is described in this chapter. The

results of the design and of exercise of the prototype system are

described in Chapter 6.

The tactic of an exploratory field study was selected as a first

step in the evaluation of MMDM theory and design because of the very

primitive state of the field at present. It was felt that such a

comprehensive approach would yield a higher information return at

this stage than a controlled laboratory experiment. The field of

MMDS is currently characterized by little more than a few fragmented

experimental results. The strongest current need of the field is

for integration -- the later factoring into specific hypotheses for

more rigorous testing will benefit from the guidance of a general

framework for the field. Another payoff of an exploratory study

should be the discovery of new insights and ideas, as well as

refinement and clarification of the few identified existing hypotheses.

I
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Such a study can be aimed also at exercising possible measurement

instruments and aiding in the establishment of specific priorities

for follow on research. Finally, such a study is conceived as having

useful impact on the practice of MMDS design, to stimulate more

design of such systems, and a greater diffusion of MMDS experience

than exists at present.

The trade-off in adopting such an exploratory tactic is, of

course, that one may sacrifice the notion of statistical significance

of results for increased comprehensiveness and realism. The emphasis

here is upon the design experience and upon in-depth observation of

a relatively small number of subjects in a realistic field situation.

The lack of experimental control that is characteristic of a field

study poses dangers, some of which were encountered in the course of

this research. (The pitfalls met and the resulting modifications in

the original design of this study are discussed as a part of Section

5.9 on the Control System.)

Other limitations of field research with responsible decision

makers as subjects in their on-going work environment are that (1)

subjects cannot be inconvenienced seriously in carrying on with their

job; (2) subjects may have inhibitions in communicating freely to the

researcher about their decision behavior, despite assurances of

"privileged communication", (3) "live" data collection is difficult

so that some reliance on retrospective description may be inevitable.

I
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Despite these limitations, however, there is a very important place

for field studies in developing and supporting hypotheses about non-

programmed MMDS behavior that are applicable to real decision

situations. As Soelberg (1967, pp. 1-8) notes, "There is some doubt

whether it is even possible to simulate critical decision problems in

the laboratory, hence whether most of our knowledge about critical

human choice behavior will not have to come from observations in less

well controllable field settings."

The design and exercise of the prototype MMDS for portfolio

management took place over the period from December, 1967, through

February, 1970. The major milestones and phases of the project are

sketched in Figure 5.1 on the following page.

This chapter traces the history of the project, using it as an

illustration to shed light upon the MMDS theory and design methodology

described earlier. The chapter is organized by phase of the design

methodology, from normative model to implementation and control, and

it concludes with a description of this designer's expectations as to

resulting MMDS behavior.

5.2 The Decision Context

The project was initiated in December, 1967, with a feasibility

study and proposal for the experimental development of a prototype

conversational Portfolio Management System (PMS). The decision

I1
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context was the pension fund section of a major U.S. bank. The

aim was to develop and exercise a PMS which supported a handful of

pension fund portfolios on an experimental basis.

The portfolio managers who would exercise the PMS operated

within the organizational and informational environment outlined in

the figure on the next page. This environment is similar to that

encountered in many large institutional investment situations. The

main components of the figure are described below:

1) Investment Research is the "intelligence" wing of

the organization. It consists primarily of security

analysts who are responsible for monitoring, adding,

or deleting securities from the approximately 350

common stocks making up the Approved List.

Approved List securities are authorized for invest-

ment by the portfolio manager -- this is his

"universe" of investment opportunities.

2) The Committee Structure is responsible for

reviewing all changes in status of the Approved

List, setting portfolio management policy

guidelines, and reviewing portfolio management

performance.



Trust
Committee

Approved Policy

List Guides

nt PORTFOLIO
h MANAGER f

Portfolio

Status Market

"Street" Prces

Estimates Trader

FIGURE 5.2

Client

CD

The Portfolio Management Information Environment

Investe
Researc



- U w- _1

- 209 -

3) The Trader is part of a specialized trading group

responsible for execution of all portfolio

management trading decisions.

4) The Client, in the case of the pension fund

section, is a company, typically represented

by its treasurer or a committee.

5) Information used by the portfolio manager

consists of periodic reports from Investment

Research on Security Status and expectations,

informal or formal reports from the "street",

instructions or revisions of objectives from

clients, periodic reports on portfolio holdings,

and current security prices from the newspaper

or a Telequote terminal.

Over the course of the project, there were on the average seven

active portfolio managers in the pension fund area. Each man

typically handled from 25 to 100 portfolios, ranging in asset value

from $2 to $350 million each, normally with 30-90 common stock hold-

ings per portfolio. The portfolio managers ranged in age from about

32-55, and all had at least a bachelor's degree. None had any prior

direct computer experience of note.

The focus of the decision system was taken to be the portfolio

analysis and revision process. This involves the scanning and

analysis of information from all sources and the resulting choice of

portfolio revisions.
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The focus is also primarily upon the common stock portion of

portfolios, not the bonds, mortgages, and other asset types. This

focus was elected (1) because the common stock portion is the most

active, and receives the majority of the manager's attention, and

(2) because the common stock data base is more readily constructed

and managed for a prototype system. (In most cases, common stocks

constituted 60 - 70 percent of the portfolio.)

5.3 The Normative Decision Model

The normative and descriptive models of the pension fund manager

decision process were developed partly in parallel through 1968.

The general decision system framework developed in Chapter 3 was used

as a guide for constructing both of the models. This framework

consists of the decision phases of intelligence, design, choice,

implementation, and control, plus the further primitive decision

elements of memory, understanding, and operators.

Since much of the early effort was directed at the normative

model, it is described first. It was developed as a direct elabora-

tion upon the general decision system framework, after some

reflection upon the task description, normative decision theory,

and the literature of finance. The model is described below with

goals or normative characteristics listed within each decision phase

or element. The feasibility of satisfying each of these subgoals

will not be faced until later project phases. Hence the model here
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is phrased deliberately in rather general terms, avoiding reference

to any specific optimizing model or algorithm, or to any specific

hardware. Note that this normative model refers to the total

decision system, including both human and machine aids.

Intelligence

The decision system should have immediate access to current

status information both for portfolios and securities. The system

should possess current goal statements for each portfolio regarding

desired appreciation, volatility, liquidity, income, etc., as well

as operational standards or criteria related to those goals. The

system should possess mechanisms for continual screening of current

status against current criteria or standards so that differences, or

"problems", can be recognized.

Design

The decision system should have mechanisms for search for and

design of alternative portfolios. Such search activity should be

problem-oriented in the sense of having a clear association between

problem definition and the direction and degree of search for

alternative solutions. The system should have a clear definition

of the dimensions and feasible bounds of the portfolio search space.



-212-

Choice

The decision system should possess mechanisms for the analysis

and comparison of alternative portfolios against the accepted

criteria and standards. The system should have the capability of

balancing the increased performance of any given alternative against

the cost of trading involved in getting to that alternative from the

current portfolio.

Implementation

The decision system should provide for immediate transmission

of chosen trade orders to the appropriate trader for action.

Control

The system should provide explicit control mechanisms to

operate upon:

(1) the trade execution;

(2) the decision process (i.e., its structure,

content, consistency, etc.);

(3) the predictive quality of security analyst

projections (from both inside and outside the

organization);

(4) individual portfolio performance;
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(5) portfolio manager performance across all

portfolios;

(6) portfolio profitability for the

organization, individually and by class

of client.

The control system should provide for automated exception reporting

whenever the behavior of any of these activities deviates

significantly from accepted standards or expectations.

Plans

The decision system should have mechanisms for the development

and improvement of models and procedures for aiding security

evaluations, portfolio selection, and other elements of portfolio

management process.

Memory

The decision system should have memory and effective data

structures for handling information, models, and procedures relevant

to the above decision process.

Operators

The decision system should have mechanisms for the development

and application of effective operators for carrying out the decision

processes described above. An initial list of such operators will
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be derived, after comparison of normative and descriptive models and

during the functionalization phase described later. However, some

general classes of such operators have already been identified in

Section 3.4.4.

Thus the initial normative modeling effort has done little more

than identify a set of desirable characteristics of a portfolio

management decision system. Nonetheless, these characteristics and

the general decision framework which lies behind them prove very

useful as guides for problem recognition in the analysis of the

actual existing decision system, described in the following section.

5.4 The Descriptive Decision Model

The descriptive model was developed within the general decision

system framework used for the normative model. A variety of

information sources was used: interviews, reports, decision

protocols, questionnaires and psychological tests. These sources

were not employed in any strict sequence, but the descriptive model

developed iteratively with frequent checks back to the real decision

process. The portfolio managers' reactions to the model were also

solicited periodically.

Repeated interviews were conducted with seven of the pension

portfolio managers through 1968. The form of the interview was

structured about the general decision framework and aimed at
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eliciting the portfolio manager's view of his own decision process;

how he used the information available to him, how he recognized

problems, etc. As the skeleton of the model began to form, the

model itself became one focus of the interviews.

At the same time sample copies of all periodic and ad hoc

reports used by its portfolio managers were collected. The perceived

relevance of these reports to the portfolio manager was examined

during interviews and protocol collection. They were also analyzed

in light of the goals of the normative model, and deficiencies in

terms of content, structure, timeliness and flexibility were noted.

Decision protocols, the manager's verbal trace of his thoughts

during the process of portfolio analysis and revision, were elicited

and tape-recorded for six portfolio managers. The six sessions were

an average of about 50 minutes in length, with each portfolio manager

reviewing one or two portfolios and making buy-sell decisions. The

developing descriptive model was checked against these tape-recordings.

Questionnaires were collected in 1968 and 1969 from seven of

the portfolio managers with regard to their actions taken on 23

portfolios. These covered about three months of buy-sell transactions

on these accounts, explaining the time and reasoning involved in each

transaction. The volume of transactions on six of these portfolios

for the first six months of 1968 were extracted from the department's

accounting records. These six portfolios showed an average of 30

-1
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stock trades executed per month for each portfolio. In fact, these

30 trades represented only an average of 9 stock transaction orders

per portfolio per month. (A single transaction order placed by a

portfolio manager may be broken into several smaller trades by the

trader for easier execution.)

Finally, Kelly's (1955) Role Construct Repertory Test was

administered in early 1969 to six of the portfolio managers to

elicit the major factors that they used in discriminating among

stocks on the one hand and among portfolios on the other. The aim

here was to use one more instrument to examine the way in which the

managers perceived stocks and portfolios. The results of the two

hour Role Construct tests were to be used as a base line against

which to measure changes in perception as a function of use of the

prototype system in the original decision control system design.

The data sources described above were used in the iterative

development of the descriptive decision model outlined in the

following sections. The general characteristics of the portfolio

manager's job are sketched first, and then his decision process is

described within the general decision framework.

General Description

The typical portfolio manager (PM) spends significant and

roughly comparable portions of his time in (1) customer contact,

(2) review and revision of portfolios, and (3) scanning of the

security market and related information.
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The time spent on a portfolio review may vary widely from a

few minutes to several hours. However, the majority of these

reviews involves a significant clerical effort on the part of the

portfolio manager (PM) and his assistant to produce an adequate

picture of current account status, updated from the latest computer-

produced review. The pension fund manager typically will try to

review his major accounts on a weekly basis.

Pension fund managers place a high premium on easy access to

current portfolio status and to issue holdings across portfolios.

The pension fund situation is inherently more dynamic than other

trust management situations with its relatively high cash flows,

both in and out, with high and increasing client pressure for

performance, with increased potential for large block trading, and

with more frequent reviews of account status.

Intelligence

Relative to other phases of the portfolio management process,

the largest proportion by far of the PM's time appears to be spent

in the intelligence activities of status monitoring, goal refinement,

status-goal comparison, and problem definition.

The status monitoring function involves (1) reviewing portfolios

and (2) scanning general market and security-related information.

The first is directed at discovering problems in portfolios, the

latter in discovering opportunities in the form of attractive
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securities. This dichotomy is analogous to "need-stimulated" versus

"opportunity-stimulated" problem recognition as discussed in Chapter 3.

Both types of problem recognition are present to a significant degree,

although security sale transactions are relatively more need-stimulated

than are security purchase actions. In general, the opportunity to

buy a specific attractive stock appears to be considerably more

important as a decision stimulus than the discovery of a need in a

particular portfolio. This observation was strongly supported by the

PM interviews and by the questionnaires, where the PM classified each

transaction decision as either need- or opportunity-stimulated.

The primary source of portfolio status information is a fixed

format report produced at most monthly. It is organized by class of

security (e.g., stock versus bond) and then by industry group (e.g.,

oils). It is typically from 5-30 pages long and lists all holdings

at cost and market value.

The primary source of security analysis information is another

fixed format monthly report produced by Investment Research and

covering the stocks of the approved list. This report is also

organized by industry group and lists approximately 25 variables

per stock (e.g., price/earnings ratio, latest earnings per share,

projected earnings growth rate, etc.).

The primary source of security price information is the Wall

Street Journal or a Telequote terminal located near the managers'
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desks. It is clear from the outline above that the PM's status

information base is fragmented, rigidly formatted, and not always

current.

The portfolio status reports give little information on

aggregate portfolio structure beyond a breakdown of total cost versus

market value for (1) the whole portfolio, (2) the major classes of

assets in the portfolio, and (3) the industry group totals for the

common stock portion of the portfolio. Interviews and decision

protocols revealed that PM attends primarily to the following

aggregate or structural portfolio characteristics, if any at all:

(1) industry diversification in the stocks;

(2) the proportion of stocks in the total portfolio;

(3) the total number of holdings;

(4) the number of holdings per industry;

(5) the amount of cash available.

The PM's use of the report is accompanied by considerable clerical

effort involved in updating both holding status and asset prices to

get a current picture of the portfolio.

On the other hand, when asked to discriminate among various

subsets of 20 portfolios (which he managed) during the Role Construct

Repertory Test, the average PM used mainly dimensions related to client

goals. In descending order of frequency of use, the PM's discriminated

among portfolios on the following dimensions:

A
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1. portfolio has a relatively high (relatively low)

total return goal;

2. client will accept little (high) risk;

3. portfolio is very inflexible (flexible);

4. portfolio is large (small);

5. high income (high return) is the primary goal;

6. client has very vaguely (clearly) defined goals;

7. client is very satisfied (dissatisfied) with

performance;

8. client wants to become more (less) aggressive;

9. client has low (high) liquidity need.

With the exception of size and relative inflexibility (due either to

asset structure or to client constraints), none of these dimensions

perceived by the PM's relate to portfolio status or expected per-

formance. This is not surprising given the dearth of portfolio-

related measures available to him and the consequent focus of his

information system upon individual assets.

On the other hand, the Role Construct Repertory Test, when

applied to 20 stocks known to the PM, showed that the significant

dimensions were very much performance or status related. Again in

descending order of frequency of use by the PM's, the following

dimensions were used to discriminate among common stocks:

A
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1. high (low) expected earnings growth;

2. earnings growth is volatile (stable);

3. high (low) total return potential;

4. quality of stock is high (low);

5. risk is high (low);

6. company is very aggressive (conservative);

7. company has good (poor) management;

8. stock is undervalued (overvalued);

9. P/E is low (high);

10. income is high (low);

11. in the consumer (non-consumer) sector;

12. in a non-growth (growth) industry;

13. leader (laggard) in their industry;

14. industry holds no (high) market interest at present.

Besides being more performance-related, note that there are more

dimensions here than in the portfolio test. In fact, some simple

tests for cognitive complexity (Bieri, 1955) based on the test

results indicate that five of the six PM's discriminate among stocks

in a more complex fashion than they discriminate among portfolios.

However, although this difference was substantial, it was not

statistically significant at the 10% level.

Portfolio goal definition and refinement usually takes place in

consultation with the client. The interviews established that the

client typically only expresses very vague notions (if any at all) of

his desires for return, liquidity, risk, etc.

I
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In summary, the PM defines his problems more in terms of

individual stock characteristics than in terms of portfolio goals

and status and his focus of attention is more on single assets than

total portfolios. His key reports on portfolio and security status

are produced only periodically, are no longer current when received,

and are rigidly formatted. His base of relevant data is fragmented

into several sources and files, and he spends a significant amount of

clerical effort in coping with the fragmentation.

Design

Like intelligence, the design phase of PM decision making also

focuses upon individual assets. In interviews and decision protocols,

the PM sees himself as choosing among single asset trades, not as

selecting from alternative possible portfolios.

The PM exhibits little formal search activity in the process of

design (or intelligence). His formal search is primarily restricted

to periodic review (once a week for major accounts) of portfolio

status reports and daily scanning of price and volume movements in

the Wall Street Journal. The monthly Investment Research report on

stock history and expected performance typically is scanned upon

receipt and then seldom explicitly referenced except to answer

specific client questions.

-4
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Scanning the periodic account status report generates both buy

and sell candidates in the PM's mind. In other words, in receiving

an account, the PM thinks first about either selling current holdings

or buying more of or "dollar averaging" current holdings. If adding

to current holdings does not reduce cash to a satisfactory level or

if an asset not held looks particularly attractive, then the PM will

look to other candidates from the approved list; this wider search is

almost exclusively mental with no explicit reference to formal reports.

The other way buy and sell candidates are found is by the PM's

receipt of new information which changes the attractiveness of a

particular asset. This is opportunity-stimulated decision making.

If an asset has become desirable to sell, the PM will sell out of all

portfolios where such action is feasible, relying largely on memory

to indicate the appropriate portfolios. On the other hand, if an

asset becomes an attractive buy, the PM will try to have all

appropriate accounts buy into the asset.

Choice

The PM choice phase appears to be well represented by the

"satisficing", aspiration-level model of decision making. Alternative

buy and sell candidates appear to be considered one at a time with

"satisfactory" alternatives being chosen. Thus decisions made are

very much a function of the search processes employed, since an

exhaustive list of alternatives is not considered.



- 224 -

There are no formal mechanisms that allow the PM to view an

alternative buy or sell in terms of the alternative portfolio the

transactions would create. Hence the PM tends to consider stock

alternatives primarily in terms of their inherent characteristics

versus some mental standard. Occasionally, the decision protocols

revealed pairwise comparison. (E.g., "This stock has a higher

expected earnings growth with about the same quality as this other

stock so I will buy the first.") The few heuristics which related

individual asset decisions to overall portfolio status or structure

were such rules as the following:

1. try to reduce the total number of stock holdings to

less than 40;

2. avoid too many holdings in a single industry;

3. avoid having more than X% of the portfolio in

security Y (X is a policy limit set by committee);

4. avoid having the portion of the portfolio in

common stocks significantly different than Z% (Z

is a policy target set by committee).

In general, there is no formal application of criteria to

alternative transactions in the choice process. The screening is

highly judgmental, involving a subjective balancing of heuristics such

as those suggested above.
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Implementation

The process of execution of a single security trade or a

"program" (a set of several trade orders) is initiated by the PM's

sending a written or verbal order to the trading desk, where

specialists execute the trade, perhaps in several portions over

several days.

If the PM wants to sell a particular security out of all of his

accounts, the formal mechanism available to aid him is a computer

program which lists the holdings of any given security across all

accounts. This is a special system, however, only run on request,

and it typically takes 2-3 days to get a report. Hence the PM tends

to rely on memory or a manual search of portfolio status reports to

derive such a list.

Control

There are few formal control mechanisms that are used in the PM

decision system. For example, there is no explicit feedback to the

PM concerning execution (or non-execution) of a trade. He may inquire

directly to learn trade status, or he may wait to examine the next

portfolio status report, but he gets no automatic confirmation.

Controls on the decision process itself, its structure and

heuristics, are largely informal. The PM clearly learns from

experience, yet he has few explicit measures of how well he has done

based on past actions, nor has he any easily applied standards for

comparison.
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Plans

Given the limitations in available information and processing

power evident in the decision phases outlined above, it is hardly

surprising that the PM's decision process appears highly subjective,

as indicated by the criteria, models, and heuristics employed.

As observed in the decision protocols and supported by the Role

Construct Test the PM's criteria for discrimination do appear more

complex and better defined for stocks than for portfolios. A

reasonable hypothesis is that this primary focus on individual assets

is due in large part to the PM's current information system, which

gives him very few aggregate measures of portfolio status. On the

other hand, he has many available indicators of stock status, and

there is much conversation among PM's about questions of security

evaluation.

The models for security or portfolio evaluation used in the

decision system are almost exclusively mental. The Investment

Research group has developed one model for estimating future annual

total return for stocks on the approved list, but it is experimental

and not fully adopted by the PM's. As for portfolio evaluation,

there is no formal predictive model used, although rigorous

historical performance evaluations are conducted on an ad hoc basis.

A system to produce period-by-period reports of time-weighted and

internal rates of return for all portfolios is currently being

installed.
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Memory

The formal memory of the PM decision system involves periodic

internal reports, newspapers, advisory reports, magnetic tape files

from the computer-based accounting system, etc. For all practical

purposes, however, the working formal memory involves just the latest

portfolio status report, in which changes are pencilled, and the

Wall Street Journal. Beyond these, the PM relies largely on his own

memory for other relevant information.

Operators

The PM has few formal or mechanized operations available to him.

As noted earlier, he can call for a search for the holdings of a given

asset across all portfolios, but it is typically two or three days

before he gets the resulting report. He can also request the current

computer system for an up-to-date report on a portfolio's holdings

without prices, values, or costs, but this also takes a day or more.

Thus the fundamental operations employed in the decision system

are mental or manual. For example, the PM or his assistant may

manually pencil in holding changes as they are executed on last

month's portfolio status report. One mental algebraic operation

which is employed frequently in security evaluation is the calculation

of a price-earnings ratio base upon current market prices. The

primary operations involved in portfolio analysis are (1) scanning

sequentially through individual assets, (2) screening of each asset
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against buy or sell criteria, (3) search of a mental "active list"

for attractive buy candidates not yet in a portfolio, and (4) pairwise

comparison of single stocks, usually stocks within the same industry.

Again, most of the operations used are highly local in focus, with PM

attention limited to a very small portion of the portfolio at any one

time. The decision protocols revealed very few observations on the

aggregate status or structure of an account. The over-all observations

that are made usually involve the PM's noting the total common stock

percentage of the portfolio, or the proportion of the account in a

certain industry group.

Summary of the Current Decision System

In summary, the current PM decision process involves a great

deal of intelligence or problem-finding activity, followed by a very

local search for alternative solutions, considering potential asset

transactions one at a time. Throughout the process, one is struck

by the focus upon individual securities with little apparent

perception of the status of a total portfolio as an entity.

It should be emphasized that the characteristics of the decision

process described in this section are not at all unique to the

particular group under study. They are similar to decision behavior

in many other trust institutions, investment counselors, mutual funds,

insurance companies, and individual investors. The decision process

as described is not "good" or "bad" per se but represents a reasonable
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adaption by intelligent men to limitations and constraints in the

information and processing systems available to them. In fact, the

particular group under study here was achieving a very satisfactory

rate of return on investment for the portfolios under their manage-

ment. The question is whether or not that process can be aided so

that performance can be improved further.

Throughout the descriptive model discussion above, problems were

noted which represented apparent differences between observed

behavior and the normative model developed earlier. The decision

functions derived in the functional model phase described next

represent an explicit attempt to cope with some of these problems in

the current decision system.

5.5 Functional Model

The normative model of Section 5.3 identified desirable

characteristics for each of the decision phases in the model. The

subsequent description of the current decision system in Section 5.4

revealed some sharp departures from these desired characteristics.

These gaps between the normative and descriptive models were defined

above as problems. The functional model phase of the design method-

ology aims to carry the process one step closer to a designed system

by identifying specific functions aimed at reducing these gaps

between observed and desired decision behavior. This process of

definition of formal decision system operators and operands is

described in this section. The reader will recall from Chapter 3

-4
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that operators and memory are two fundamental components of a

decision system. These correspond to the operators and operands

(or data structures) defined below in response to previously

identified problems in current decision system behavior.

Definition of Operands

The fundamental operand of interest is the portfolio, the

entity being managed. The portfolio is a list of assets, primarily

described by (1) size of holding, (2) cost, and (3) market value.

There are other relevant attributes of the holding and of the asset

held, but these are the most significant. Also involved in the

system are lists of assets (e.g., the "approved list" of stocks,

list of stocks in specific industry groups, etc.). Finally, any

given PM manages a list of portfolios. Thus it appears that many of

the relevant operands (or data files) in the problem can be thought

of as lists, or lists of lists.

Therefore, the following four basic types of operand-lists are

defined:

(1) stock list;*

(2) portfolio, a stock list with associated holding

size, cost and value;

*

It should be noted once again that this prototype design

focused exclusively on the common stock portion of a portfolio.
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(3) directory, a list of portfolios and/or stock lists;

(4) trade program, a list of stocks with associated

numbers of shares, positive or negative indicating

either a buy or a sell order.

Note that a single stock is also an operand by this definition, since

it can be viewed as a stock list of length one. Similarly, the trade

program list may represent a single transaction order. (E.g., a

single record list specifying "-100 IBM" would indicate a transaction

to sell 100 shares of IBM.)

Each stock included in the master "approved list" would also

have an associated string of descriptors, the values for variables

such as price, price-earnings ratio, historical earnings growth rate,

etc. Thus, one might also think of a fifth list, a list of the stock

or holding descriptor variables in the data base.

All of these operands are used by the PM in his current decision

process with varying problems in accessibility and currency. However,

since all are completely quantifiable, they are amenable to transfer

to the computer in the prototype NMDS.

Definition of Operators

An initial set of operators for the prototype MMDS are

identified below by a consideration of specific problems or require-

ments noted in Section 5.4 within the decision phases of intelligence,
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design, choice, and implementation (the control phase is discussed

in Section 5.9, which describes the design of the decision control

system).

In the intelligence phase, one of the major problems identified

was the fact that portfolio status reports were out-of-date and had

to be updated by hand. This suggests the need for a STATUS operator

which causes the display of the current status of a portfolio or

other list.

Also in the intelligence phase, another problem cited was the

fragmentation of the data base into two separate files, one on

portfolio holdings and the other on stock performance history and

forecasts. This suggests the need for a TABLE operator that allows

for the juxtaposition of portfolio holding information and investment

research information in one tabular display. That is, the PM should

see explicit values for such variables as earnings growth rate and

price-earnings ratio associated with each stock in a portfolio,

rather than trying to remember them or compute in his head their

current value.

Also in the intelligence phase, and elsewhere in the decision

process, another problem noted was the dearth of aggregate or overall

measures of portfolio status and structure. There are several

possible approaches to this problem. One would be an operator that

might be called AGGREGATE, which would produce overall statistics for

the portfolio (e.g., the mean and standard deviation of the yield
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across all of the stocks in the portfolio). Another would be a

function called HISTOGRAM, which would produce a graphic sketch of

a profile or histogram representing the distribution of the holdings

of an account along some dimension of interest (e.g., estimated total

return). Another graphic function would be SCATTER, which would

produce a two-dimensional scatter plot of the components of a list

for any two variables selected from the data base (e.g., price-

earnings ratio versus estimated future earnings growth rate).

A further problem noted in the intelligence phase was the lack

of any formal means for comparison of portfolio status with goals,

or even with some accepted standard. This problem might be reduced

by a function called COMPARE, which allows comparison of two or more

lists (e.g., a given portfolio versus a "model portfolio", selected

by policy committee or even by a portfolio selection algorithm).

The COMPARE function could operate in conjunction with one of the

other functions, such as HISTOGRAM or AGGREGATE (e.g., compare

aggregate statistics of several lists, or compare overlaid

histograms).

Another problem noted in the intelligence phase was the fact that

all reports in the current system were rigidly formatted, with holdings

listed by industry group only. Industry group may be an important

attribute of a stock and of portfolio diversification, but stocks

have other attributes of significance. This suggests a need for a
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function called ORDER which produces a list status report where the

components of the list are sorted into ascending or descending order

of value of any selected attribute (e.g., a portfolio report in order

of increasing estimated total return could help to highlight problem

holdings).

In the decision phase of design, one problem noted was the

tendency to search very locally for stock buy-sell candidates. I.e.,

search usually considered mainly the issues already in a portfolio --

almost never was the whole list of nearly 350 approved stocks

considered explicitly. This search could be broadened and made more

rigorous by the use of a function called FILTER, which filters through

a specified list based on several given criteria and displays those

components which satisfy the criteria. For example, one could ask

for all stocks in the approved list which have a price-earnings

ratio of less than 15 and an estimated earnings growth rate of over

20 per cent.

Another problem cited in the design phase was the lack of any

formal mechanism for constructing and viewing alternative portfolios

rather than just alternative stocks. This suggests a need for a

CREATE function, which would allow for the creation of hypothetical

alternative portfolios. These might be created by using FILTER and

setting cost, size, and market value for the components of the
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resulting list, or by making a hypothetical trade in an existing

portfolio by specifying a trade program list. With CREATE, there

should be a counterpart function called DELETE.

A further problem noted in the design phase was the slowness of

response of the current system for reporting holdings of a given stock

across all portfolios. This could be alleviated by a fast-response

function called STOCK which would carry out the same action but in

real time.

In the choice phase of decision making, the primary concerns

were with lack of workable mechanisms for comparing or evaluating

alternative portfolios as opposed to alternative stocks. This problem

could be reduced by use of the functions already defined with the

proviso that all functions operate equally well upon CREATE'd

hypothetical portfolios as upon actual portfolios.

In the implementation phase, no severe problems were noted in

the current process, although the speed of order transmission to the

trader might be increased. This could be accomplished through an

EXECUTE function which activated a specified trade program and

transmitted it directly to the trader.

Control on the specified trade might then be accomplished by

applying the STATUS functions to the now activated and pending trade

program list, to see if it has been either partially or fully

executed. (Control on the decision process itself will be discussed

in Section 5.9.)
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Thus far the following twelve functions have been specified:

1. STATUS - displays contents of a portfolio or other list.

2. TABLE - displays list contents plus selected attribute

values.

3. AGGREGATE - displays aggregate statistics of a list.

4. HISTOGRAM - displays distribution of a list on a

selected dimension.

5. SCATTER - displays contents of a list distributed on

two dimensions.

6. COMPARE - compares the status of two lists.

7. ORDER - displays a list ordered on one attribute.

8. FILTER - filters a list for components meeting

specified criteria.

9. CREATE - allows creation of a new list.

10. DELETE - allows deletion of an existing list.

11. STOCK - displays the holdings of a single stock

across portfolios.

12. EXECUTE - causes executions of a specified trade order.

These clearly do not yet represent a well-defined command language,

but rather a general definition of capabilities aimed at alleviating

some of the specific problems identified in the current decision

system. The list is not exhaustive and could easily be extended.
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It is a matter of judgment as to when one stops in creating operators,

and it was judged here that these eleven operators represented a

substantial response to the decision problems noted.

It is fully expected that this process of design of a MMDS will

be evolutionary, with new problems and hence new formal operators

being defined as a result of experience with the decision system. In

this situation, the author elected to stop short of designing functions

which would be useful specifically in developing and using more com-

plex and rigorous models for stock and portfolio selection and

evaluation. It is fully expected that such a capability is desirable

and, in fact, that it will be demanded by the PM as one logical next

step beyond the NMDS functions defined above.*

Although some considerations of technical and economic

feasibility are already implicit in the way problems and functions

have been defined, such considerations have yet to be raised

explicitly. That is the purpose of the design phases of search and

constraining, described in the next section.

*
One simple example of one function that would contribute to

this modeling capability would be an operator called DEFINE, which
would allow for the definition of new variables as algebraic and/or
logical functions of existing variables in the data base. These
DEFINE'd variables could then be used in all reports as if they were
part of the data base.

An example of a function which would represent a step toward an
evolutionary decision programming capability is one that could be

called MACRO. MACRO would allow for the creation of a sequence of
other functions which could then be recalled as a single command,
with arguments as required.
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5.6 Search and Constraining

A number of desirable operators and operands for a PM decision

system were defined in the previous section. A further step in design

of the MMDS is the specification of desirable operator-operand

combinations. The matrix representing all possible such combinations

is shown on the next page. One could view this matrix as a representa-

tion of a "search space" for a MMDS design. It raises the question

of which intersections are feasible and/or desirable for a portfolio

management MMDS. The design exercise of "constraining" involves the

screening of possible MMDS functions and operator-operand combinations

in light of constraints of limited technology, budgets, time, and

human capability.

This explicit exhaustive representation of all pairwise

combinations of defined operators and operands is useful in that it

may suggest particular combinations that may have been ignored other-

wise. For example, the HISTOGRAM function came to mind in the previous

section as useful for displaying the structure of portfolios -- the

matrix suggests the further idea of a histogram across a directory of

lists. There are two possible forms to such a directory histogram:

(1) a distribution of the individual holdings of all

stocks in all lists;

(2) a distribution of the values of a summary statistic

across all -- lists (e.g., a distribution of the

mean yield of all portfolios in the department).



- 239 -

Operand Lists

Operators

STATUS

TABLE

AGGREGATE

HISTOGRAM

SCATTER

COMPARE

ORDER

FILTER

CREATE

DELETE

Stock
List

X

X

X

X

X

X

X

X

X

X

Portfolio

X

X

X

X

X

X

X

X

X

X

STOCK

EXECUTE

Directory

X

Trade
Program

X

X

X

X

X

X

X

X

X

X

X

Legend

X: Feasible and Desirable

X: Actually Implemented

FIGURE 5.3

Initial Operator-Operand Matrix for the Prototype MMDS
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The first distribution could be useful as a standard for comparison

for individual portfolios; the second could be useful for highlighting

groups of portfolios in extreme positions by some status measure.

This particular operator-operand combination may have come to mind

anyway, but the matrix representation helps to ensure that the

designer conducts a wide search for potential MMDS capabilities.

On the other hand, some particular operator-operand combinations

may seem practically meaningless. For example, STOCK was defined as

a function which searched across a directory of lists, identifying

those lists which hold a specified stock. In this context, applica-

tion of STOCK to a single portfolio does not appear to have much

meaning. However, with portfolios having a large number of holdings,

there may, in fact, be some need for a function to establish quickly

whether or not a particular portfolio holds a particular stock.

Again, the exhaustive matrix representation serves as a stimulus to

creative design thinking and operator generalization that might not

readily occur without such explicit mechanisms.

For the particular matrix shown here, it happens that none of

the operator-operand intersections are totally meaningless with the

exception of some operand combinations with EXECUTE. Some combina-

tions, however, are less easily implemented or used by the PM than

others. Exercising some judgment as to the particular combinations

which could be implemented within the limitations of the prototype
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MMDS project, the intersections marked with an "X" were selected as

being both feasible and desirable. In the end, this screening proved

too generous and only those intersections with an underlined "X"

were fully implemented.

It should be emphasized again that the phases of this design

process should not be expected to occur in an orderly, distinct

sequence. In fact, there is (and should be) much iteration among

phases and much blurring of the boundaries between phases. The

methodology is described here as distinct phases for clarity in

presentation, and to indicate the activities and heuristics that

should be useful in the design of MMDS. There should be no implica-

tion that the methodology is to be executed as a programmed activity.

In this particular case of the design of a prototype NMDS, there

was a very high degree of iteration and feedback among the phases of

decision modeling, functional modeling, constraining, and design.

The FM's who were to use the system were kept involved during the

design process, and their reactions contributed to this iteration

and feedback.

5.7 Conversational Graph Specification

The specification of a conversational graph representation of

the MMDS design passed through several iterations before it was

complete. It began at a very general level of representation based

directly on the operators specified in the functional model.
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The graph shown on the next page is an example of such an initial

general representation, before all of the details of man-machine

conversation are specified. Note that this graph includes almost all

of the defined functions of the previous section. The missing

function are AGGREGATE, COMPARE, EXECUTE and ORDER. The AGGREGATE

and EXECUTE functions were not actually implemented due to limitations

in time and resources and are therefore not shown in the graph.

The COMPARE function was implemented to a limited extent within

the HISTO and ACCOUNT functions. The HISTO function allows for the

overlaying and comparison of distributions of two different stock

lists or portfolios. The ACCOUNT function summarizes comparative

totals of cost, and market value for all of the portfolios in the

system.

The ORDER function has actually been merged with the TABLE

function. That is, the tabular report on contents of a given list

or portfolio produced by TABLE can be ordered on any selected stock

attribute. The specific command "STATUS DIRECTORY" was implemented

as simply "DIRECTORY". This function produces a list of all lists

in the system.

From a general beginning such as shown in the figure, the

conversational graph was expanded and modified through many intera-

tions, adding much more structure to each of the functions shown.

For example, a small section of the graph for the HISTO function is

shown in the next figure.
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8 (from top menu)

DISPLAY "Specify the list name to be used in
DIRECTORY the histogram or type "DIR" for a
LISTING directory listing..."

DIR

LISTNAME

RETRIEVE
LIST

DISPLAY "Specify the data variable to be used

DISAY by typing its number. Type 'data'
DATA to see a listing of allowable data
ITEMS items..."

ITEM NO.

-s RETRIEVE
DATA

ITEM

FIGURE 5.5

Sample Segment of Detailed Prototype Conversational Graph
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The goal in developing the conversational graph was to structure

a system that would allow the decision maker to do everything he

might reasonably want to do with each function. The judgment as to

just exactly what he "might reasonably want to do" was made by

reference back to the goals expressed in the original normative

model statement, the functional specification, and the descriptive

model. Also the PM's themselves were consulted on some of these

general design issues. Implicit in these detailed decisions were

assumptions and expectations as to eventual MMDS behavior. Some of

these assumptions are outlined in Section 5.10 and evaluated in

Chapter 6.

The graph, as it developed, provided a convenient vehicle for

mental simulation of MMDS use. That is, the designer could generate

hypothetical man-machine scenarios to develop a feel for the logical

structure and the mechanics involved in running the system. At this

stage, rough drafts of display formats were also being designed, so

that one could also begin to visualize the user's impression of the

MMDS.

In this process of graph specification, there was a continual

trade off being made between mechanical simplicity on the one hand

and generality and complexity on the other: e.g., how many alternative

actions can you offer a user at each stage of the man-machine

conversation without hopelessly confusing him? There was an aim to
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keep the mechanics especially simple for functions whose use was

expected to be high, but this was not always possible. There was a

further aim to have the system somewhat adaptable to a variety of

conversational paces, from the beginning user who may require

considerable prompting to the experienced user who may want a direct

and concise command language. There was also an aim to keep the

system rather easy to modify, especially at the level of structure

and content of the conversational graph, so that the mechanics of

conversation could be "tuned" after some experience with system use.

The way in which some of these partially conflicting aims were

balanced is indicated in the next section summarizing the resulting

MMDS design.

5.8 Detailed Design and Implementation

To reiterate, the aim in this project was to design and

implement a prototype MMDS for portfolio management, not an operational

system. The further purpose of the project was to exercise the MMDS

design methodology proposed in the thesis, to demonstrate technological

feasibility of such a MMDS, and to provide a vehicle for observation

of experimental use of the prototype by a group of subject portfolio

managers.

Some of the design aims were noted in the previous section. A

further goal in the design process was to produce a prototype which

was highly attractive in appearance to the user and which was capable
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of graphic information presentation. This suggests use of a cathode

ray tube terminal as the man-machine interface. The terminal

selected for the system was the ARDS (Advanced Remote Display

Station), a storage tube graphic display device originally developed

at M.I.T. The ARDS has full graphic capability, and the further

advantages of high character capacity, quiet information presentation,

and a relatively high character display rate even over voice-grade

telephone lines. The ARDS had the further advantage of being fully

supported under C.T.S.S., an M.I.T.-developed time-sharing system.

Another aim of the system was to be adaptable to various modes

of conversational interaction. Hence the system provides for three

distinct modes:

(1) Menu-selection, where the computer displays and

explains all alternatives at each step in the

conversation; the PM merely selects from the given

alternatives.

(2) Stacked-selection, where the PM, after he knows

the system well enough, can "stack" a sequence of

selection commands on one line, thus skipping over

all of the intermediate dialogue.

(3) Direct Command, where the PM can specify an

operation and the relevant operands directly,

with no prompting from the system, to cause

immediate execution of the desired function.

I
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The idea is that the user can operate at any of these levels, and

that he would normally evolve from mode (1) to mode (3) with time

and experience. The user does not take any particular action in

switching from mode to mode; the system simply interprets any given

user input line as being one of the three (or a combination). Thus

the user can use direct and stacked commands for those parts of the

system he knows well, but he can revert, in the same session, to the

menu-selection mode while trying out an unfamiliar or new capability

on the system.

Also, as a tactic to give the totally inexperienced PM something

to work with immediately, the STATUS and STOCK functions were designed

to be as simple as possible to control. They both produce portfolio

or stock holding reports similar to ones the PM gets from his current

information system, so it was felt that they would provide an easy

transition into some of the more complex and less familiar functions.

Based on the detailed conversational graph system specification

of the system, design proceeded through the programming and implementa-

tion phases. Programming was initiated in June, 1968, and the system

was brought up for initial experimental use in July, 1969, after

slippage of the original target date of December, 1968. The

resources employed in the project involved approximately one man-year

of analysis and general design and one man-year of detailed design

and programming.

I
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The appearance and operation of the resulting prototype NJfDS

are suggested by the scenario of seventeen displays shown on the

following pages. These are reversed reproductions of photographs of

conversational sequences on the ARDS screen. Each one of the displays

is explained below. All human user input is shown in lower case

characters; all system output is upper case.

Figure 5.6. The system has been called and it responds with a

welcome message, the date and time, and a request for user identifica-

tion. The user responds with his initials.

Figure 5.7. The top "menu" of alternative functions is displayed

for initial selection by the user. In this case, alternative 1,

DIRECTORY, is selected, resulting in the next display.

Figure 5.8. A directory of both portfolios and stock lists

currently saved by the system is displayed. The stock lists were all

created by an earlier user with initials DEM by filtering the full

approved list on some specified criteria. The directory display also

identifies the number of stocks in each list, the date the list

contents were last modified on the system, and a short name for the

list to be used in calling it for other operations. The user types

a carriage return to return to the top node in the system

conversational graph.

I
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&AdtL4ASk. TO THE COtPUTER A10E PORTFOLIO PMA 4GEMT blbIL .

TEAY'S DATE IS MAY 26. 1970
THE TIME IS 03:0 PM EST

PLEASE TYPE YnuR THREF INITIN-S...

tpq

FIGURE 5.6

Initial Prototype "Sign On" Display

-1
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IF YOU WISH TO HAuE MORE INFORMATION ABOUT THE SYSTEM,
TYPE 'INFO', OTHERWISE..

&EFCT ONE OF THE FOLLfOlING HY TYPING ITS NUMBER OR THE NAME
iYTPIN QUOTATION MARkS...

I. PRINT 'OIRFCTR-y OF LISTS
2. 'CREATE' A NFW I.ISrT
3. 'OEL;T' A LISYT
4. 'RUNAME' A LIST

. REt) IEW LIT 'sTATJs'
6. 'FILTER A LIST

7.
A.
S.

to,
II.

ORDERED 'TABLE' OISPLAY
FORM 'HISTO' GRAM
FORM SCATTFR' PLOT
'STOCk' RUN
'ACCOUNT' MARKET UALUE

FIGURE 5.7

The Top "Menu" of Alternative Functions

-4
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DIRECTORY OF CURRENT LISTS DATE- MAY 26. 1WO,

SYPSOL LAST NIMSER INITIALI
NAME MIFIE0 OP ITIHS

ACCOUNT PORTFOLIOS

ABC FOOD CORPORATION PENSION T
ACME CHEMICAL COMPANY PENSION
INTERSTATE MOVING COMPANY PENS
SAMPLE PORTFOL!O ACCOUNT FOR S
UNITED PETROLEUM CORP PENSION

A&CCOR
ACME
INTER
SAMPLE
UNI TED

II
II
SII

II

9

10
9

69
69
69
70
69

63
so
50
45
63

SrocK LISTS

EARNINGS GROWTH OVER 15
YIELD GREATER THAN 5 PERCENT
NIGH EPS GROWTH IN ACME
HIGH DIVIDENDS, LOW PRICE
RANDM LIST OF STOCkS
ERNIE'S TWO FILTER LIST
SIX TEST STOCkS
NI (CR LO PC
IG TE T LIST

EQRN I
F I LCJT
NIEGRO
JAMS
JAN?7
MIlE
OTHER
PECR '

3

12
7
7

7
3

10
10
24

70
70
70
70
70
70
70
70
7.

20
24

$
16
7
7

7

TYVPE A CARRIAGE RETURN WHEN YOU ARE READY TO CONTVINUE...

FIGURE 5.8

The Full Directory of Portfolios and Stock Lists

LIST

I.
2.
3.
4.
5.

10,1
PHI
PMI
'AC
P"I

I.
2.
3.
4.
5.
S.
7.
S.
3.

DEM
DEM
mC"OEM

oc"

DEM
DEMCM
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Figures 5.9 and 5.10. These displays present a status report

on the Acme portfolio called from the top menu in the previous

figure by the user's typing "5 acme". The report covers two pages

of the ARDS screen and includes for each stock holding the shares,

ticker symbol, name, recent price, cost, and market value, as well

as a total value for the account on the last page. The user goes

from one page to the next by striking an "erase" button on the ARDS

keyboard. Note on the second page that the user has the option of

(1) reviewing another list, (2) calling "DIR" to get a full directory

report on all portfolios, or (3) hitting a carriage return to

return to the first page of the same report. He may return to the

top menu by typing "top".

- 253 -



- 254 -

P EMICAL COMPANY PENSION TRUST PRICING DATE FED S. 143
P/,P. T 39999 NUMIER OF ITE"S $11

POR TFOLIO0 MAWNXE PMI

COST mWlm T

I CASH 40486 404865
2 CASH EOUIVALENT 2773300 37723000
3 PREFERRED STOCKS 2701034 4301310
4 BONDS 32030013 25226576
5 MISC ASSETS 10464005 6056096

2 20000 OT OTIS ELEVATOR 47 0'S 668826 940800
2 45000 CTR CATERPILLAR TRACTOR 39 6/s 456625 1766758
3 43050 CDC GARDNER-DENVER 27 0/ 1009946 1162350
4 53716 MTC MONSANTO 34 0/0 2314121 1126344
5 76000 STY STERLING DRUG 43 2/ 1715616 3373560
6 25000 WiLA WARNER-LAMBERT 72 0/0 626197 1900001
7 34000 AB- ANHEUSER-BUSCH 79 2/ 1509625 2694500
1 33334 KO COCA-COLA 62 7/ 967345 2762555
9 51666 CF0 CONSOLIDATED FOODS 31 3/0 1616594 1962662
16 43000 GES GERDER PRODUCTS 39 1/0 1615844 1682375
21 55000 SB STANDARD BRANDS 53 3/ 1797760 2935625
12 10000 TL TIME INC 35 1/ 06667 351251
13 42120 Ek EASTMAN KODAK 79 7/9 1546100 3364335
14 16000 PRD POLAROID 97 4/0 1671909 1566000
15 30000 PRX PUREX 14 6/@ 1064527 442506
i6 40000 CLU CLUETT PEABODY 25 4/8 779995 10200
17 60000 KYR KAYSER-ROTH 25 6/ 1993597 1545000
is 66000 GY GENL TIRE I9 2/ 1691763 120580
29 60000 TRW TRW4 INC 30 6/ 1027344 194508120 72000 F FORD ?MTOR 42 3/8 3101676 305101121 43000 GM GEN4 MOTOR 69 3/ 2560048 29311
22 25000 EMR EMRSON EL[C 63 4/8 966410 15723 26000 E CEN& ELECTRIC 70 4/ 2076669 1633
24 34000 BSNBE Am 23 S/S 960095 603150
25 22000 HwP HELE7T T-PAC ARD 99 6/9 141 668 2194 0
26 20500 LI T LITTON INDUSTRIES 26 3/ 148 300 5$ $
27 7000 MOT MOTOROLA 12 4 39541 89

0 70000 RCA RCA CORP 10 0'S 34a02
19 25000 TXN TEXAS INSTR 26 5/9 2701 89 V1 52

36 31000 ZE ZENITH RACIO 34 5/8 1204453 1073375
32 15000 CDA CONTROL OATA 64 4/ 2052313 967509
32 22500 IBM INTL BUSINESS MACHINE 340 2'9 3465795 76556256

FIGURE 5.9

The Status Report on a Portfolio (Page 1)
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P91
xX x
IPC
MSU
NI
SCG
SO
TXU
GAS
T
NWT
AHS
AMA
CBS
DO -
ITT
MMM
SNH

P ITNEY-SOdES
XEROX
ILLINOIS PWR
MIDDLE SOUTH UTILITIES
NORTHERN IND PUS SERV
SO CAROLINA E + 0
SOUTHERN CO
TEXAS UTIL
NORTHERN ILL GAS
AMER TEL + TEL
NOPTHWEST INDS
AMER KOSPITAL SUPPLY
1MFC
COLUMBIA BROADCASTING
DUN + BRADSTREET
INTL TEL + TEL
MINESOTA MINING
SPERRY + iUTCHISON

TOTAL - COMMON STOCKS
TOTAL - NON STOCKS

GRAND TOTAL

39 7/1 1 $a
1 0/ 3* 4o

34 0/8 166 0I?
to 0/0 134ys1
17 0/1 186 1?
25 9/1 1S6S?45
26 5/S g156
so 5/ 1656011
21 3/1 1131561
S /9/ 1555037
15 4/0 139390s
45 0/S 512063
46 4/6 1502263
43 4/8 1546134
55 3/0 1157281
59 0/0 475065?

109 0/9 1641266
51 2/0 1060925

04197056
40394030

132591094

TYPE THE S14ORT FORM NAME OF THE LIST WHOSE STATUS YOU WISH TO
REVIEW OR A CARRIAGE RETURN TO REVIEW THE CURRENT 'ACTIVE' LIST.
TYPE 'DIR' TO GET A DIRECTaRY LISTING...

FIGURE 5.10

The Status Report on a Portfolio (Page 2)

i

33
34
35
36
37
30
39
40
41
42
43
44
45
46
47
46
49
so

2(1000
15000
53000
91000
75000
55000
73000
31000
46000
32000
10000
72000
42000
30684
37000
90000
32000
41300

I 111

itI

e0000

211646131

104 H

141

1 1
90 0S

62066

10601

197094472
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Figure 5.11. Part of the dialogue necessary to CREATE a list

is shown here. In the dialogue the user specifies that he would like

to create a stock list, that he would like to build it by filtering,

and that he would like to filter the approved list (called "CSL"

here for Common Stock List). He is then asked which data items he

would like to use in the filtering operation. Since he doesn't

remember all of the data items, he types "data", which produces the

next display.

Figure 5.12. A list of all of the stock-related data items in

the data base plus associated item numbers are displayed. After

refreshing his memory with this list, the user types "12" to

indicate that he wants to filter on item 12, the three year best

estimate of earnings growth rate.

Figure 5.13. The filtering operation continues with the user

specifying filter limits on earnings growth of 15 to 1000 percent.

He is told that 20 stocks pass this filter, and he asks to see what

they are, thus producing the following display.

Figure 5.14. The stocks passing the filter are shown, plus the

value of the data item being used in the filter (estimated earnings

growth rate). The user is then asked if he wishes to save this

filtered list for future reference, and he responds with "yes".

I
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PLEDE SPECIFY THE TYPE OF LIST YOU WISH TO CREATE BY
ECTINQ ING OR TYPE '4' FOR DEFINITIONS...

I. HY CAL W8FOLIO
V. STOCK LIST
3. PORTFOLIO CHANCE PROGRAM
4. OEFINITION OF TERMS

SELECT THE LIST BUILDING OPERATION YOU WISH TO APPLY...
1. TYPE IN TICKER SYMBOLS
2. FILTER AN EXISTING LIST OR PORTFOLIO OR THE CSL
3. SELECT COMPONENTS FROM AN EXISTING LIST OR PORTFOLIO

2

TYPE THE SHORT FORM NAME OF 7HE FXISTING L IST YOU WISH TO
UilT OR 'VSL' FOR THE COMMON STOCk LIST. TIPE -VIR TO

IRECTORY tISTING...

col

Tt)RATF0 Ri SPACES.

data

FIGURE 5.11

Dialogue to Specify Creation of a New List
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4

6

10

II

'4

I0

10

19
19

34
3,

PRIPMRY IND"TR1 CLASSIFICATION
UOOIMY INOUTRY CLAOOIFICAT ION

ENO"NNK 0001
STMTEY CLASS (Ael, [To)

VOLUK CLAW
Ieee-s HIoG H
101-0 P0 1o LOWM
LAOT OL0OINQ PRICC
OOMP Aw NUMSR

PB #ROWTN - I YR. HIGH EST.
(P. &ROTN - I YR. LOW ST0.

911 R0WTH - I YR. W1ST 1ST.
LONG RANGE 04OWTH RAT 1ST.
"~S #To, 0tv, Im.$-#9
CPS GOUMTH "V. I#-$#
EPS GROuTN AVE. 00-001190 OROWTH M.E 60-611

P9 GROWTN AVE, 14-00
CPS OROWTN . *,-o0g
'X(PECTED DIViIONO
NOT USOE
NOT USED
INTERIM CPS LATEST 1 "O,
NOT US10E

P'! gpO 1009t

37

3,

40
1

31
31
34

34
30
3
40
41
4o
43
44
4,
40
4?
4,
4.
S0

UtLICT UP TO I DATA ITEM 11Y TYPINO TH114 NUMKRSo KPARAfT0 BY IPAC0,
TYPC 'DATA' TO OU A LINTIN4 OF ALL064A.LE DATA ITEMS.

Is

FIGURE 5.12

Digression to Check the Data Items Available

iy 9PI 'NORMAL' e19e
FY CPS TREND LINE 1901
NOT USED
10 YR. A"E. P/1 to-$?
3 YR. P/ 1sT IMAT
VOLATILITY INDEX
PE RCNT OF SHAR9E OUTSTAND
RETURN ON EQUITY
NOT USED
NOT USED
P* *ROMTN Beg-gt
P/9 - LATEST 11 MONTH$
P/9 - 10
P/9 - 'NORMAL' 119
P/t - TREND LINE 1116
P/9 16109
CURRENT YIEL0
ROE VALUATION
RELATIVE ROE VALUATION
ANNUAL TOTAL RETURN 9ST. -3 YR.
MAIKT VALIU
00CT
NUMIER OF SWAREI
PERCENT OF ACCOUNT
L#ERALIZ O GAIN (P.C.)
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PU EA0 OP TE PLONINO WAA ITE"I, SPECIFY A LOWNER OUND

NO A IPP 0M*0 0N ACCPTALC VALUES EPARATED 9Y SPACES.

PRVCENTILE LIMITS, TYPE THE TWO LIMITS

*g~g P I TO 0STAIN 10TH THROUGH 90TH PERCHWILE.

t e0NTH - h I yRm 'w EST IN UNITS OF PERCENT
WINO THE FOmUw M0,% )m. x FOR LamER R@ IPPER SOUNDS

6POLLOO Sy 'P' 1 orImot PEVWT ILES IN T E FORM XXX.K

--- 1t,# 1018,9

THE WMSER OP STO9KS PRSNO THNUON ALL FILTERS 9PCIFIC0 0 F R 1...

30

ALL PILITS SPECIFIE0 HW* SEEN COMPLETED...

00 YOU WISH TO REIEIl THE LIST OF STOCKS OBTAINED 90 FAM...

.. . '

FIGURE 5.13

Continuing to Create a List by Filtering

IF YOU WWe To Im0fy
FOLLOWM ey " TNE .TTVR

vwftP -., TyPm - 10. 1
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TM LIST W STOMKS PMSIMN ALL OF THE FILTERS SPECIFIED SO FAR
IS AG POLLO~ei

*OLUMN OAT 1WA IT" UNITS

1, 100 GROWTH - S YR. ST EST. PERCENT

1 A0 OR *WAWITAL SPPLY 19.0
A*P AVON Plxwwys 17,0

I 14 SAXMTER LAOMRATOIES 1.0
4 WX SICTON 01OKI MN 17.0
S ICC .0111 CASOACI 150
I WN w LU IS 17.0

WA 0OMCMOI. MTA 80,0
I IPU I4ATEM San AND FEL 15.0

I Kok EC DAM OF FLA 11.0
to g9p pMay AIR FREIQ T 11.0

11 P KORGIA-PACIFlC 15,0
1 HIJP MIJLTT-PACKAAU 15,0

13 ISM INTL USIMS PACH1NK 15.0
14 K0 KRUS11 55 15.0
1 PMS MPLUILLI SM 15.0
1 OXY OCCP1 TAL P1TMOLE"l 15,0
17 PRO POLAROID 10

10 TXN TEXAS IPIUTM 19.0
10 UC- UNIVERSITY OWJUT ING 12.0

s0 XRX XEROX 80.0

DO YOU WISH TO GIVE THE INTERMEDIATE LIST JUST TYPED A NAME,
THEMEDY WI 1NG IT FOR FUTURE REFEREWCE...

FIGURE 5.14

The New List Resulting from Filtering
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Figure 5.15. Starting from the top menu again, this time the

user ignores the menu-selection form and types the direct command,

"histo acme". This calls for a histogram display on the Acme

portfolio. The user now reverts to the menu selection mode of

interaction, and he specifies estimated earnings growth rate as the

variable on which he wants the distribution. The system then asks

how he would like to have the portfolio distributed: by percent of

market value, etc. He responds in the stacked-selection form with

"1 7", since he remembers that selection 7 in the following menu

produces the histogram display.

Figure 5.16. The resulting histogram display is shown for

Acme, a portfolio with market value of $167M. The user has several

ways available to modify the display, as shown in the menu at the

bottom. He elects to specify different last names and, using the

stacked command form, calls for a histogram on both Acme and Inter

(a much smaller portfolio).

Figure 5.17. The comparative distributions of estimated growth

rates for the Acme and Inter portfolios are shown here. The user now

types the direct command "table" to get the following display.
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mLcv OW O TM F,LUXWING 9Y TYPING ITS NUMER OR THE NAME
MITHIN QUOTATION MRK...

PRINT 'DI CTORY' Of LISTS
'0RATE' A 1NC LIIST
'DELETE' A LIST
'WWIIE' A LIST
REVIEW LIST 'STATUS'
'FILTEA' A LIST

7.
0.
I.

10,
II.

ORDERED 'TALE' DISPLAY
FORW 'NISTO' GRA
FORM '90ATTER' PLOT
'1C"' RUN
'ACCOUNT' MARKET VALUE

het seae

ACM CHM2IICfL COMPANY PENSI ON TRUST

THE MO( NAMO LISTS WILL E USED IN THE NITOGRAM...

SPECIFY TIC DATA U I LK TO M USD BY TYPINO ITS NUMR.,
TYtPE 'DATA' TO SEE A LISTING OF ALLsblKE DATA ITEMS..

THE FOLLOING DATA VAR I.L MILL PLOTTED IN THE HISTOGRAM.

EPS GROWTH - a YR. NEST EIT.

SELECT ONE OF THE FOLLOQING Y-VARIASLE OPTIONS...
1. PERCENT OF MARKET VALUE 3. PERCENT OF STOCKS IN LIST
2. MARKET VALUE IN 1000 4. M41ER OF STOCKS IN LIST

. ?

FIGURE 5.15

Dialogue to Specify a Histogram Display

I.
B,
',

4,
3.
B.

AME
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167664479

14.

16

6

4

1

to0

MIAT ,mm ue
1/ 56

4.00 6,40 6.01 9.60 11.6 18. 6 14.40 16.00 17.60 16.20 10.00

EP GROETN - 2 YR. EST ES.

SELECT ONE...

2.3.
4.

SPECIFY DIFFERENT LIST HtMS
SPECIFY DIFFERENT DATA VANIAS.E
SPECIFY DIFFERENT Y PEASEM
SELECT DIFFREINT MM405 ON ax

5.
6.
7.
6.

DISPLAY STATISTICS.DECILES
REV IEW CtMNENT PAMITE
01ILAY NISTORA
QUIT NISTOGRA OE

I *ce inter 7

FIGURE 5.16

Histogram Display on One Portfolio

- I

IN PERCENT

--- I --- -

W TVAL
VALLX
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.. 4 ALM tF"a
PU4MCEF W TOTAL

f M

go.

34-

30-

11

0

INTM

I 9
* 1

* I

J4]-4.00 0.40 0.03 6.66 11.36 11.60 14.40 16.00

Of UETh - 3 YR. KS ES?.

SELECT ONE...
1. SPECIFY DIPPEMNT LIST NAM'S
1. SPECIFY DIFFEVENT DATA UARIABL
3. SPECIFY DIFFERENT Y PCASAE
4. SELECT DIFFE1MNT WMINS ON X

17.00 11.0 10.60

IN PERCENT

S,
6,
7.
6,.

DISPLAY STATISTICS,OECILES
REV IEW CUENT P ETERS
DISPLAY 1I1T09RA
QUIT NISTOGNAI IEOK

table

FIGURE 5.17

Histogram Display on Two Portfolios

Tnau nm r IaTh In ygie "sA
167664476 10 so

1431611 4/ 1

i d

4 1
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Figure 5.18. The user begins a dialogue to specify the TABLE

function. He selects the Acme portfolio as the operand and specifies

that the report be sorted in order of increasing estimated earnings

growth. He then specifies the four variables he would like to see

in the report, which is shown in the next two displays.

Figures 5.19 and 5.20. The TABLE report on Acme is shown in

these two displays with values for estimated earnings growth, 10

year average price-earnings ratio, latest 1969 price-earnings ratio,

and estimated total return. The stocks in Acme are sorted into

ascending order of estimated earnings growth; any stock for which no

value of earnings growth was available is placed first in the list.

Note that after viewing this display, the user types "scatter acme"

to produce the scatter plot in the following figure.

I
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I AM TM COfMN MIMIO IN CAM61 TO PtOI7Y AN 0110OM
"*SLM 0 IPO. TIY M S PALLOd...

S.
I.
S.

A'A0TIM6' LIST 0 $TO"CS Po WHICH DATA MILL K 01KPtlAYO.
a OATA ITEM ON WHICH "a LIST MILL. N 01010 Ca. . IS,? PA).
P TO I ATA ITM seei VALS M TO K 01SPLAYRO Pm D0"

9TMK IN "a AOTIe L1ST.

TYPE TI INNT P0M WE 0 TE LIST YOU WM TO UN IN TM TASML
an A 0.0. 7m T 'AaTIm' L1T. TYPE 'DIN' TO SWT A DINCOTORY LIVING..

some

wO 0wIL. CO9AY PENION TOT

TYPE Ta mUm r TI MATA ITOM W4ION AOL M U8 0
ACTIVE LIST.
TYPE A 0 1AMIA6 UTNE Pm W4P 0UT I a.
TYPE 'cTA' TO MT A LISTINS o && DAMO ITV*.

, 

0a 3to

IN COMING Tm

661.0T UP TO I MTA ITM SY TYPINS THIN kUm 9PAATED In SP4ACE.
TYPe 'DATA' TO on A LISTINS OF MLL.S DATA ITES.

i 11 41 41

FIGURE 5.18

Dialogue to Specify a Table Display
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COLUM9 DOMR ITIN UNITS

I. vs Omw - 3 YR. MT 9ST. PICRE(T
8. 16 YR. M. P4 10-6? NML UNITv
3. PA 86601 .0wL WITS
4. NWAL TOTOL W11WN UT.-3 YR. POIRCKT

1 me vaM + i6.rfUMI ~ *. 6. S. 0.
I OT OTIS CZWPA t ' .0 11.6 1.1 16.3

I F rm 1t .0 13.4 9.1 33.3
4 O a"L PDOR 5.5 14.1 13.6 17.3

I ow N=RT1m ILL an 5. 1. 11.? 1.3
8 T WWR Tat. + TL 9.1 10.3 13.6 36.7

? wo &jwm-vvAx 6.6 13.6 10.6 11.1
I we Summ 6.0 10.0 14.3 11.1

1 IP ILLINOIS Pl 6.6 11.1 13.1 33.0
to 004 so mm I + 6.1 3.6 13.3 33.0

11 so 60mNOW 00 6.9 31.6 15.1 10.6
t3 "T MT0 ?.6 16.5 1.7 36.7

13 613 o PUWTS . ?6 16.0 so.5 5.1
14 90 6NMT O 7.6 16.4 16.7 6.6

1 KYR kaYv.64T ?.0 13.3 0.1 37.6
16 Y P ti ?.0 13.5 0.1 44.3

1? 49 am 1ZCTRIO 7.6 36.6 10.3 33.6
16 MS HI00L SOTH UTILITIES . 36.1 10.1 36.6

1 I W1 NRTmm IND PUB m 7.6 10.6 14.? 33.0
to NIT tRTI61T INON 7.0 6. 31.0 36.0

3 I LA Wm -LIANT 7.1 33.3 30.6 -7.6
3t TXU TEWS UTIL 7.5 36.6 10.0 13.0

13 CTR CATWILLA TMCT1 9.6 1?.0 16.0 11.4
14 TL TIME INC 0.6 17.3 I .? 40.3

of CLU OLU 1TT PANUY 0.0 13.5 11.6 33.1
36 Z9 ZKHITH Noa 6.6 H1. 13.0 30.1

37 010 COLUMBIA 8100UATINO 0.0 16.6 16.7 13.6
3o Do- DIm + ?T 6.0 t.6 37.6 -3.3

t RoR RCA 6.9 33.0 11.? 33.?
30 AM AIAC 6.5 16.4 s6.6 0.3
31 C07D CONSO IOAThD ram 6.5 10.4 16.6 14.3
31 1K KASWTHA KOMA 0.6 30.4 30.? 6.9

33 TRW TRW INC 0.0 16.3 13.6 1.2
34 P91 PITNY-kI1 .0 36.1 36.3 6.3
25 UTY ITE L 49 DRUG 10.0 34.3 30.0 4.5

is PRX PURIX 16.0 81.4 9.6 43.9
37 vMI EMERSON VLEC 16.0 16.6 30.9 -1.6

31 LIT LITTON INDUSTR1II 10.0 40.3 11.6 19.3
38 MOT MOTOROLA 10.6 1.6 33.3 10.38

FIGURE 5.19

Four-Variable Table Display on One Portfolio (Page 1)
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6. QUIT TamE PlU

*eetter eme#

FIGURE 5.20

Four-Variable Table Display on One Portfolio (Page 2)
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Figure 5.21. This display is the result of the user asking for

the SCATTER function applied to the Acme portfolio with holdings

(indicated by ticker symbols) plotted in the two-dimensional space

of earnings growth rate versus price-earnings ratio. Note that the

user has a menu of alternative ways to modify the display, including

the option to change scale and to blow up some of the currently

cluttered regions of the display. Instead, he types "stock ibm"

to produce the following display.

Figure 5.22. In this display, the STOCK function reports all

accounts holding IBM. For each holding, the report specifies number

of shares, cost, market value, per cent of the total portfolio, and

per cent of the common stock portion of the portfolio. The user

then types "xrx", the ticker symbol for Xerox, the next stock he

wishes to review.
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These are a sampling of a few of the possible displays and

man-machine dialogues possible with the prototype system. Some of

the conversation shown may have seemed verbose; but on an ARDS with

a 110 character per second writing rate, the exchange generally

proceeds at a rapid pace. If this system were to operate on a

teletype-like terminal at 10-14 characters per second, however, the

slowness of output would be intolerable for most use.

One aspect of the prototype system that has not been discussed

as yet is the design of controls on system usage. The control

system design will be described next, followed by an outline of

the designer's projections of expected prototype user behavior.

I
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5.9 The MMDS Control System

The explicit control mechanisms designed for the prototype MMDS

will be summarized in this section. However, the section will begin

below with a digression to review problems encountered in the field

experiment as it was originally conceived. The remainder of the

section will review the planned instruments of the control system:

the decision monitor facility, the Role Construct test, questionnaire

and accounting data, and interview. Some of these instruments were

dropped from the planned control system due to the problems described

below.

Problems in the Original Study Design

The original aim of the study was to observe two groups of

portfolio managers in parallel: one using the MMDS to manage several

of their portfolios, the other using the current information supports

and serving as a control group. There were three PM subjects and

four controls for a total of seven PM's under study. Five portfolios

each for the three subjects were to be monitored; each subject was

to have three portfolios on the MMDS and two portfolios supported as

before. The aim of monitoring the two portfolios off the system was

to check for any transference of PM behavior or portfolio activity

from the three accounts on the MDS.



- 274 -

Each of the four controls was to have two portfolios each

monitored. The object here was to attempt to control for section-

wide or department-wide changes in PM behavior that might be confused

with behavioral changes due to the MMDS.

Each PM subject was to be free to use the MMDS if and when he

chose. Thus, any significant MMDS usage over a period of time

would, in itself, represent a strong indication that the system was

useful and attractive as a decision aid. In other words, the PM's

were sufficiently busy with the pressures of their jobs that any

"new toy" attractions of the system were expected to be very

short-term.

The basic aim was for the MMDS to simulate a fully operational

decision aid, insofar as possible and given the limited account

coverage. Several factors which intervened to make these original

aims infeasible are described below.

One, the development and programming of the prototype system

slipped beyond the original target start-up date by seven months

(December, 1968, to July, 1969). This increased the exposure of

the original subject group to reorganization and transfer.

Two, during the period of MMDS delivery slippage and the

experimental system usage that followed (a span of 15 months), three

of the four controls and two of the three subjects either left the

organization or were transferred for a variety of reasons. Most of
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this activity occurred around the time the MMDS was being put into

initial use. Of the original seven portfolio managers, one control

and one subject remained. The one subject who remained had two of

his three accounts on the system transferred to another manager.

Since all data collection prior to MMDS delivery had been focused

upon these original seven portfolio managers and the specific

accounts they managed, the net effect of all of these transfers was

to make some of the planned before-and-after studies impossible.

Three, the ability to simulate an on-going operational MMDS was

eliminated by unanticipated difficulties in gaining access to the

prototype system, and with slow response time once connected to the

system. These problems occurred in part because of the coincidence

of initial use of this system with a significant increase in load on

the CTSS system at M.I.T. This overload resulted when one I.B.M.

7094 was removed leaving only one remaining to handle the load

originally supported by two systems. The heavy load meant that for

much of the working day CTSS was loaded to its maximum of 30

simultaneous users; hence no new users could sign on. Even if one

could get on the system, the response time was excessive. Typical

response time during the day could be an average of 15 seconds with

many responses taking several minutes. To say the least, a busy

portfolio manager finds this sort of response unacceptable. There

were additional factors affecting system access which compounded

these response time problems: (1) there are only three high speed
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ports on the 7094 for ARDS usage; there are at least 10 ARDS

terminals in use at M.I.T.; hence there was significant competition

for and "hoarding" of those three ARDS lines to the computer; (2)

there are a limited number of tie lines from the outside switchboard

to M.I.T.'s internal computer PBX; these frequently were all busy

when the subject users dialed in from outside. The net result was

that the system could only be used effectively before 9:00 AM and

after 6:00 PM. The subject portfolio managers found these effective

hours highly inconvenient.

Thus, although some Trust Department users logged a considerable

number of hours at the terminal, it was never viewed as an operational

aid, but only an experimental demonstration of feasible capabilities

in some future operational system. As such, however, it did catch

the imagination of the user, and it proved to be a creative vehicle

for gaining insight into early user behavior and MMDS control

mechanisms that could be useful for design of operational MMDS.

It seems that such experience in field studies is not entirely

unusual. Sackman (1969) recently concluded a massive study of the

effects of man-machine interaction upon computer sciences education

using 415 subjects, all students at the U.S. Air Force Academy.

Unfortunately, the results of this very well designed experiment

are of limited value because the time sharing system he employed was

delivered late and was not fully debugged when it was put into use
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in the study. Hence the comparison turned out to be between a highly

reliable batch system and an unreliable timesharing system. As

Sackman notes:

[This] ...illustrates one of the pitfalls of real-
world experimentation. Although we succeeded in
controlling most critical variables toward an
objective comparison of time-sharing and batch,
and although we succeeded in designing and
implementing the experiment right into the 'real-
world' operation of computer science courses at
the Academy, the timing of the experiment was
such that one of the key control variables could
not be rigorously maintained.

(Sackman, 1969, p. 48)

The Decision Monitor Control Mechanism

The primary formal control mechanism for the prototype was a

user monitor capability that was designed into the system. The

system itself keeps a complete trace of all man-machine "conversations"

including portfolios and data items accessed, as well as operations

used. In an operational system this mechanism would provide a basis

for analysis of evolution of MMDS behavior over time. In the case of

prototype usage, the monitor "traces" allow for observation of the

initial transient behavior of the subject portfolio managers.

The monitor system has at least two important practical

applications in a MNDS: (1) as a debugging aid; (2) as a resource

allocation guide. The recorded time trace of early user sessions

can highlight disfunctional or incorrect use of the system and thus

aid in the debugging of human factors aspects of the system, as well
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as actual bugs. For example, in the prototype system, users were

often asked to "TYPE A C.R." (a carriage return) to designate a next

step. Early monitor traces showed users typing the characters "A C.R."

several times before finally typing "TOP" to escape their dilemma.

The system, of course, had been responding that it did not understand

the user input and that the user should try again. Simply spelling

out "A CARRIAGE RETURN" in the text of much of the system dialogue

eliminated the problem.

It was found that such a monitor trace was valuable even when a

user called the attention of the designer to a bug that he had

encountered. In the majority of such cases, the user could not

remember enough of the specifics of the problem, nor of his actions

leading up to the problem, to provide even a workable definition of

the bug. Since the ARDS has no hard copy output, many of these

problem situations would have been impossible to reconstruct without

the trace record. The trace also revealed man-machine problems that

were never reported to the designer. Since the behavior of a MNDS

depends largely upon the highly impredictable actions of the human

user, a monitor trace facility is an invaluable aid for finding and

reconstructing system problems for debugging.

The monitor facility also has practical use in guiding system

resource allocation. The monitor can accumulate historical

statistics on function and file usage. These may suggest further

investment in design, and programming effort, or even in hardware,
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to make highly utilized functions more efficient. The very simple

monitor function built into the prototype system, however, did not

collect such statistics directly; it merely maintained a complete

trace of all user inputs and the sequence of modes traversed in the

conversational graph. From this raw trace, all aspects of the man-

machine decision protocol could be reconstructed except the specific

values of items retrieved out of the system data base.

The Role Construct Repertory Test

The monitor facility was aimed at control over the outward

aspects of man-machine decision behavior. This does not, however,

aid directly in the detection and analysis of changes in the PM's

understanding or perception of his decision task. The original plan

was to use repeated applications of Kelly's Role Construct Test for

the detection of changes in content and complexity of PM perception

of stocks and portfolios with prototype system usage. As noted in

Section 5.4, a baseline test was given to six PM's in early 1969

as a first step in this process. Unfortunately, the very limited

system use actually achieved (due to the problems in system access

and the loss of many subjects and controls mentioned earlier) meant

that the system was unlikely to have much impact on task perception --

hence this control plan was dropped. The work of Wilcox (1970) and

others, however, suggest that this test may prove a valuable tool in

decision system design and control, and it deserves further

evaluation in the context of similar studies.
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Questionnaire and Accounting Data

As further controls on decision frequency and performance, the

original intention was to continue collection and analysis of

questionnaires and trust accounting data on the 23 portfolios in the

study throughout the period of simulated operational usage of the

system. Again, since simulated operational usage was never achieved,

these control instruments also were dropped. The original intention

was to use these instruments to monitor the following characteristics

of the PM decision process for these 23 portfolios:

1. Decision Frequency -- the number of stock

transactions per period.

2. Decision Magnitude -- the amount of stock trading

per period, in number of holdings and market

value, relative to the size of each portfolio.

3. Intelligence Type -- the proportion of need

versus opportunity stimulated decisions.

4. Portfolio Review Character -- the frequency and

duration of portfolio reviews.

5. Portfolio Performance -- the period-by-period

time weighted rate of return on each

portfolio.

With data on the above variables both before and during MMDS usage,

the aim was to provide a further check on hypotheses about MMDS

behavior. The intention is, in fact, that some of these variables
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will be monitored through the impending installation and use of an

operational MMDS at the trust institution of this study.

Interviews and Direct Observation

Although most of the original formal control mechanisms designed

for the system were dropped, the less formal mechanisms of periodic

interviews and direct observation of MMDS use were continued through

the period of limited prototype usage. The interviews focused

primarily on the user's perception of prototype system effectiveness

as a decision aid and his suggestions for changes and additions to

improve the system. It is these interviews, some direct observation

of PM usage of the prototype, and the monitor traces which form the

base from which the observations on system behavior and impact of

Chapter 6 are drawn.

Before discussing system use, however, the next section

summarizes many of the design assumptions and behavioral hypotheses

that underlay the detailed design decisions implied in Sections 5.5 -

5.8 that resulted in the prototype MMDS. These assumptions and

hypotheses, in fact, represent the designer's model of expected

MMDS behavior. The next step, in Chapter 6, will be to compare

these expectations with observations on actual usage.

I
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5.10 Expected Decision System Behavior

During the course of decision modeling and design of the

prototype IYVDS, many detailed design decisions were made based on

a growing body of implicit design assumptions and expectations as to

eventual system behavior. This is typical of the process of design.

However, in this case, the designer took the somewhat unusual step

of trying to make explicit as many of these assumptions as possible.

That is, prior to and during the process of design, explicit

hypotheses and assumptions were recorded for comparison with actual

prototype system behavior.

One component of the philosophy that lies behind the MMDS design

methodology proposed in Chapter 4 is the belief that a formal "memory"

for past design assumptions is critically important if designs and

design methods are to improve. In asserting the value of formal

control based on design assumptions and models, our arguments

parallel those of Carroll and Zannetos (1966) in advocating "operating

process control". Similarly, we argue for "design process control"

which is analogous to their "planning process control"; the design

methodology proposed in this thesis represents an initial working

model on which to base such design process control.

A formal memory for design assumptions is especially important

where a high rate of evolution in system structure is expected, for

then the design mechanism must learn most rapidly from design
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experience. Hence a formal memory for expected design behavior is

particularly valuable for MMDS, which we fully expect to be in a

state of continual redesign, insofar as it is aimed at complex and

unstructured decision problems.

The expectations that developed during the course of decision

analysis and early design of the prototype MMDS are summarized

below. They are grouped within the following general headings,

which are the elements of the general decision system framework

developed in Chapter 3:

A. Decision Process Phases

1. Intelligence
2. Design
3. Choice
4. Implementation
5. Control
6. Decision Structure

B. Decision System Components

1. Memory
2. Operators
3. Plans

C. Characteristics of Man-Machine Interaction

1. Mode of Interaction
2. Structure of Interaction
3. Language and Form of Interaction
4. Flexibility of Interaction

D. Decision System Adaption

1. Learning and Training
2. Decision Programming
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Each of the following sections contains a general discussion of the

relevant design assumptions and expectations, followed by a concise

list of the hypotheses implicit in the discussion.

Intelligence

One aim of the prototype system was to give the PM more flexible

and powerful ways to examine portfolio status, as opposed to stock

status. Hence one expectation was that portfolios on the system would

be reviewed more often, employing a greater variety of tools and

representations than before, when the PM was severely limited by his

information system. It is recognized, however, that a higher review

frequency may be a short-run phenomenon, due to initial discovery of

a great many new problems in portfolios with the analytic tools of

the system. A related expectation was that the PM would make

particularly high use of those MNDS facilities which gave him an

overall structural or aggregate view of his portfolio (e.g., HISTO

and SCATTER), as distinct from the detailed component-by-component

status reports he now receives. As one result of this greater power

in portfolio status analysis, it was expected that later applications

of the Role Construct Test would reveal increases in complexity of

discrimination among portfolios, as well as a shift toward more

status-related dimensions of discrimination from the goal-related

dimensions used before.
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Given a richer perception of portfolio status, it was also

expected that there would be a long run pressure by the PM on the

client for more detailed and explicit definition of goals.

It was further expected that explicit and formal inter-portfolio

comparison would occur in portfolio status evaluation (e.g., using

the HISTO function with overlaid portfolios). To the extent that

explicit standards for comparison (e.g., the Dow Jones Industrials)

were available in the system, it was expected that they would be

employed in status evaluation.

As a result of the above expected increase in intelligence

activity and power, plus the increased focus on overall portfolio

status expected, it was expected that PM stock transactions would

become more need-stimulated as opposed to opportunity-stimulated than

before. It should be noted, however, that if the PM used the system

to focus even further on individual stock evaluation rather than

portfolios, their problems might become even more opportunity-

stimulated instead.

The hypotheses imbedded in this discussion of design assumptions

and expectations about the Intelligence phase of MMDS with the proto-

type are summarized below. Some of these hypotheses are less

operational than others, as will become obvious in the discussion

of actual results in Chapter 6. It is held to be important for a

designer to write them down and remember them nonetheless, even if

the resulting control process is somewhat subjective in nature:

___
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H-1. Portfolios on the system will be reviewed more
frequently than before.

H-2. Portfolios will be reviewed employing a greater
variety of analytic tools and representations
than before.

H-3. Functions which provide an overall view of
portfolio status will be utilized especially
heavily.

H-4. The PM's complexity of discrimination among
portfolios will increase with use of the
prototype system.

H-5. The dimensions used by the PM in discrimination
among portfolios will be relatively more status-
related (as opposed to goal-related) than before.

H-6. The PM using the prototype will begin to attempt
to define portfolio goals with more detail and
formality than a PM not using the prototype.

H-7. Explicit comparison of a portfolio with other
portfolios and with standards will begin to
occur as a part of status evaluation.

H-8. PM buy-sell decisions will become relatively
more need-stimulated (as opposed to opportunity-
stimulated) than before.

Design

The FILTER mechanism in the prototype was designed with an aim

to provide for formal, exhaustive stock search across the approved

list, something the PM almost never did previously. Thus, there was

an expectation that FILTER would be useful in the design phase of

decision making, and that formal, exhaustive security search would

occur. It was further expected that the PM would begin to screen

alternative securities on criteria related directly to portfolio
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needs, rather than upon their own inherent attributes. (For example,

a PM may note in the HISTO display that one portfolio has a

distribution of estimated total return that is rather low on the

scale; he may then employ FILTER both to examine the low total

return holdings in an account for sell candidates and to search the

approved list for high total return buy candidates.)

Further, it was expected that the PM will begin to design

explicit alternative portfolios for consideration, rather than

focusing entirely on choice among individual securities as before.

It was also expected that alternative portfolios examined will be

further from actual status (in terms of differences in holdings) than

alternatives implicitly being considered before; i.e., search for

"solution" portfolios was expected to be more global than before.

H-9. The PM will conduct formal, exhaustive searches of
the available securities for stocks meeting
specified conditions.

H-10. Stock searches will tend to become guided by
specific portfolio needs rather than by
individual stock qualities.

H-ll. The PM will design explicit hypothetical
portfolios for consideration as possible
alternative portfolios.

H-12. The hypothetical portfolios that are
designed will tend to be farther from current
status than the rather local alternatives
implicitly considered previously.
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Choice

One of the expectations concerning solution search carries over

to solution choice as well. There was a general expectation that, as

the PM's perception of his available "portfolio space" improved

through use of the system, his search and choice would range wider

from current status than before. The hypothesis underlying this

expectation is that the PM currently tends to make relatively local

and incremental modifications to a portfolio at any one time because

he has a very limited view of alternative portfolios restricted to a

perception of alternative stocks, with relatively little explicit

sense for the potential consequences of any decision for the portfolio

in the aggregate. As in the Intelligence phase, in the Choice phase

the PM will employ explicit mechanisms for comparison of alternative

portfolios with each other and with available standards. It was also

expected that dimensions examined and used in comparison and choice

would relate more to aggregate portfolio characteristics than

previously, when the focus was largely on individual security

characteristics. In other words, facilities such as HISTO, SCATTER,

and AGGREGATE should find considerable use in comparison prior to

choice.

H-13. The PM will tend to choose alternative port-
folios which represent a larger departure
from current status than choices made
previously.
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H-14. The PM will employ explicit mechanisms for
alternative portfolio comparison for Choice.

H-15. The variables examined during Choice will
tend to be more related to aggregate
portfolio characteristics than before.

Implementation and Control

The prototype system has been designed with no facility to aid

directly in the process of implementation of a selected trade. Since

there is no hard copy generation capability, in fact, the PM must

write down on an order form any trade program which he has selected

from the ARDS screen.

Similarly, there is no direct facility designed into the

prototype to aid in control on trade execution, beyond the fact that

the system could retrieve an old trade program for him. Expectations

relating to higher levels of control, such as control on the decision

process and models, are discussed under the sections on decision

programming and learning.

Plans

The models and procedures currently used by the PM are almost

exclusively informal and mental. In particular, the Role Construct

Test suggested that the PM had highly simplified mental models for

portfolio status relative to those for stock status. Through use of

the prototype system, with its variety of aggregate portfolio status

measures, it was expected that the PM's model for portfolio status

would grow more complex.
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In addition, the SCATTER facility was expected to provide the

PM an ability to visualize correlations between various stock

attributes, as one step toward developing more rigorous models of

stock status and performance.

Note that it was an explicit design tactic here not to impose

prestructured and complex models upon the PM. The author, following

McKenney (1967), Amstutz (1968), Little (1970), and others, feels

that the decision maker must in general understand fully and

participate in the development of any model which he is expected

to use effectively. The tactic chosen was to provide facilities

that represent steps toward more complex models, with the notion that

the system and its user will evolve in that direction over time. The

prototype system, though without such complex models in its initial

version, provides a general framework within which a PM eventually

can interact with a security valuation, portfolio selection, or

performance evaluation model where desirable.

H-16. From use of the SCATTER function, the PM
will begin to develop and remember graphic
relationships between security attributes.

Memory

It was expected that the PM would begin to make use of computer

memory of stock lists and hypothetical portfolios only slowly, since

CREATE is one of the more complex functions to control in the system.
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It was not expected that he would view the prototype system as his

"working memory" for portfolio status either, since it would only

cover a small fraction of his portfolios and it would not always be

immediately accessible.

H-17. The PM only slowly will begin to use the
computer memory for stock lists and
hypothetical portfolios.

H-18. The PM will not use the prototype as his
"working memory" for portfolios, but will
continue to use the old reports as well.

Operators

Most of the expectations concerning use of operations in the

decision system have been outlined under the various phases in the

decision process above. The expectations regarding learning and

flexibility of use of the system operators will be discussed later.

Decision Structure

Previous researchers have observed that MMDS tends to make

decision making more agile and flexible, with what were before

rigidly separate decision phases blending together (e.g., Scott Morton,

1967). In this particular case of portfolio management, the expecta-

tion was that the greatly reduced "set-up cost" of conducting a

portfolio review (largely the clerical operations necessary to bring

the old report up-to-date) would lead to more review activity, with

relatively easy switching of attention from one portfolio to another.
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In fact, it was expected that cross-portfolio functions such as

STOCK might actually encourage rapid transfers of attention from one

portfolio to another. Otherwise, the current PM decision phases of

design and choice are already quite blurred; in fact, more formality

in those phases might be expected, given the new formal functions

available in the prototype. In other words, rather than sequential

examination and screening of individual stock trade possibilities in

a satisficing manner, the PM may now design complex multiple-trade

alternatives before entering the choice phase, where these complex

alternatives will be evaluated.

H-19. The PM will tend to switch attention more
readily from portfolio to portfolio in the
process of review.

H-20. The PM will exhibit less satisficing
behavior (considering each stock independ-
ently in sequence) and instead will design
and choose among one or more complex
multiple-trade alternatives.

Mode of Interaction

It was fully expected in the design of the prototype, that at

least two modes or paces of interaction would be present:

(1) a staccato, several-second user response was

expected to characterize the dialogue necessary

to specify a given function and all of its

parameters; it was expected that this mode would

be broken by
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(2) the occasional minute-or-more response cycle,

which would characterize points at which the

user was studying in detail the final output of

a particular complex function and deciding what

to do next.

This pattern of user response was felt to be quite predictable given

the design of the man-machine conversational graph. Note that this

response distribution is different from the poisson distribution

generally assumed in most models of time-shared computer systems.

Control over interactive mode, however, was not completely in

the hands of the user, for response time delays on the part of the

system could be a function of other load on the time-sharing system.

Hence, some user dissatisfaction with lack of control over

interactive mode or pace could be expected.

H-21. The interactive pace will exhibit two primary
modes: a short (about five seconds) cycle,
and a longer (about one minute) cycle.

H-22. The PM's dissatisfaction with his lack of
complete control over pace will increase as
system response time degrades.

Structure of Interaction

The prototype system was designed with enough prompting and

tutorial devices that it was expected that the so-called "direct"

interactive structure would be attained rapidly. The direct
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structure, discussed in Chapter 3, involves decision maker and machine

interacting directly and closely, with only occasional interactions

with the interpreter-designer, usually to recommend some design

change or improvement.

H-23. The PM will rapidly attain the "direct"
structure of interaction with the prototype.

Language and Form of Interaction

The graphic forms of display were incorporated into the design

as an attractive and concise way to represent overall portfolio

structure to the PM. It was expected that he would make substantial

use of these displays as totally unique and revealing ways of looking

at his portfolios.

The keyboard was elected to be the exclusive input medium.

Although light pen or "mouse" input might have been adequate for

menu-selection conversation, they would have been unsatisfactory for

general direct command input. Since the keyboard seemed essential,

therefore, it was decided to use it exclusively for the sake of

consistency. The expectation was that the PM would find keyboard

input quite acceptable. This expectation was based primarily upon

the designer's bias that the keyboard provides the most positive as

well as general input medium; it clearly runs counter to popular

wisdom which says that a manager will not use a keyboard because of

its association with clerical roles.
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H-24. The PM's will find the graphic displays
attractive and make heavy use of them.

H-25. Keyboard input will be quite acceptable
to the PM.

Flexibility of Interaction

The three forms of conversation described earlier (menu-

selection, stacked-selection, and direct command) were provided to

allow for flexibility in expression on the part of the user. The

design allows for the user to employ any mix of the forms within

one conversation, and the forms may be mixed within one command

line (e.g., the command "DIRECTORY 1 3" takes the user directly to

the DIRECTORY function and then responds to the next two menus with

1 and 3, thus selecting a full directory to be displayed in order of

size). It was expected that users would use this flexibility in form

of expression.

H-26. The PM will make full use of the flexibility
provided in form of expression.

Learning and Training

It was expected that the PM would have relatively little

difficulty in adapting to the mechanics of the prototype system.

The basic tutorial, or prompting mode of the system was aimed at

keeping the mechanics simple. Basically, the only options that a

user need know about that are not always displayed for him are (1)

that typing "TOP" returns him to the top node in the conversational
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graph from wherever he is, and (2) that he must occasionally hit an

"erase" key when the screen is full to go on to the next page of

output.

It was also expected that the PM would learn most quickly to

use those operators which are easiest to control and closest to his

normal information system output (e.g., STATUS and STOCK). It was

expected that he would, however, begin to explore other, more complex

facilities immediately and learn to use many quite readily.

Similarly, it was expected that the early user will begin with

the menu-selection form of interaction and will only learn to use

more concise forms with experience. In addition, the PM was

expected to use the direct or stacked forms of interaction primarily

for those functions which he uses the most or which are very simple

in specification; he will rely largely on menu-selection for

unfamiliar or very complex functions.

The PM was expected to pass through phases analogous to the

enactive, iconic, and symbolic stages of cognitive growth in learning

to use the prototype system. The enactive stage will be mastery of

the mechanics of system use; as noted above, this is expected quite

quickly.

The iconic stage involves the internalization of a simple

representation of each individual function (e.g., the PM learns to

associate HISTO with a graphic distribution display, STOCK with a
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report of holdings across portfolios, etc.). At the iconic stage,

the PM has a rather rigid though complete mental picture of the

individual functions in the system as independent pieces in a

mosaic from which he may choose.

The symbolic stage comes when the PM begins dynamically to

link individual functions into logical sequences or procedures for

the purposes of decision-making. The PM can now manipulate and link

the individual functions mentally in planning a full decision

procedure. Over time he will build up a repetoire of a number of

such procedures or plans. Eventually, these plans themselves may

become programmed and transferred to the machine.

It was this designer's expectation that the enactive stage would

be reached almost immediately, within an hour's session, and that the

iconic stage would be reached shortly thereafter, within the first

several hours of use. On the other hand, it was expected that the

symbolic stage, the full integration of system functions into the

PM's decision process, would take substantially longer, perhaps

several weeks of continual usage (McKenney, 1968). In other words,

it was expected that the step would be large from (1) seeing the

histogram as just an interesting representation of a portfolio to

(2) seeing it as displaying a structural aberration in a portfolio,

which one would expect to follow with a TABLE display to pinpoint the

cause of the aberration, and then a STOCK run to see what other

portfolios hold the problem stock or stocks, etc. It is at the
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symbolic stage where the interactive system begins to assume full

decision power. Thus the expectation is that there may be a

significant transient period of learning before a complex MNDS is

fully functional at the symbolic stage.

The basis for many of the expectations expressed here is the

heuristic search model of decision-making developed and elaborated by

Simon, March, Cyert, and others. The basic notion is that a human

decision maker will search heuristically for ways to allocate his

limited decision making resources and capabilities so as to achieve

satisfactory performance. By introducing a MMDS for portfolio

management decision making, the apparent economics of this decision

resource allocation for the PM has been shifted greatly -- avenues

that previously yielded very low return relative to decision effort

invested are now apparently capable of much greater relative return.*

Thus these expectations reflect the idea that the PM will heuristic-

ally explore new capabilities and gradually shift the allocation of

his decision energy and resources to accommodate the new economics

of decision making.

*
The word "apparently" is used here to indicate our focus only

upon the return on incremental decision effort by the decision maker.
This view neglects the fact that the process is now more capital-
intensive through introduction of the computer. However, as far as
the individual decision maker is concerned, his short-run decision
behavior may be relatively unaffected by these long run economic
considerations.
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H-27. The PM will easily and quickly maintain the
enactive stage, or mastery of the mechanics
of the prototype.

H-28. The PM will also readily attain the iconic
stage, the understanding of the prototype as
a mosaic of independent functions.

H-29. The PM will only very slowly attain the
symbolic stage, the integration of planned
sequences of system functions into his
decision process.

H-30. The PM will learn and use the familiar
functions most readily.

Decision Programming

It was expected that the extensive use of the prototype system

would make steps in the decision process more formal and would

result in making the decision process as a whole more visible to

the PM. It was felt that this would lead to an awareness of program-

mable aspects of the process and thus generate another pressure for

a macro-building facility, which would allow the PM to begin steps

toward decision programming. Since the prototype was designed

without such a macro-building facility, it was expected that this

decision programming pressure would manifest itself in terms of PM

suggestions to this designer as to further decision operators,

operands, or plans which might be programmed.

H-31. Extensive use of the system will lead the PM
to a more explicit and structured model of his
decision process, which will lead in turn to
suggestions for programming further phases or
functions in the process.
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Other Expectations

There are a myriad of design assumptions imbedded in the

prototype design process beyond these listed above. However, as an

initial working list for the purpose of control, these were judged

by this investigator to encompass the most substantial expectations.

5.11 Summary

This chapter has described the application of the MMDS design

methodology of Chapter 4 to the development of a prototype MMDS for

portfolio management. The research tactic of an in-depth field study

was selected over the alternative of a laboratory experiment, since

it was felt that the current limited state of the field was served

better by a comprehensive study aimed at developing and refining of

new hypotheses rather than the focused testing of a few given

hypotheses.

The context of the design exercise was the pension fund section

of a major bank. The eventual users of the prototype system were

portfolio managers who typically manage 25-75 portfolios each, with

sizes of $2-350 million each. The focus of the design was upon

support of the portfolio revision decision for the common stock

portion of the portfolio.

Both a normative and descriptive model of the portfolio

management decision process were developed from March, 1968, to

January, 1969, using the general decision model framework of



-301 -

Chapter 3 as a guide. The normative model was a statement of

desired characteristics of the decision process, whereas the

descriptive model was a detailed outline of the process developed

from interviews, questionnaires, reports, decision protocols, and

psychological tests.

The problems defined by a comparison of normative and

descriptive models lead to a simple functional model of the potential

MMDS, consisting of functions defined to alleviate each specific

problem. This set of "ideal" functions was reduced to a more

workable design specification in the constraining phase, when the

real limitations of time, technology, organization, and funds were

first seriously introduced.

The functional design specifications were then elaborated into

a conversational graph specification, which allows for early mental

stimulation by the designer of the mechanics of the expected man-

machine dialogue. This graph representation was carried through to

implementation, and the prototype system was made available for

experimental use in July, 1969.

In the later phases of design, a NMDS control system was

designed. However, only part of this control system, consisting

primarily of a programmed decision monitor system, was actually

implemented due to unanticipated difficulties in the experimental

situation.
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The chapter concludes with a description of the most salient

assumptions and expectations about eventual system behavior that

developed through the process of design. These expectations are

summarized in the form of concise hypotheses, which are compared

with actual usage experience in the next chapter.
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CHAPTER 6

RESULTS OF PROTOTYPE SYSTEM DESIGN

6.1 Introduction

This chapter describes the results of experimental use of the

prototype MMDS for portfolio management whose design was described in

the previous chapter. The results and observations are compared with

the expectations of the designer outlined in Section 5.10, and

implications for the theory of MMDS are drawn. Finally, observations

on this application of the design methodology proposed in Chapter 4

are summarized. Before the results are described, however, certain

qualifications on the experimental situation must be noted.

6.2 Qualifications on the Results

In interpreting the results of prototype system use, the reader

should be aware of several qualifications. First, the prototype was

in use for only a relatively short period, from July, 1969, to

February, 1970. During that period, no PM logged more than seven

hours cumulative at the terminal. The total of cumulative time logged

for all eleven investment people who used the system was only 29 hours.

Thus, most, if not all of the phenomena observed must be considered

transient. There was no indication that any of the PM's had achieved

a steady-state pattern of use of the system.
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Also, there is a possibility that the fact of their being

observed affected the behavior of the PM's. This possibility exists

despite the fact that the author was actually present during only a

small proportion of PM system usage, and he provided relatively little

active direction, serving primarily to observe the process and to

answer questions. Nonetheless, the PM's were well aware that the

project was an experiment, and that their usage of the system was a

subject of interest.

In addition, six of the eleven Trust users actually had none of

their own portfolios on the system. Thus their use of the system was

more an introduction to and exercise of its functional capabilities

than a simulated "live" decision situation.

Also, access to the system was limited, as noted in Section 5.9.

Thus a PM generally had to plan ahead to schedule a time either very

early or very late in the day to use the system. Consequently the

prototype was not used as a readily accessible and responsive device,

as an operational system should be.

As a result of this limited prototype use and of the loss of

subjects and controls mentioned earlier, many of the measures and

instruments planned in the original experimental design were

abandoned. Thus for some hypotheses, no direct evidence was

collected, and the discussion of this chapter simply describes the

measures planned in the original experimental design. (This applies
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to hypotheses 4, 5, 6, 10, 13, 14 and 15.) For thirteen of the

remaining 24 hypotheses, direct observational evidence is available;

whereas for eleven hypotheses both monitor trace and observational

evidence is cited.

It should be noted once again that the trust institution under

study is implementing an operational extension of this prototype MMDS.

Thus the planned measures for the original experimental design still

have considerable value in that they will be applied in the process

of control of operational MNDS behavior with an even broader base of

over 20 PM-users. In other words, some of the hypotheses merely

proposed here will receive thorough testing in this anticipated next

phase.

6.3 General Results

During the period that the prototype system was available, it was

used by eleven different investment professionals for cumulative

periods ranging from 1/2 hours to seven hours each, for a cumulative

total of 29 console hours. These professionals used the system for

from one to eight sessions each, for a cumulative total of 31 console

sessions.

The system was also used by four other individuals inexperienced

in professional investment management for cumulative periods of one

to 17 hours each, in a total of 18 console sessions. All four

individuals were computer systems professionals.
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For the purposes of this experiment there are two primary

differences of importance between these two groups, the investment

professionals and the non-investment users. One, the non-investment

users could be classed as naive investors, since all of them had an

expressed interest in the stock market but none of them had a personal

portfolio of any complexity nor any significant investment experience.

Thus differences in decision function usage by the two groups could

be considered representative of differences in decision style and

needs between sophisticated and naive (though not totally ignorant)

investors.

The second major difference is that the investment users could

be considered naive in the use of computers, whereas the others were

all computer professionals with from five to eight years of training

and experience in computer system usage and development. Thus any

greater facility with prototype system usage and control would suggest

the value of prior computer training in MMDS usage by the latter group.

The monitor system in the prototype maintained a complete "trace"

of the man-machine dialogue conducted by each of the above users.

These trace data are used to support some of the observations on

hypotheses in the following sections. A partial sample of this trace

is shown in Figure 6.1. The three columns on the left in the figure

are the time of day of the adjacent response in hours, minutes, and

seconds. The fourth column indicates the user input, and the messages

on the right are the general prototype queries. Note that the trace

does not record the actual details of any given display produced, but



SYSTEM RESPONSE

SELECT ONE OF THE FOLLOWING BY TYPING ITS
WITHIN QUOTATION MARKS...

PRINT 'DIRECTORY' OF LISTS
'CREATE' A NEW LIST
'DELETE' A LIST
'RENAME' A LIST

REVIEW LIST 'STATUS'
'FILTER' A LIST

7.
8.
9.

10.
11.

NUMBER OR THE NAME

ORDERED 'TABLE' DISPLAY
FORM 'HISTO' GRAM
FORM 'SCATTER' PLOT
'STOCK' RUN

'ACCOUNT' MARKET VALUE

2

PLEASE SPECIFY THE TYPE OF LIST YOU WISH TO CREATE BY
SELECTING ONE OF THE FOLLOWING OR TYPE '4' FOR DEFINITIONS...

1. HYPOTHETICAL PORTFOLIO
2. STOCK LIST

3. PORTFOLIO CHANGE PROGRAM
4. DEFINITION OF TERMS

SELECT
1.
2.
3.

THE LIST BUILDING OPERATION YOU WISH TO APPLY...
TYPE IN TICKER SYMBOLS
FILTER AN EXISTING LIST OR PORTFOLIO OR THE CSL
SELECT COMPONENTS FROM AN EXISTING LIST OR PORTFOLIO

TYPE THE SHORT FORM NAME OF THE EXISTING LIST YOU WISH TO
FILTER OR 'CSL' FOR THE COMMON STOCK LIST. TYPE 'CIR' TO
GET A DIRECTORY LISTING...

FIGURE 6.1: Sample of Prototype Man-Machine Monitor Trace

TIME
USER

RESPONSE

18 13 16

1.
2.
3.
4.
5.
6.

18 13 24

18 13 36

18 13 53

18 14 47

18 14 54

18 14 55

18 16 51

2

2

Q

CSL
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only reproduces the dialogue which led to display specification.

The decision not to save specific displays was made .in order to

conserve disk storage space and computer time.

The other evidence brought to bear on the hypotheses is derived

from direct observation of prototype use by the author, plus after-

the-fact discussion with users of the system.

Perhaps the most important and general observation is that

virtually all of the experimental users of the prototype, both PM's

and others, liked the system and saw its potential value in portfolio

management as great. Each user qualified that reaction, of course,

in a variety of ways that are discussed further below. In particular,

they wanted a system like the prototype, but only if it were easily

accessible upon demand during the day and if it provided reasonable

response times (i.e., averaging 5 seconds or less). But their net

reaction was very positive, to the extent that the experimental

institution has initiated development of a full-scale, operational

MfDS for portfolio management. The system will support over twenty

portfolio managers in all areas of trust investment management.

More specific observations on the results are outlined in the

following sections, organized under the same headings as the design

assumptions and expectations of Section 5.10. Within each heading,

the previously stated hypotheses will be taken one by one, each being

followed by a description of actual results where relevant. The

chapter will conclude with several additional observations of interest

not anticipated in the hypotheses.

-1
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6.4 Intelligence

H-i. Portfolios on the system will be reviewed more
frequently than before.

There were no direct measures used to test this hypothesis. In

any case, since the prototype was never used as an operational tool,

it is unlikely that it had an effect on normal PM review behavior.

In the original experimental design, this hypothesis would have been

tested using questionnaire data, which monitored both the frequency

and duration of portfolio reviews, both for the three PM's scheduled

to use the prototype operationally and also for the four PM controls

not using the prototype. Since two portfolios managed by subject

PM's yet not on the prototype were also to be monitored, any

transference of increased review activity to these manually analyzed

accounts would have been tracked as well.

Despite the lack of direct evidence, however, there are surrogate

indicators relevant to the hypothesis. For example, the trace data

did indicate a high degree of portfolio review activity on the part

of the investment group, both absolutely and relative to the non-

investment users. The prototype user could apply a function to a

stock, a stock list, the fully approved list of stocks and a port-

folio. Table 6.1 indicates that the investment professionals using

the system focused a majority of their attention upon portfolios.

The next most important item of attention in their use was the single

-I
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Professional
Investment Users

Non-
Investment Users

Operand Type

Portfolio

Stock

Stock List

Approved List

TOTAL

Number of
References

211

68

8

18

305

Number of
References0;,

69.

22.

3.

6.

100.

68

25

93

13

199

TABLE 6.1

Number of References to Operand
Types by Prototype Users

0/

34.

13.

47.

6.

100.

-1
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stock, analyzed by calling for holdings across portfolios; therefore,

this too is a portfolio review-related action. The non-investment

users focused a substantially smaller amount of attention on these

two items and concentrated much more upon simple stock lists; this

is not surprising given their lack of familiarity with the portfolios

and their potential interest in stocks for their own personal port-

folios. In addition, Table 6.2 indicates that the investment group

devoted very little of their time to functions such as CREATE and

DELETE, which are aimed at manipulating stock lists, not portfolios.

These differences in function and data type usage between the

investment and non-investment users are significant. The test for

homogeneity of the two samples in Table 6.1, for example, shows the

null hypothesis rejected strongly (Chi square = 149.9, DF = 3,

2-tail significance < .0001). Similarly, the test applied to the

two function usage frequency patterns of Table 6.2 also rejects the

null hypothesis strongly (Chi square = 41.166, DF = 10, 2-tail

significance < .0001).

H-2. Portfolios will be reviewed employing a greater
variety of tools and representations than before.

The portfolios on the prototype system were reviewed by the

investment group using the full spectrum of analytic options. They

in fact used these new portfolio-oriented analytic functions (i.e.,

TABLE, HISTO, SCATTER, and STOCK) 66% of the time versus only 6% for
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Professional

Investment Users

Number of

Applications

Prototype
Functions

DIRECTORY

CREATE

DELETE

RENAME

STATUS

FILTER

TABLE

HISTO

SCATTER

STOCK

ACCOUNT

TOTAL

Non-Investment
Users

Number of
%[ Applications

11.

1.

1.

0.

6.

12.

6.

21.

21.

18.

3.

100.

28

20

9

3

22

29

22

54

49

25

5

266

TABLE 6.2

Frequency of Application

of Prototype Functions by Users

07

45

5

3

0

22

48

24

82

83

69

12

393

11.

8.

3.

1.

8.

11.

8.

20.

18.

10.

2.

100.
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the familiar portfolio review function (i.e., STATUS). This result

suggests that the new analytic tools and representations received a

significant amount of attention, substantially more than the one

report form already provided in their current information system

(even if STATUS did provide the added attraction of current prices

and holdings). Thus the prototype users did broaden their view of

portfolio status substantially. Whether such behavior would

stabilize over the long run or whether it represents only temporary

exploration, however, has not been shown by this limited experience.

H-3. Functions which provide an overall view of
portfolio status will be utilized especially
heavily.

The functions which tend to summarize portfolio status in a concise

aggregate view are HISTO, SCATTER, and ACCOUNT. As indicated in

Table 6.2, these functions were used 45% of the time by investment

group and 40% of the time by the non-investment group. In fact,

these aggregate view functions seem considerably more popular with

the investment group than STATUS and TABLE, both of which produce

very detailed, asset-by-asset reports. These latter, detailed

analyses were only used 12% of the time by the investment group versus

45% for the aggregate view functions. These results do indeed

suggest that a majority of user attention has been focused on gaining

an aggregate perception of status. This is in sharp contrast to
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their use of their original information system, which provides only

the standard, detailed portfolio review report as an indicator of

portfolio status.

H-4. The PM's complexity of discrimination among
portfolios will increase with use of the
prototype system.

H-5. The dimensions used by the PM in discrimination
among portfolios will be relatively more
status-related than before.

H-6. The PM using the prototype will begin to
attempt to define portfolio goals with more
detail and formality than a PM not using

the prototype.

Given the very limited and non-operational use of the prototype

system which actually resulted, no substantial change along the lines

of these three hypotheses was expected. Thus, no attempt was made

to collect any evidence bearing directly on them as originally

planned.

In the original experimental design, the intention was to test

H-4 and H-5 by later applications of the Role Construct Test for both

subject and control PM's, aimed at eliciting the dimensions and

complexity of their discrimination among stocks and portfolios. The

reader will recall that the initial application of the Role Construct

Test showed (1) that the majority of PM's showed more complexity in

their discrimination among stocks than they did among portfolios

(i.e., 5 out of 6 tested), and (2) that the dimensions used to

I
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discriminate among portfolios were far more goal-related than

status-related. This designer's early hypothesis was that the PM's

lack of adequate perception of portfolio status, especially in the

aggregate, and a consequent focus of attention, by default, on stock

status and portfolio goals would lead to these test outcomes. The

new access to aggregate portfolio status measures in the prototype

was expected to change these results.

Hypothesis H-6, on the other hand, was going to be tested by

interview only. It was expected that, with a clearer and more

detailed view of portfolio status, the PM would begin to define his

portfolio goals (and sub-goals or criteria), more in the operational

terms of the status measures available than in the relatively non-

operational terms he uses now (e.g., high total return, high risk,

etc.). However, all of these hypotheses H-4 through H-6 must now

await use of an operational MNDS before testing.

H-7. Explicit comparison of a portfolio with other
portfolios and with standards will begin to
occur as a part of status evaluation.

Although no explicit standards were available in the prototype data

base, there was substantial evidence of interportfolio comparison

observed. This evidence lies in the relatively high usage of

prototype functions which allow for explicit portfolio-to-portfolio

comparison, as well as in the rapidity of attention shift from
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portfolio to portfolio noted in the later discussion of hypothesis

H-19. Although the only formal comparison mechanism was the HISTO

function, which allows overlay of two portfolio distributions, the

investment users also compared accounts at the detailed holding

level by use of the STOCK function.

The HISTO function was used by the investment group 21% of the

time, and the STOCK function was used 18% of the time (see Table 6.2).

This is in sharp contrast to pre-MMDS behavior where the PM's were

never observed making an explicit, formal comparison between two

portfolios. (Although there was some informal comparison of the

sort, "This account has not performed as well as portfolio Y.")

Several of the users were even observed attempting to compare

portfolios with the SCATTER function, by rapid paging from one

portfolio to the next, maintaining the same two dimensions of the

scatter plot as they went. Both direct observation and the monitor

traces clearly showed this effort to compare portfolios by any means

available. There is an implication here of a desire for even more

formal comparison mechanisms in the system.

Incidentally, as Table 6.2 indicates, the STOCK function became

one of the most popular with the investment user group. The primary

reasons for its high usage would seem to be (1) its usefulness in

comparing investment timing and consistency in the same stock across

many portfolios, and (2) its very simple mechanics of use (e.g., one

need only type "STOCK IBM" to get a report on all holdings of IBM).

II
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H-8. PM buy-sell decisions will become relatively
more need-stimulated (as opposed to
opportunity-stimulated) than before.

Again, since no substantial change was expected along the lines of

this hypothesis due to the limited use of the prototype, only

observational evidence was collected. The original design plan was

to monitor the proportion of need-stimulated versus opportunity-

stimulated decisions for both subject and control PM's through the

course of prototype usage, using the questionnaire that they filled

out on each portfolio review or revision. The expectation was that

need-stimulated trading would increase as a function of the expected

increase in portfolio status evaluation noted above. Of course, it

could have turned out that the users would have applied the prototype

primarily as a stock analysis system instead (e.g., making high use

of stock search and FILTER capabilities), and then opportunity-

stimulated trading would have been expected to increase. This was

not the case, in fact, as noted earlier.

Even though there was no direct questionnaire evidence on this

hypothesis, however, direct observation of PM users of the prototype

did indicate that they discovered "problems" in portfolios as a

result of use of the system. Some of these problems might not have

been discovered otherwise. For example, using successive scatter

plots, one PM discovered a major structural difference between two

portfolios that he felt had similar objectives. He hadn't seen the
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difference before in part because his normal status reports for

these two portfolios had entirely different formats for historical

reasons. Once he saw the structural discrepancy he took trading

steps to eliminate the difference.

Similarly, a PM was observed discovering inconsistencies in

purchases, using the STOCK function to examine holdings across

portfolios that he had wanted to manage in a similar way. He made

the necessary trades in those portfolios which had not purchased a

stock he had intended for them.

These observations tend to support the idea that the PM, using

such an MMDS, will discover problems and needs in portfolios that he

might not otherwise recognize. The implication is that his decisions

may indeed become more need-stimulated than before.

6.5 Design

H-9. The PM will conduct formal, exhaustive
searches for stocks meeting specified
conditions.

The measure used to test this hypothesis is the frequency of use

of the FILTER function, which allows for exhaustive search of the

full approved list of stocks. Table 6.2 indicates moderate usage

(i.e., 12%) of FILTER in searching for stocks that meet specified

criteria. Table 6.1, however, indicates that the full approved list

was used as an operand relatively less often than FILTER was used
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as an operator (e.g., only 6% of the time), indicating that many

searches were not exhaustive but were applied to a specified

portfolio as a step in portfolio analysis, not stock search. Thus,

although the user did apply the stock search function across his

full security universe, this activity was slight relative to his

portfolio analysis activity.

One possible explanation for this low usage is that FILTER may

not be as attractive a function as originally supposed in the early

stages of design. Certainly, when this investigator actually used

the FILTER function in the final debugging stages before system

delivery, his own reaction to the function was somewhat negative.

Upon introspection, it was concluded that the problems seemed to be

the following:

(1) Filtering on multiple criteria simultaneously

could easily prove overly constraining, with the

disappointing result that no stocks would pass

the filter;

(2) The sharp cutoff of a specified filter criterion

left this investigator with an uncomfortable

uncertainty in not knowing what stocks had

barely missed passing the explicit limit.
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After such early use of FILTER, this investigator developed an

expectation that, in fact, functions such as SCATTER or TABLE would

prove more attractive to the PM than FILTER for stock search, because

they displayed a complete ordered array of the stocks in a specified

list, thus allowing for a very flexible subjective filtering of the

stock universe (i.e., TABLE displayed stocks ordered on one

dimension; SCATTER displayed them ordered on two dimensions).

Results relevant to this latter expectation about TABLE and SCATTER

usage are discussed in Section 6.17.

H-10. Stock searches will tend to become guided by
specific portfolio needs rather than by
individual stock qualities.

There was no clear indication that any user progressed to the point

of consistently linking formal portfolio analysis and problem-finding

with formal stock search. This is not entirely surprising given the

limited prototype usage experience, and the notion in hypothesis H-30

that such effective, integrated use of system functions takes

considerable time to learn.

In the original experimental design the intention was to gather

data relevant to this hypothesis via the user trace. In particular,

a pattern such as a HISTO applied to a portfolio, followed by a

FILTER of the whole stock universe on the same data variable used

in the HISTO would be taken to indicate that the stock search had

been guided by a portfolio need discovered in HISTO.

I
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H-11. The PM will design explicit hypothetical

portfolios for consideration as possible
alternative portfolios.

H-12. The hypothetical portfolios that are designed
will tend to be farther from current status
than the rather local alternatives implicitly
considered previously.

Since the facility to create hypothetical portfolios was not

implemented (CREATE only builds stock lists) due to constraints

in time and resources, there was no direct opportunity to collect

evidence relative to these hypotheses. Table 6.2 does show clearly

that a CREATE function that does not build hypothetical portfolios

was not highly favored by the investment group (not that one which

did would necessarily receive any more attention). This is in

contrast to the non-investment users who show substantially higher

use of CREATE. During console sessions, there was, however, some

observed discussion by investment users of hypothetical alternative

portfolio graphical shapes in the context of the graphic HISTO and

SCATTER functions, even if such hypothetical forms could not be

constructed formally on the prototype. This would seem to indicate

a propensity to design abstract representations of alternative

portfolios, in response to the new aggregate status displays, that

might lead to usage of a formal design facility.

In the original experimental design, data relevant to H-li were

to have been derived from the monitor trace showing frequency of

hypothetical portfolio creation and use. Data relevant to H-12 were
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to have been obtained from the same source by analyzing specific

hypothetical portfolios created by users to see how great a

departure they represented from actual status (in terms of number

of holdings changed, market value of necessary trades to accomplish

change, etc.).

6.6 Choice

H-13. The PM will tend to choose alternative
portfolios which represent a larger depart-
ure from current status than choices made
previously.

H-14. The PM will employ explicit mechanisms for
alternative portfolio comparison for choice.

H-15. The variables examined during choice will
tend to be more related to aggregate
portfolio characteristics than before.

There is no direct evidence for any of these hypotheses beyond that

discussed in the previous two sections concerning comparison and

aggregate measures. It seems clear, in retrospect, that the

prototype system without a facility for building hypothetical

alternative portfolios provides no real formal aids for the choice

phase and very little help for solution design. Thus the prototype

system supports primarily the Intelligence phase of decision making

with formal operators. This was not the original design plan, of

course, but resulted from constraints of time and design resources.

In the original design plan, data relevant to H-13 were to be

obtained from trust accounting records showing the absolute and

relative volume of stock trading for a portfolio both by period and

1
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by single trading action. These accounting data were to have been

analyzed for both subject and control PM portfolios, to see if

portfolios on the prototype were experiencing more turnover and more

dramatic changes. Data relevant to H-14 and H-15 were to have been

gathered from monitor traces, showing the hypothetical comparison

activity and the level of such comparison, whether aggregate or

detailed.

6.7 Plans

H-16. From use of the SCATTER function, the PM will
begin to develop and remember graphic relation-
ships between security attributes.

Again, there was only observational evidence collected to

support this hypothesis, given the limited usage of the prototype.

Several investment users, however, were directly observed by the

author checking graphically such rough hypotheses as the following:

(1) Current price-earnings ratio should correlate

with estimated earnings growth rate,

(2) Current price-earnings ratio should correlate

with estimated future total return; etc.

Such activity could be viewed as a beginning step toward building

and validating more formal models on the part of the decision maker.
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One PM was observed to indulge in still another form of rough

hypothesis evaluation. He had three portfolios placed on the system.

One had performed very well historically, another moderately well,

and the third rather poorly. He expected that the three would show

substantial structural differences. In fact, by sequencing through

successive SCATTER plots, he noted a consistent difference in

distribution of holdings between the three portfolios. In a plot

of price-earnings versus estimated earnings growth rate, the poor-

performing portfolio was composed of relatively high P/E-low growth

stocks compared to the top-performing portfolio, with the third

account roughly in the middle. Again, this sort of activity

represents a struggle to model more rigorously the relationship

between portfolio structure and performance. However, this is

another hypothesis that requires long term N1DS usage for reasonable

evaluation, and it is one that is difficult to test with more than

interview or observational evidence.

6.8 Memory

H-17. The PM will begin to use the computer memory
for stock lists and hypothetical portfolios
only slowly and after some experience.

The investment users did make relatively little use of the

CREATE and FILTER facilities for storing away in computer memory

particular stock lists. Table 6.2 indicates that they only used
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CREATE and FILTER roughly 13% of the time, versus 19% for the non-

investment users. In fact, the fraction of the time that the invest-

ment user actually asked for the STOCK list first CREATEd or

FILTERed to be stored was considerably less than 13%. The user is

always asked specifically by the system if he wants to store a list

away with a name, and the traces indicate that the users generally

responded "no".

It is expected that this relatively low use of FILTER or CREATE

was only partly because they are relatively complicated functions to

specify (i.e., they require a dialogue of several lines). Rather, it

is largely because hypothetical portfolios could not be created, but

only stock lists.

H-18. The PM will not use the prototype as his
"working memory" for portfolios, but will
continue to use the old reports as well.

The prototype, of course, never had the operational character to

begin to test this hypothesis, and the PM's naturally continued to

use their old reports. If the prototype had been more operational,

it was still expected to be sufficiently inaccessible (i.e., the PM

had to leave his desk and go to another room) to the PM that he

would only use it for substantial portfolio analysis and review

sessions, and that he would rely on his old review reports for quick

answers to ad hoc questions. Data on this hypothesis would have

been collected by interview with the PM's to get their perception

of their relative usage of the prototype versus the old reports.
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This last hypothesis does suggest the larger question as to the

necessary characteristics of a MMDS for the machine to be used as

active working memory by the decision maker. It is to be expected

that extremely high standards of accessibility, responsiveness,

accuracy, and reliability must be met before the decision maker

will part with his hard copy back-up report.

6.9 Decision Structure

H-19. The PM will tend to switch attention more

readily from portfolio to portfolio in the

process of review.

Observations and the monitor traces indicate a clear tendency for

investment users to switch readily from portfolio to portfolio and

back again in the course of analysis with the prototype. In

particular, the number of portfolio switches per session was abstract-

ed from the traces. A single portfolio switch is counted every time

the user applies an operation to a new portfolio, or one that is

different from the portfolio last referenced. In other words, if a

user only analyzed one portfolio, even if he accessed it repeatedly

using various displays, he would only be counted for one portfolio

switch. The investment group alone made 131 such explicit portfolio

switches in the 1,716 minutes they logged on the prototype. This

means that they referenced a different portfolio every 13.1 minutes

on the average. When investment users who logged more than three

hours each are compared with those who logged less than three hours,
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the more experienced group is found to have made a portfolio switch

every 11.4 minutes on the average, as compared to every 19.9 minutes

for the less experienced group. This last result may indicate an

increase in flexibility, as measured by portfolio switches, with

user experience, although there is some danger that these data also

just indicate a general increase in usage pace with experience. To

check this last possibility, the number of portfolio switches were

normalized by the total number of user responses and commands issued

per session. The results show one portfolio switch for every 9.7

user inputs by the more experienced investment users, whereas they

show one switch per 15.6 user inputs for the less experienced users.

Thus the difference is still substantial.

This behavior is significantly different from the normal

portfolio review process which typically involves focused attention

on one portfolio until a complete program of trades is generated.

The procedure with the prototype quite often involved specifying a

particular report or graph format, then applying this format to

several portfolios in succession, then modifying the display

specification, applying it to more portfolios, etc. This is a very

different and a more comparative approach to portfolio status review

than the PM's usual procedure. Whether such a different structure

of decision behavior would stabilize over long-term use of an

operational MMDS remains to be seen. Nonetheless, it represents an

approach to portfolio analysis that is practically infeasible in
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all but the most rudimentary fashion given the traditional

information system supports of the PM.

H-20. The PM will exhibit less satisficing
behavior (considering each stock independ-
ently in sequence) and instead will design
and choose among one or more complex
multiple-trade alternatives.

Again, without a hypothetical portfolio creation facility in the

prototype, the "complex alternatives" cannot be generated formally,

and this hypothesis cannot be tested. In the original experimental

design, data would have been brought to bear on this hypothesis from

the monitor trace and further decision protocol collection. In

other words, the trace would have been examined for more hypothetical

portfolio design activity than individual stock screening and

analysis; and the number of hypothetical portfolios created and

compared would have been monitored. Decision protocols would have

helped to show whether trading decisions still appeared to be simply

an accumulation of relatively independent individual security buy-

sell decisions, or whether the PM saw himself as choosing among

alternative portfolios, where the impact of a potential set of trades

was considered explicitly in terms of its aggregate effect on overall

portfolio status.

6.10 Mode of Interaction

H-21. The interactive pace will exhibit two primary
modes: a short (about five seconds) cycle, and
a longer (about one minutes) cycle.
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The monitor trace maintains the clock time to the second of every

complete action taken by system and user. However, since the original

experimental design was dropped, no formal mechanism for analysis of

this mode information was constructed. Under the original plan,

however, the trace of action times would have been maintained in

machine-readable form, from which it could easily have been converted

first to a list of inter-arrival times of user actions and finally

to a frequency distribution of such times for each user session. It

was expected that these distributions would have shown a bimodal form

consistent with the bimodal response time distributions discovered by

Fox (1970) in his recent study of managerial use of interactive

terminals.

These distributions, plus associated statistics, would also

have been useful to get a partial indication from the trace of

degradation in machine response times, to be correlated with user

behavior in different response time environments. Of course, the

number of users on the central time-sharing system during each

session would have been another indicator of load and hence poor

system response.

In retrospect, the response time frequency collection system

might well have been more complex. It could have collected data for

two distributions: (1) the distribution of times between user steps

and when the system starts to display a reaction; (2) the distribution

of times between the system's beginning a response and the user's

A-
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next action. The first would be a more direct function of machine

response time degradation; the second would be a more direct function

of user reaction times. (Although there would still be some

confounding due to the fact that different system displays take

varying amounts of time to write on the screen, and yet all would

be counted as user response time.) To the NMDS designer, an analysis

of human response times within each function may provide some

indication of function complexity; i.e., an unusually slow average

response for a function might indicate an unnecessarily confusing

design.

Note that if user response times do tend to follow a bimodal

distribution, as suggested above, this has implications for machine-

centered modeling and design optimization of time-shared or

conversational systems. In other words, the general assumption of

a Poisson distribution for user response time adopted by most of

these models (Schrage, 1969) may be invalid.

H-22. The PM's dissatisfaction with his lack of
complete control over pace will increase
as system response time degrades.

The evidence gathered relevant to this hypothesis was purely

observational. As noted above, however, the monitor trace could

have provided relatively unambiguous data on machine response time

degradation, as well as any changes in system usage patterns that
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correlate with such degradation. Under the circumstances of limited

prototype use, however, it was decided not to invest in such a

detailed analysis.

On the other hand, the very heavy build-up of load on the

central time-sharing system during the major portions of the day

did afford the opportunity to observe directly the effects of slow

response time on user satisfaction. In the several early morning

sessions observed by this investigator, the system response time

appeared to be typically in the range of 1-10 seconds, and users

expressed no particular dissatisfaction with the pace. Later in the

morning, however, as load on the central system at M.I.T. increased,

growing user frustration was observed. The users seemed to become

uncertain and often irritated at delays much beyond 10 seconds,

wondering whether or not the system had received the last input.

At some point in response degradation, when the response time began

to exceed approximately 10-15 seconds for a significant number of

system actions, the user would typically lose all interest in the

system and would begin to do other things (e.g., conversing with

this investigator, reading the paper, etc.). The PM did not feel at

all comfortable staring at a static display screen for more than a

few seconds waiting for something to happen.

It was also noted, however, that reduction in uncertainty about

the potential length of the delay did appear to relieve some

frustration. For example, the PM soon learned that HISTO and SCATTER
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were complex functions that, given a heavy load, could involve

significant delays -- hence his apprehension (if not his irritation)

over the delay was lessened.

One other approach taken in an attempt to reduce this

apprehension was to have the prototype print "I am thinking" on the

screen periodically during processing steps known to incur relatively

long delays. Although this device may have lessened apprehension as

to whether the system was down, or whether it had received the latest

input, it did not appear to affect the major apprehension as to when

a substantive response might be expected. Hence the device was

dropped.

6.11 Structure of Interaction

H-23. The PM will rapidly attain the "direct"

structure of interaction with the prototype.

This hypothesis is supported by observations of prototype use.

Although the designer was present at a number of user sessions and

often answered questions, the typical user learned very rapidly to

handle prototype mechanics on his own. Three of the four non-

investment users, in fact, began use of the system alone with

essentially no tutorial help at all, after having read a brief note

on the use of the system. All of the investment group had someone

available for their first session to answer questions, but there was

very little observed need for such help after the first hour or so.

The implication is that the direct structure of interaction in a MMDS
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is feasible for a non-computer oriented decision maker. This

feasibility, of course, depends greatly on the language and form

of the MMDS, and how it maintains a simple yet flexible appearance

to the user.

6.12 Form and Language of Interaction

H-24. The PM's will find the graphic displays
attractive and make heavy use of them.

Table 6.2 indicates clearly that all users, investment professionals

and others alike, made heavy use of the graphic functions, HISTO and

SCATTER. These two functions constituted 42% of prototype usage by

the investment group and 38% for the others.

Also, this high use of graphics seemed to hold for more

experienced users as well as inexperienced ones. In particular,

Table 6.7 compares prototype function usage for investment users who

logged more than three hours on the prototype versus investment users

logging less than three hours. It indicates that inexperienced

investment users applied the graphic functions, HISTO and SCATTER,

37% of the time versus 45% for the more experienced users. This

suggests that the graphic displays may have a continuing attraction

for the decision maker beyond just a glamorous initial appearance.

H-25. Keyboard input will be quite acceptable
to the PM.
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Although typing errors were made by all users, there was never

any indication of serious frustration with the keyboard input medium.

This was true despite the fact that some types of erroneous input

could cause the system to "crash", requiring a minute or so delay to

restart and return to the same point again. More comprehensive input

controls would have reduced this user irritation with such "fatal"

errors even further. This finding is directly contrary to the

prevailing wisdom in some circles which says that a manager will not

use a typewriter keyboard to communicate with a computer. Once

again, however, this hypothesis requires the test of time and

operational usage. The result here was simply that there were no

unsolicited complaints about the keyboard input form, but there was

no comprehensive attempt made to get user reactions to the keyboard.

This result may have been helped in part by the fact that the

terminal was in a room by itself. Thus, in general, the users were

not widely observed while typing. If the terminal had been located

in the middle of the open trust department floor, the results might

have been different. That is, the possibility of a felt role

conflict (e.g., a "manager" using a "clerk's" tool) might have been

stronger had the PM been more widely visible to others. On the

other hand, the PM's were already somewhat conditioned to keyboard

use in that there was a Telequote terminal on the trust department

floor that was heavily (and visibly) used by PM's to retrieve the

latest price and volume figures on selected stocks.
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Note that alternative input media were not tried, and therefore

there is no necessary implication that the users would not have found

light pen or "mouse" input attractive as well, or that a mixed-media

configuration might not have worked well also.

6.13 Flexibility of Interaction

H-26. The PM will make full use of the flexibility
provided in form of expression.

There is no question that the users exercised the stacked-command

and direct command forms of expression, as well as the standard menu-

selection mode. This is shown clearly in Tables 6.3 and 6.4. Table

6.3 gives the proportion of input lines falling into the classes of

normal menu-selection response, direct command, or request for

information (e.g., such commands as DIR or DATA, which ask for

supplementary information on the directory or data variables in the

list). Either the direct command or the menu-selection responses may

be stacked. Table 6.4 shows the degree of such stacking employed by

the user (e.g., "HISTO ACNE" is a stacked direct command of length 2).

This table shows that investment users stacked commands 8% of the

time and non-investment users 5% of the time.

There do not appear to be any substantial differences between

investment and non-investment users in their frequencies of direct

or stacked-command usage. In particular, the null hypothesis test
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Form of User Input

Menu-Selection

Direct Command

Information Request

Total

Professional

Investment Users

Number of

Input Lines %

1318 92

77 5

35

1430

.2

.4

2.4

100.0

Non-Investment

Users

Number of
Input Lines %

1047 92.1

52 4.6

38 3.3

1137 100.0

TABLE 6.3: Distribution of Type of User Input

Number of Stacked
Commands per Line

1

2

3

4

5

Total

Professional

Investment Users

Frequency %

1317 92.0

48

45

17

3

1430

3.4

3.2

1.2

.2

100.0

Non-Investment
Users

Frequency %

1066 94.8

36

23

9

3

1137

3.1

2.0

.8

.3

100.0

TABLE 6.4: Distribution of Degree of Command Stacking

-1,



- 337 -

for homogeneity of two samples of direct versus menu-selection usage

of Table 6.3 yields no significant difference between investment and

non-investment users (Chi square = .626, DF = 1, 2-tail significance =

.4288). This result is still true when the test is extended to cover

the full pattern of use of menu-selection, direct command, and

information request forms (Chi square = 2.612, DF = 2, 2-tail

significance = .2709). Similarly, the test applied to the two

samples of stacked command usage of Table 6.4 shows no significant

basis for rejecting the null hypothesis (Chi square = 4.344, DF = 4,

2-tail significance = .3614). Note that the frequency of stacked

command use decreases monotonically with increasing stack length,

as one would expect.

Thus the basic result here is that users will apply accelerated

language facilities in combination with the more primitive menu-

selection form. In other words, the feasibility has been demonstrated

of the language design tactic of maintaining a primary and simple

language form in combination with more powerful forms that remain

invisible to the beginning user. The idea is that the beginner can

use only the menu-selection form without being confused by the

complexity of alternative forms, and yet the transition is easy and

direct when he does wish to move faster.

Table 6.5 shows evidence of this transition to the more

accelerated language forms by comparing investment users who have

logged more than three console-hours on the prototype with those
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Type of User Input

Menu-Selection

Direct Command

Information Request

Total

Number of Stacked

Commands per Line

1

2

3

4

5

Total

Users Logging Over
3 Console-Hours

Frequency %

1735 92.0

106 5.7

43 2.3

1884 100.0

Frequency

1714

74

65

25

6

1884

91.0

3.9

3.5

1.3

.3

100.0

Users Logging Under
3 Console-Hours

Frequency %

630 92.2

23 3.4

30 4.4

683 100.0

Frequency

669

10

3

1

0

683

98.0

1.5

.4

.1

.0

100.0

TABLE 6.5

Frequency of Use of Command Forms
for Long-Term Versus Short-Term Users

1
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who logged less. The net result is a substantial increase in

proportion of direct command use (from 3.4 to 5.7%) for the more

experienced users. Applying the test for homogeneity in menu-

selection versus direct command usage of the two samples of Table 6.5

show the null hypothesis rejected at the 5% level (Chi square = 4.466,

DF = 1, 2-tail significance = .0346). There is also a substantial

increase in the stacking of commands. Applying the test for homo-

geneity to the two samples of stacking patterns in Table 6.5 show

the null hypothesis rejected very strongly (Chi square = 38.151,

DF = 4, 2-tail significance < .001).

Note also that the less experienced users made relatively

heavier use of the direct command form than the stacked form. One

possible explanation for this pattern is that the menu prompted use

of direct commands by associating the appropriate direct command

mnemonic with each available selection. (See, for example, Figure 5.7

in Section 5.8, which shows how the prototype menu places all direct

command mnemonics within apostrophes.) Another possible explanation

is that the direct command is easier to learn, being a mnemonic,

than is the stacked command, which requires remembering the next

question and its numerical answer in a particular dialogue before

it is displayed. In any case, it should be noted that even the more

experienced users continue to rely heavily on the unstacked menu

selection form of expression.
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Incidentally, note that the less experienced users made

substantially greater use of requests for explanatory information,

4.4% versus 2.3% of the time for experienced users. The homogeneity

test applied to the two samples of information requests versus all

other inputs shows the null hypothesis rejected at the 1% level (Chi

square = 7.332, DF = 1, 2-tail significance = .0068). This is to be

expected, since more experienced users will begin to remember code

names for portfolios, data items, etc., and will not require so much

prompting from the system.

One question for the MMDS designer suggested by the increase in

direct and stacked command usage with experience is, what will the long

run result be? It might be expected that even the combined direct

command and stacked command facility may become too verbose for

experienced users. In particular, the stacked command form as

realized on the prototype is neither infinitely extensible nor

general purpose (e.g., in some situations, the prototype would reject

all stacked input beyond a second or third item); the most experienced

users had already begun to reach beyond its limits. One answer may

be a general, user-controlled macro-building facility such as that

discussed in Chapter 4. In the prototype application the likeliest

candidates for such a facility would be the graphic functions, both

of which were heavily used and both of which are relatively complex

to specify. Having several preprogrammed and specified formats

callable by a single name may be particularly attractive here.



- 341 -

6.14 Learning and Training

H-27. The PM will easily and quickly attain the
enactive stage, or mastery of the mechanics
of the prototype.

H-28. The PM more slowly will attain the iconic
state, the understanding of the prototype
as a mosaic of independent functions.

H-29. The PM will only very slowly attain the
symbolic stage, the integration of planned
sequences of system functions into his
decision process.

The only evidence which is brought to bear on these hypotheses is

observational. As for H-27, it was noted that no user appeared to

experience any substantial difficulty in mastering system mechanics

by the first hour of usage. This is consistent with results of

another recent MMDS experiment (Gerrity and Black, 1970), in which a

substantial majority of a subject group of 51 managers adapted to and

made effective use of an aggregate production scheduling MMDS within

one hour of beginning system use. Thus H-27 is somewhat supported

both by direct observation of user experience with mechanics of the

prototype, and by scanning the usage traces.

For hypotheses H-28 and H-29, the general impression was that

most users did not attain a comprehensive understanding of all of the

functions on the system during their limited period of prototype

usage and that virtually none of them attained the so-called symbolic

stage where they showed an ability to weave functions together in a

>1
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planned and logical sequence toward a decision goal. In some

situations, the users expressed a certain logic in going from one

function to the next, but that linkage was seldom apparently more

than two deep (i.e., function switching behavior might have been

described by a Markov process, at best).

Part of this apparent slowness in full learning might be

explained by the fact that many of the facilities provided in the

prototype represented the possibility of a major departure from the

PM's earlier decision procedure. As such, it may be reasonable to

expect a longer learning period than one to seven hours before the

PM demonstrates substantial control over the MMDS functions in

integrating them into his decision process. Another reason for the

slowness, of course, might be the non-operational character of

prototype usage; i.e., the exercise had little "live" quality to it,

and hence the motivation to learn rapidly might well have been less

than in operational use. A final reason, of course, might be the

fact that the planned facilities for hypothetical portfolio design

were not implemented, and thus the prototype did not provide full

continuity in decision support.

In any case, the detection of the usage patterns which might

indicate cognitive growth beyond the enactive stage is not easy.

No rigorous operational measures had been developed in the original

design, and none were applied here. It is expected, however, that

continual protocol collection may be the appropriate instrument.

1
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Otherwise the researcher is left with the extremely difficult and

not very rigorous approach of making inferences as to the logic

behind a particular series of steps shown in a user trace.

In summary, the three hypotheses above simply say that a user

of an MMDS will pass through three stages of cognitive growth --

enactive, iconic, and symbolic -- in developing an understanding of

the system. The implication for the MMDS designer is that he should

not misread a very early mechanical facility with the system on the

part of the user as a fully successful integration of man and machine --

it is only a first step in what could be an extended period of

evolution.

H-30. The PM will learn and use the familiar
functions most readily.

This hypothesis appears not to be supported by the evidence. At

least Table 6.2 shows the investment users applying the STATUS

function, the most familiar to them, only 6% of the time. Also,

Table 6.6 does not show any pattern of heavier usage of STATUS by

less experienced users. In fact, the table shows the relative

usage to be the same at 6% for both groups. One explanation might

be the non-operational nature of the system usage combined with the

attraction of the graphic functions. Evidence from long-term

operational usage is required here.

-4
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6.15 Decision Programming

H-31. Extensive use of the system will lead the PM
to a more explicit and structured model of his
decision process, which will lead in turn to
suggestions for programming further phases or
functions in the process.

The first part of this hypothesis is clearly much more difficult to

test than the latter part. In fact, no attempt was made to derive the

instruments to test the first part, partly because of the difficulty

of the task and partly because of the very limited use of the

prototype. Even if the hypothesis were true, one would expect that

a significant amount of operational MMDS usage would have to occur

before significant changes in decision process perception result.

On the other hand, there appears to be some support for the

latter half of the hypothesis. The investment users, particularly

those with the most prototype experience, did provide spontaneously

a variety of suggestions of other functions that might be programmed.

These suggestions were often about functions which the PM now tried

to perform mentally and subjectively, and which he now saw (by

analogy with demonstrated prototype functions) could be partly or

fully programmed. For example, during use of STOCK in one session,

the PM remarked that he would really like a function that scanned

holdings of groups of securities as well as single securities. That

is, he would like to have a search mechanism to tell him which

portfolios hold, for example, aerospace stocks and how much they
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hold. He found that he often tried to perform operations like this

manually anyway, and the analogy to the STOCK function suggested the

possibility of programming it. Note that this observation should

also mean some feedback to the original descriptive model, because

this particular type of search operation was not observed there.

Similarly, such observations may have implications for revision of

the normative model as well.

Over a larger period of MMDS usage and with an operational

system, one would expect to observe more of such suggestions being

made, insofar as the user can discover new and attractive programmable

functions within his decision process. If a macro-building facility

like that discussed earlier were available to the user, there would

be a potential for more rigorous monitoring of this decision program-

ming process than the observational approach above. In other words,

the monitor trace could show quite clearly the pattern of use of the

macro-building facility as the user began to transfer more and more

procedural information to the machine.

6.16 Other Observations on System Usage

The previous sections have outlined results and observations

as they related to specific hypotheses. This section will describe

other general observations on the experimental use of the prototype.

In particular, observations will be made on the following:
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(1) problems in the user's perception of overall

prototype structure and his immediate context

in the man-machine conversation;

(2) the relatively high investment user focus on

portfolios rather than stocks, as opposed to

non-investment users;

(3) an apparent lack of correlation between

prototype function complexity and low function

usage;

(4) an apparent shift in function usage over time

toward SCATTER and away from HISTO and FILTER;

(5) strongly expressed user sensitivity to problems

in system or data quality.

Some inferences will be drawn regarding possible explanations for

these observations.

One observation concerns the user's perception of the prototype

system. Although the users adapted readily to the mechanics of the

system, they did appear to have an initial sense of "feeling lost"

in the total system context, despite the everpresent "menu" which

told them what their immediate alternatives were. This uncertainty

gradually decreased for more experienced users, but it suggests a

need for a broader presentation of total system structure to early

users. One technique might be to provide access to a moving

conversational graph display, showing the user's position and

4
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immediate context in the graph at several possible levels of detail

(e.g., similar to the Chesler and Turn system at RAND, or the AESOP

system at Lincoln Labs). Thus the user could stop at any point and

ask for a graphic picture of where he was within the context of the

total system. Another approach, of course, might be to do more

thorough pre-training of system users, explaining the conversational

graph structure in detail and providing each with a reference copy.

Note that this problem of inadequate user perception of his

information and decision system aids is not limited to highly inter-

active systems but is quite general in incidence. The many anecdotes

about laborious and redundant manual processes going on right down

the corridor from a computer system designed to perform the same

function are symptoms of the problem of inadequate formal information

system perception. It is an area that demands further research into

more effective techniques of system documentation, representation,

and communication.

A further examination of investment user versus non-investment

user behavior serves to emphasize the very high interest of investment

users in portfolio analysis as opposed to stock analysis. Table 6.1

shows that investment users use operands that indicate either

individual portfolio or cross-portfolio analysis (portfolio or stock

operands) 91% of the time, with only 9% allocated to stock list

operands. Non-investment users, on the other hand, used stock list
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operands 53% of the time, portfolio-related operands 47% of the

time. This difference in focus is further emphasized in Table 6.2

which shows investment users calling functions that only manipulate

stock lists (CREATE, DELETE, RENAME) 2% of the time, versus 12% for

the non-investment users. Tables 6.3 and 6.4, on the other hand,

showed that both user groups have similar language usage "profiles".

Thus the primary differences in prototype usage behavior between the

two groups seem to revolve about the focus of the investment

professionals on portfolios as opposed to individual stocks and

their descriptors. This behavior, of course, is counter to previously

observed PM behavior outlined in the descriptive model of Section 5.4

which shows much PM attention directed toward individual stocks. It

may well be that this previous behavior is largely a function of

limitations in their current information system, since evidence here

shows that, given portfolio analysis mechanisms, the PM will tend to

shift more attention to portfolios.

One result which was somewhat unexpected was the relatively low

usage of the TABLE function, only 6% for investment users (see Table

6.2). It was felt by the designer that this was a relatively powerful

tool for bringing together portfolio information and stock information

in one report. There are at least the following three obvious

possible explanations for this usage pattern:
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1) the function is simply not attractive or useful to

the user;

2) the TABLE function was implemented later than other

functions, in September, 1969, and this may have

biased later usage downward, as well as having

prevented use in July - August;

3) the TABLE function is probably the most complex

function to specify and to use, and this may have

helped to inhibit use.

On this latter possibility, some analysis seems to indicate the

somewhat obvious point that simplicity alone does not lead to high

function usage, nor does complexity necessarily lead to low usage.

Table 6.6 lists the functions of the prototype ranked in ascending

order of complexity of use, as perceived by the author. Complexity

is treated here as corresponding roughly to the number of lines of

dialogue and the number of different parameters that must be

specified to apply a function. The table indicates no clear

correlation between function simplicity and degree of use.

The first possible explanation listed above, that TABLE was

simply not attractive or useful to the user, was not investigated

directly by interview or questionnaire. On the other hand, in the

few console sessions observed by this investigator, there was no

indication that users showed any of the same level of excitement or

interest over the TABLE function as they did with the HISTO or

SCATTER functions.

-1
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Frequency of Function Usage
(in percent)

Prototype Functions

(in ascending order

of complexity)

ACCOUNT

STOCK

STATUS

DIRECTORY

DELETE

RENAME

SCATTER

HISTO

FILTER

CREATE

TABLE

Total

Professional
Investment Users

3. %

18.

6.

Non-Investment

Users

2. %

10.

8.

11.

1.

0.

21.

21.

12.

1.

11.

3.

1.

18.

20.

11.

8.

8.

100.

6.

100.

TABLE 6.6

Frequency of Function Usage Versus Function Complexity
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The second possible explanation, that the late implementation

of the TABLE function may have artificially reduced its usage did

appear to have some substance. When function usage statistics were

analyzed for prototype use only after September, 1969 (rather than

July, 1969, when first usage began), it was found that TABLE was

used 9% of the time by investment users and 14% of the time by

others, a substantial increase over the full period statistics of

6% and 8% respectively.

A further comparison of short-term versus long-term prototype

users, showing their relative use of system functions, is outlined

in Table 6.7. The difference between these two samples is

significant. The homogeneity test (grouping CREATE, DELETE, and

RENAME into one category to avoid an overly distorted sample) shows

the null hypothesis rejected at the 5 percent level (Chi square =

16.074, DF = 8, 2-tail significance = .0413). Looking at the details

of the function usage patterns, the only substantial differences

appear to be in usage of FILTER, HISTO, and SCATTER. It seems that

FILTER and HISTO were relatively less attractive for the long-term

users and SCATTER more attractive. This may be because SCATTER, in

a rough way, provides some of the same information as FILTER and

HISTO. It graphically shows the ranking of all stocks in a list

along any two selected dimensions, and it gives a graphic sense for

distribution of holdings (though not by market value) along those
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Prototype Functions

DIRECTORY

CREATE

DELETE

RENAME

STATUS

FILTER

TABLE

HISTO

SCATTER

STOCK

ACCOUNT

Total

EXPERIENCED USERS:

Investment Users
Logging Over

3 Console-Hours

Frequency %

31 11.

4 1.

3 1.

0

16

29

17

55

73

50

9

287

0.

6.

10.

6.

19.

26.

17.

3.

100.

LESS EXPERIENCED USERS:

Investment Users

Logging Under
3 Console-Hours

Frequency %

14 13.

1 1.

0 0.

0

6

19

7

27

10

19

3

106

0.

6.

18.

7.

25.

9.

18.

3.

100.

TABLE 6.7

Frequency of Use of Prototype Functions
for Long-Term Versus Short-Term Users

4
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same two dimensions. It also has one advantage over HISTO in that

it identifies the specific stocks in the distribution by their

ticker symbols. It has a similar advantage over FILTER in that it

allows the user to examine the full range of list values, not just

those that passed the filter limit.

Another phenomenon that was observed was a general user sensitivity

to data quality and accuracy. The data base was essentially the same

one that the investment professionals had available in a variety of

forms in their original information system, with the same occasional

errors that characterized that original data base. Yet on-line access

to that same data via a conversational computer system seemed to

heighten user sensitivity to errors. The reaction was typically one

of irritation and complaint. It seems that the increased rigor of

the functions the user had available may have made problems in data

quality more salient. John Little notes that managerial use of

management science models has a similar sort of effect (Little, 1970).

This sensitivity to data quality seems to be just one aspect

of a more general phenomenon: MADS user sensitivity to any problems

in system or data quality, accuracy, currency, response time, or

ease of access. In other words, it may be expected that a decision

maker will demand more from a IMDS in terms of fast response, freedom

from bugs, easy access and control, etc., than he normally demands

from his batch computer or manual information system aids. An

analogy may be drawn here with the problems of scheduling a production
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system globally and in real time. With control that is highly

decentralized and periodic in application, a production organization

(or any organization, for that matter) will tend to develop "buffers"

such as extra inventory and slack resources so as to decrease each

unit's sensitivity to the behavior of the rest of the organization.

When such an organization is controlled centrally and in real time,

part of the payoff of this tight control derives from elimination of

these costly buffers. However, removal of the buffers make each

unit highly interdependent and much more sensitive to the behavior

and timing of others. What was before a tolerable degradation in

timing or responsiveness now becomes intolerable. An analogous

situation exists for a decision system. Part of the payoff of a

MNDS may come from tighter timing and more global application of the

decision functions. One cost of such a system may be, however,

heightened user sensitivity to degradations in service that may have

been tolerable when the user had adapted his decision making style

to a less responsive system.

6.17 Summary

This chapter has described the experimental use of the prototype

MNDS and made some observations on the application of the design

methodology of Chapter 4. The period of use of the prototype was

from July, 1969, to February, 1970, and it involved eleven investment

professionals and four non-investment users, all four of whom were
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computer professionals. The subject use of the prototype system

involved 49 console sessions logging a total of 50 console-hours.

The results of this experimental use were compared with the design

assumptions and expectations described in Section 5.10 and were

organized in the same outline as the MMDS theory presented in

Chapter 3. The machine monitor traces plus direct observation

provided the basis for the described results.

One of the most salient observations on system use was that the

subjects generally liked the prototype and saw its potential as a

decision aid as great. The subjects found the mechanics of the

system relatively easy to handle, were not apparently inhibited by

keyboard input, and could generally operate the system effectively

after less than an hour of use. Effective integration of system

functions into the user's portfolio decision process, however, seems

to be a much longer process, and no user appears to have achieved it

to any substantial degree.

One major difference observed between investment and non-

investment users was that the former focused substantially greater

attention on portfolio analysis as opposed to stock analysis. Since

this behavior is somewhat counter to pre-MNDS behavior, it suggests a

need for portfolio analysis that has not been satisfied by the current

portfolio management information system. In addition, the invest-

ment users made especially high use of those functions which

provided an aggregate rather than a detailed view of portfolio
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status; in particular, the graphic functions were heavily used.

There was also a great deal of attention to comparison of different

portfolios, as well as a rapid switching of attention from portfolio

to portfolio -- neither of these activities were characteristic of

pre-MNDS decision behavior and they suggest a need for aggregate

portfolio analysis and comparison that is not satisfied or feasible

in their traditional information system.

Another characteristic of the prototype users was an extremely

high sensitivity to any degradation in system response, accessibility,

reliability, or data quality. This sensitivity seems substantially

higher than that of research users of interactive systems in academic

environments that the author has observed. It also seems consider-

ably higher than prototype users' sensitivity to similar problems in

their existing batch or manual information systems.

The prototype users appeared to learn rapidly and to demand

continually more of the prototype. This was indicated in a tendency

to evolve toward more direct and concise forms of command expression

with system usage. It was also revealed in a tendency for the

experienced users in particular to suggest additional functions to

be added to the system as well as extensions of functions already

present.

The principal observation on the design methodology was that it

requires more comprehensive testing beyond this limited application,

particularly since some aspects of the methodology were developed in
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the course of the design. There is a need for much more experience

and even controlled experimentation with design methodologies before

generalizations can be made. Nonetheless, the single design

experience here does indicate that the methodology is workable,

and that it can lead to identification of problems in decision

system behavior, association of programmable operators with those

problems, and eventually to some change in the problem behavior

largely in the way expected by the MMDS designer.

4
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CHAPTER 7

CONCLUSIONS AND DIRECTIONS FOR FURTHER WORK

This dissertation has asserted the importance of research into the

behavior and design of man-machine decision systems (MMDS). It has

contributed to this research by developing a general decision system

framework to serve as a guide to representation of MMDS, as well as a

link to relevant behavioral science and information systems literature,

for both the MMDS researcher and designer. This general framework was

used as a key component in the development of a model-based NNDS de-

sign methodology and in the elaboration of a set of MMDS design prin-

ciples. Finally, the design methodology and general decision system

framework were exercised and evaluated by the design and use of a pro-

totype MMDS for portfolio management in an actual field situation.

The general results of this thesis have raised a number of issues

for MMDS theory and design. This chapter discusses these issues and

the next directions they suggest in developing MMDS theory, research

instruments, and design methodology.

MMDS Theory

The general decision system framework developed here has focused

on the interrelationship of man, machine, and decision task to produce

decision making behavior. There was no formal attempt to link any par-

ticular form of decision behavior to an objective function for the de-

- U
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cision. In other words, the judgment as to what constituted "good" or

"desirable" decision behavior was left relatively unstructured. Thus

the relationship between general characteristics of decision behavior

and overall decision performance in a specific non-programmed decision

task remains to be fully explored in the development of theory of MMDS.

In the context of the prototype MMDS design, a number of specific

hypotheses and designer assumptions concerning MMDS behavior were

raised here. Although most of these hypotheses were either supported

or qualified in light of actual prototype usage experience, none of

them were fully tested here. Therefore, many individual hypotheses

proposed here deserve further in-depth investigation both in the lab-

oratory and in the field.

One particular observation of the prototype usage experience was

that user behavior patterns appeared to continue to evolve and change

even after the first two or three hours of system use (Hypotheses H-26

and H-31). This evolutionary behavior has been predicted by several

researchers, but it has received strikingly little direct investigation

to date. In fact, beyond the work here, it appears that only McKenney

(1967) and Scott Morton (1967) have followed the changes in the be-

havior of their subject decision makers over any appreciable period of

time. If evolutionary growth is expected to be a prime characteristic

of MMDS, then it deserves much further study in the form of longitu-

dinal observation of MMDS behavior (focusing especially on the rela-

tionship between MMDS flexibility and evolution). To some extent, of
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course, the lack of such studies may be explained by the difficulties

of maintaining the interest and attention of subjects for laboratory

MMDS experiments over long periods of continual usage (e.g., over

months). Field studies have the advantage of employing decision makers

who are motivated to do their job (and thus, presumably, to use the

MMDS) without need for artificial rewards, but they have the disadvan-

tage of difficulty in control. An additional difficulty at present is

that this investigator knows of no existing field situations where man-

agement decision makers are interacting in a substantial way with a

complex MMDS in order to make unstructured decisions (although use of

computer-aided-design facilities for engineering problem-solvers may be

of interest here)--thus the researcher may have to build his own MMDS,

which was the approach taken here with the prototype system.

Another consistent observation on the prototype usage experience

was the apparent marked change of focus of decision maker attention

from very local aspects of the problem (individual stock holdings) to

a more global view (whole portfolios and cross-portfolio analyses).

This observation arose in several individual hypotheses (H-1, H-2,

H-3, H-8, H-19, H-24). It arose in a slightly different way in the

apparent global comparison activity (portfolio comparison) on the part

of the decision makers (H-7 and H-16). It seems clear that the pro-

totype provided an attractive overview of the problem which had been

impossible to achieve previously and whose absence had left the de-

cision maker to apply a series of local heuristic strategies in order
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to do his job. This global view is effectively a new representation

of the problem space with several levels of hierarchy in form as ad-

vocated by many (Newell, 1966; Oettinger, 1965; Simon, 1969). The

impact of such a global MMDS view requires further longitudinal in-

vestigation both in portfolio management and in other decision sit-

uations.

Another general observation on the prototype usage was the ap-

parent greater attractiveness of transformation or recoding operations

as opposed to filtering or searching operations (H-9, H-24). This re-

lates directly to the experimental findings of Newman and Rogers (1966)

and Sweetland (1964). Note that this may be somewhat counter-intuitive

in the sense that many writers about man-machine systems seem to view

rote information retrieval or data base filtering as the two primary

operations for such systems. Again, more longitudinal studies over a

broader set of problem types is required.

Instruments in MMDS Research

One striking result of the prototype MMDS experience was the ap-

parent effectiveness of the machine monitor in producing rich traces

of MMDS behavior. A capability has been demonstrated to link detailed

man-machine function usage to detailed decision behavior, thus going

far beyond mere "user accounting,' the primary purpose of such monitor

systems to date. The unobtrusiveness and relative efficiency of this

monitor mechanism may make it a highly effective research tool, es-
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pecially in field studies where longitudinal observation can be so cum-

bersome and costly otherwise.

By scanning such a trace, it may be possible for the decision sys-

tems analyst or researcher to recreate to a large extent the objectives,

logic, and general "feel" of the user session. This is possible because

the form of the trace displays the full user input message as well as

all standard machine response dialogue. The only part of the "conversa-

tion" that is missing is the precise content of information displays

seen by the user, which are a function of the state of the prototype

data base at the time of the session. Thus, in the prototype system,

for example, the trace analyst can follow the full dialogue which spe-

cifies a HISTO display, but he does not see the final display itself.

It is feasible to build a further system to actually replay the

terminal output and user input of the session on the terminal and with

the appropriate timing, based on the monitor trace. The displays pro-

duced would, of course, be based on current status of the MMDS data

base rather than its status when the trace was generated. Otherwise,

with few exceptions, such a system could interpret and execute the se-

quence of user command inputs just as the prototype did at the orig-

inal session. The few exceptions would invoke command sequences which

were, in fact, data base dependent. For example, in the prototype,

the user might have asked to "DELETE ACME," to erase a stock list

called Acme. On the replay of the trace, of course, Acme would have

been deleted already and the system would ordinarily switch to a
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different response procedure than it did at the original session. This

"trace interpreter" system would have to have a capability to recognize

and recover from such exceptions while still reproducing the bulk of

the original session.

A further MMDS monitor alternative would be to tape record all of

the man-machine dialogue written on the terminal screen. (At least one

storage tube terminal manufacturer provides this facility.) In fact,

this display recording taken in synchronization with a verbal tape of

the user's decision protocol could provide a powerful combined tool.

Such a dual tape recording would not allow for much complex processing

beyond simple playback, but it might provide a very rich representation

of MMDS behavior for the early, exploratory stages of a research proj-

ect.

A further observation on use of the machine-readable trace is that

a special purpose MMDS for trace analysis might be useful. The trace

is one representation of some rather complex decision behavior--the

number of possible interesting analyses of the trace are huge, and the

variety in approaches to the raw trace data manipulation and aggrega-

tion is large. In addition, the kind of questions the analyst would

ask of the trace data base are difficult to structure in advance to

any great degree.

For example, one idea for an interesting ad hoc analysis that

came to mind very late in this thesis research was to look at the

frequency of use of direct and stacked commands across various proto-
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type functions. The object of the analysis would be to see if high

usage of more concise forms of expression correlated with functions

that were heavily used--if so, this would suggest an attempt on the

part of the user to recode his decision tools so that high usage pro-

cedures could be called more concisely. However, given that the trace

was in the form of several inches of computer printout, rather than in

machine-readable form, the prospect of performing such a special an-

alysis becomes distinctly unpalatable. Had the trace been maintained

in a system for man-machine analysis, however, such an unplanned and

exploratory analysis would have been more attractive.

Essentially, the trace analyst is involved in decision modelling--

the building and testing of hypotheses about MMDS decision behavior.

This is a highly unstructured problem in itself, yet one involving a

large data base and a number of programmable statistical and logical

operations--in other words, decision trace analysis has characteris-

tics which make it amenable to MMDS support.

Another instrument that was used in this research was the Role

Construct Repertory test of Kelly (1955). Although the test was used

only on a tentative basis here, it deserves further investigation as

a possible measure both of the dimensionality and complexity of the

decision maker's discrimination ability within a given decision task

and of changes in that ability with time and MMDS usage. Recently,

Riesing (1970) has proposed evaluation of the test as extended by

Wilcox (1970) as a general measure of level of information processing
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activity by managers as well.

.US Design Methodology

The MMDS design methodology (as well as the general design method-

ology) proposed here has some unique characteristics which deserve fur-

ther testing. For example, the methodology requires use of explicit

models of human decision systems to guide current decision system analy-

sis, as well as specification of desired and predicted MMDS behavior.

One weak test of the approach is that it appears to produce an attrac-

tive, workable MMDS; that is, variations on this decision-centered ap-

proach have worked for this investigator, as well as for Scott Morton

(1967) and Newman and Rogers (1966). Stronger, comparative tests of

this and other particular characteristics of the proposed design meth-

odology will be difficult to conduct. Nonetheless, comparative experi-

ments and field surveys of the effectiveness of various MMDS design

approaches should be attempted. At the very least, one could do a much

better job than the literature to date of simply describing actual de-

sign methodologies used in practice, especially those which seem most

effective.

In the application of the design methodology for portfolio man-

agement, it was noted that the prototype proved to be a very useful

vehicle for stimulating involvement and design creativity on the part

of the investment users. Design ideas and reactions had been solicited

continuously through the project, from initial conceptualization through

- 365 -
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conversational graph specification, but the dialogue over the prototype

was far the most fruitful. The users could be far more explicit and

direct about the capabilities they desired with the prototype in front

of them than they ever found possible with "paper" designs. As noted

earlier, the prototype seemed to act as a catalyst in setting off this

self-modeling activity by the users. The implication here is that it

may be valuable in a MMDS design effort to bring the eventual users

face-to-face with a simulated or prototype version of the expected sys-

tem as early as possible in the process. If user involvement is valued

highly in such a design effort, then this early prototype approach

seems to be one effective way to get it.

Another specific MMDS design approach developed and applied here

involved the conversational graph. As noted before, the form of the

conversational graph representation of the man-machine interface sug-

gests a variety of issues involved in the trade-off between generality

and power versus simplicity of use in design of the language of inter-

action. One particular balance was selected for the prototype--a hy-

brid menu-selection, stacked-command, and direct command approach.

This and other approaches to attaining flexibility and power in a MMDS

need to be developed and evaluated. In other words, the prototype de-

sign only examined one "point" in the spectrum of possible language

forms. What is required is a comprehensive approach to exploration of

this MMDS "design space" and its mapping into MMDS behavior. The gen-

eral decision system framework developed here is intended at least to
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structure the major dimensions of MNMS design parameters and behavioral

characteristics.

In addition, MMDS researchers and designers need to experiment

with the programming of more complex decision operators and plans than

those attempted here. For example, only a very limited solution design

capability was programmed in the prototype, and it was used relatively

little. One possibility is that some decision makers (or perhaps mana-

gers as a class) do not like to design actively, but consider review

and evaluation of alternatives already generated as more fitting to

their decision style or role. In that case, the development and eval-

uation of programmed alternative generators within a MMDS might be

worthwhile. Such a facility could be attractive for decision makers

who consider it more their role to review and select, rather than to

search and build.

The design methodology effectively asks the designer to invest

extra resources in several tasks that don't seem directly related to

"getting the job done" in a traditional sense. For example, the

methodology emphasizes extra effort in terms of decision modeling

over and above the traditional information system modeling, even when

the designer may think he knows what functions the system ought to

have. Finally, it emphasizes investment in design of a decision mon-

itoring and control system that may seem like an unnecessary frill,

especially under the pressure of the final phases of implementation.

The logic behind these "extra" expenditures of design resources has

I
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been outlined in Chapter 4--what is needed is more experience and evi-

dence of the kind described in Chapters 5 and 6 regarding the proto-

type MMDS. The feeling of the author after design of the prototype is

that these additional design activities are useful, that they contribute

to a more effective design, and that they are worth the extra effort.

Obviously, much more experience, and even experiments with the design

methodology are going to be necessary before this "feeling" is sup-

ported by substantial evidence.

Finally, the field of MNDS requires much more theory-building.

The general decision system framework developed here needs further

elaboration and refinement. Links between this framework and its

base of behavioral science and information systems research need to

be made stronger and more rigorous. The framework itself may benefit

from modification and expansion. Theoretical results need to be in-

tegrated into a MMDS design methodology.

In short, there is much speculation, experimentation, theorizing,

and laborious integration ahead of us in the building of a theory of

MMDS design and behavior. This investigator hopes that the work here

has contributed to that end.
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