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Abstract

Measurements of 7+, K+, K~, and p production from Au — Au reactions have been
made by experiments E866 and E917 at the Brookhaven National Laboratory Al-
ternating Gradient Synchrotron. The measurements have been made as a function
of beam energy, at kinetic beam energies in the laboratory of 2 and 4 A-GeV, by
experiment £866, and of 6 and 8 A-GeV, by experiment £917. The data has been
divided into event classes, based on the total multiplicity in an event. The parti-
cles were measured in an angular range from 14 to 57°. Within a range of rapidity
Y — Yan| < 0.25Y;,, and within the upper 339 mb in total multiplicity, the yields
of all produced particles increase as the beam energy increases. The yields of K~
increase more rapidly with beam energy than those of the K*, and those of the K+
increase more rapidly with beam energy than those of the 7+. The (m; — my) of the
particles also increase as the beam energy increases, but not as rapidly as the yields.

The ratio of the yields, K* /7%, within this range of rapidity increases steadily
from 3% at 2 A-GeVto 20% at 10.8 A-GeV. The A+ /n* in Au — Au collisions is
larger than that in p—p collisions at the same beam energy, and the amount by which
it is larger decreases with increasing beam energy.

The K~/K* ratio within this range of rapidity, in the upper 339 mb of total
multiplicity, increases steadily from 8% at 4 A-GeVto 19% at 10.8 A-GeV. The
K~ /K™ ratio is constant as a function of centrality at all beam energies and rapidities
measured. It is not constant with rapidity. The production of kaons therefore shows
a clear consistency across all beam energies in the range measured in this thesis.
Hadronic models cannot reproduce the dN/dY of K+ at all beam energies at this
stage of their development.

At an equal distance from the p — p production threshold, the K~ yield is lower
by a factor of 5 than than the K+ yield. This stands in contrast to the value of
1.0+0.4 measured by the KaoS collaboration in Ni — Ni collisions at a /s — /sy, of
-0.24 A-GeV[B*97], but is consistent with the general trend in p — p collisions.
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Chapter 1

Introduction

1.1 Overview

Heavy ion collisions are highly complex. In any given collision, a few hundred par-
ticles interact strongly in an unbounded volume, producing a slew of particles in an
abundant soup of rescattering, absorption, and resonance formation. The results of
these processes stream to the detectors of a given experiment, from which it is the
experimentalist’s job to extract meaningful results.

The question naturally comes up as to why such complicated systems are studied.
The energies to which nuclei have been accelerated sit strongly in the regime of soft
hadronic physics, and it is known that soft hadronic physics is difficult to understand
at a basic level. Therefore, one would think that increasing the number of such
interactions would only serve to make the problem more complicated. However, as in
condensed-matter physics, as the system becomes larger its understanding can often
become simpler, rather than more complicated.

A concept that is useful is that of the “degrees of freedom” of a system. Much of
condensed-matter physics is devoted to the search for a relevant set of variables with
which to describe a system. The variables are chosen so as to transform the description
from one in which the couplings between individual particles are strong into one
one in which the effects of the interactions are folded into the variables themselves,

leaving only residual corrections. The set of these variables is usually called the sei of
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relevant degrees of freedom of the system. In the limit that the residual interactions
can be ignored, and in the static thermodynamic limit, the system can be completely

described in terms of its degrees of freedom.

1.2 Quark-Gluon Plasma

So the question then becomes, “What are the relevant degrees of freedom in a heavy-
ion collision?” At the limit of very high energies, an intuitive guess would define
them as the individual quarks and gluons, because of the asymptotic freedom of the
fundamental theory of strong interactions, QCD. This guess is borne out by many
studies using Lattice QCD[DeT96]. Such studies assume static equilibrium, at zero
baryon density, and so the relevant energetic quantity is the energy density or, related
to this, the temperature of the system. At high energy densities, the studies show
that an interacting gas of quarks and gluons has a high entropy density, while at lower
energy densities it has a low entropy density. Since the entropy density is related to
the number of degrees of freedom of a system, this change has been interpreted as
a change from a system in which the quarks and gluons are highly correlated, as
they are when bound into hadrons, to one in which they are relatively free. This
argument is further bolstered by the asymptotic value seen for the entropy density,
which matches that expected for an ideal gas of quarks and gluons. Such a gas is
called a “Quark-Gluon Plasma”. The term plasma is used to provide an analogy to
an ordinary plasma, in which electrons are no longer bound within atoms.

The transition between these two regions is seen to be relatively abrupt, and lies
at a transition temperature of ~140-160 MeV in the latest sets of calculations. The
location of this transition point makes sense in terms of the size of a typical hadron
(~1 fm), which adds further support to the argument that the transition is between
a system made up of hadrons and a system made up of relatively free quarks and
gluons. The sharpness of the transition leads to the proposal that there is a phase
transition between the two regions, in the strict thermodynamic sense. The order

of this phase transition, and even the question as to whether it is actually a phase
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transition in the strict sense of the word, is a constant source of debate.

At lower energies, the picture is not quite as clear. The argument for a transition
rests on the baryon density of the system, which is expected to be large, perhaps near
its maximum, in the range of energies available at the AGS. For technical reasons,
finite baryon density cannot be included into lattice calculations. However, intuitively,
one would think that as the baryon density increases, the probability of overlap will
also increase, leading to a to a state in which there is essentially no normal space
available. Recent theoretical work in this regime of density [ARW98] has led to a
proposal of another state, in whicl. normal hadrons no longer exist, but there remain

large correlations between the quarks.

1.3 Masses in the Medium

A related set of ideas focuses on the effective masses of particles in the dense medium
created in these collisions. This set of ideas spans the boundary between the extreme
change in the relevant degrees of freedom expected in the quark-gluon plasma and
those in the regime of normal hadronic matter. Within such frameworks, borrowing
again from condensed-matter physics, “quasiparticles”, closely related to the usual
hadrons, are introduced, the properties of which incorporate a complex mix of effects.
This set of ideas has explored a great deal, both at the higher energies of the SPS
at CERN (158 A-GeV) and at the lower energies of the SIS at GSI (approximately
1 A-GeV).

There are actually two sets of ideas. The first is perhaps more fundamental, since
it treats all hadrons as quasiparticles moving through the QCD vacuum. The ground
state of QCD, the vacuum, is a complicated object, due to the strong self-coupling of
the carriers of the force, the gluons. In some theoretical frameworks the properties
of hadrons are to a great degree determined by the properties of this vacuum. It has
been proposed that the presence of a large number of particles, or regions of high
baryon or energy density, will modify the vacuum, which will in turn modify the

properties of the particles lying within the modified vacuum. Therefore, in a heavy
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Figure 1-1: An example of calculations made predicting medium effects on the kaons.
Shown in the figure are the effective masses of kaons in one calculation including
nuclear potentials. The vertical axis shows the effective mass divided by the free
mass, where the effective massis defined as the value of the dispersion relation at zero
momentum. The horizontal axis shows the baryon density, divided by that in normal
nuclear matter. The plot is from[WW97].

ion collision, in which regions of high baryon or energy density are produced, one
might expect that a modification of particle properties may occur.

On a more familiar level in the context of nuclear physics, there has been some
recent theoretical and experimental work on the effects that nuclear potentials may
have on mesons, with particular attention paid to kaons. Studies of various interaction
lengths and kaonic atoms indicate that kaons feel opposite potentials in the nuclear
medium, with an attractive potential for the K~ and a weaker repulsive potential for
the K*. Using mean field arguments, at infinite time scales and for systems of infinite
extent, the effects of these potentials can be incorporated into effective masses of the
kaons.[WW97] Not surprisingly, the divergent potentials lead to opposite effects on
the kaon mases, with the K~ mass dropping in the medium and the K+ mass rising.

Figure 1-1 shows one such calculation. The figure shows the effective mass for
the K+ and K, defined as the dispersion relation of the particle at zero momentum,
as a function of the baryon density of the system. Note the large size of the effect
at relatively small baryon densities. While other calculations produce somewhat
different levels for the effect, due to the existence of a rather strong resonance between
K~ and nucleons, the basic picture of a divergence Between the properties of kaons
in the medium is common across all calculations.

Experimentally, changes in the mass of particles can be explored in two ways. The

first way is somewhat obvious: if one wants to find a mass shift, one should look at a
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mass. Some particles, such as the p, have decay channels to leptons. Such channels
have the nice property that, to 2n excellent level of approximation, the products of
the decay do not suffer from final state interactions. Therefore, by looking at the
invariant mass of the products, one can see directly the mass of the particle as it
was at the point of decay. No experiment at the AGS can measure dileptons, so this
avenue is closed. There are dilepton experiments both at the Bevalac (approximately
1 A-GeV) and at the SPS.

The ¢ has a dominant decay to ¢ - K+K~, the measurement of which is a large
focus of experiment £917. This measurement suffers from both the strong interaction
of the decay products with the medium and the large decay length of the ¢, relative
to a nuclear size, but remains potentially sensitive.

There is, however, another way to search for shifts in mass. Particle production
in nuclear collisions at energies near or below the p — p threshold is sensitive to the
threshold location. Mass shifts can adjust the position of this threshold, resulting
in large changes in the production probability, if one assumes that the shift, which
strictly only applies to the dispersion relation in an infinite medium, applies to the
process of production. This is necessarily an indirect method to search for a shift,
and the interpretation is rather model-dependent.

There are hints of this effect experimentally, although the results still do not
constitute a proof. The yields of K~ were measured in Ni — Ni collisions, at beam
energies below the p — p threshold, by the KaoS experiment at the SIS accelerator at
GSI. The yields of Kt were also measured, at an energy an equal value below the K+
threshold. The two measurements were therefore said to be measured at “equivalent”
energies. The ratio between the two yields is strikingly large[B*97), approximately
unity. Figure 1-2 shows the data measured, as a function of the kinetic energy of
the kaons, along with two models for the collision. One model includes the effects of
shifting masses, with parameters describing the effect adjusted to the data, and the
other model includes no mass shift [LLB97]. The underlying cascade code is the same
in both cases. The difference between the two models is also large, a factor of 5 at

low m,, and the model with the mass shifts reproduces the data. This leads to the
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Figure 1-2: The data on K~ and K+ production in Ni— Ni collisions at GSI energies,
along with models including and not including mass shifts of the kaons. The data is
from[B+97], and the models from [LLB97]. The figure is from [LLB97].
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claim that mass shifts are necessary to describe the data.

Such a claim is necessarily model-dependent. At the higher energies of the AGS
and the SPS, kaon production is known to be enhanced in nuclear collisions as com-
pared to p — p collisions, as will be described in the next section, but the mechanisms
for this enhancement are still poorly understood. There is no value from p — p col-
lisions with which to compare the GSI results, since by definition the yields of K+
and K~ are zero below threshold. The lack of understanding of the mechanisms for
enhancement is due to the complicated nature of the environment, which leads to a
range of effects in the models, none of which can be clearly singled out as the leading
cause. The model, with kaon mass shifts, describes the data in one situation. There
are, however, some rather large effects in the cascade portion of the model that need to
be constrained, such as the absorption of the K ~. It is, therefore, difficult to conclude

from the description under one set of conditions that mass shifts are necessary.

1.4 The AGS

The program at the AGS has run for many years, but few hard conclusions have been
made from the data measured at these beam energies.

The highest beam energy achievable at the AGS, 10.8 A-GeV/, is thought to lie
in the strong “stopping” region. That is to say, in this region of energies, a large
fraction of the energy of the incoming nucleons is deposited in the primary region
of particle production, the “participant zone”. There is some evidence for this effect
in the proton rapidity distributions [A*98a], in that these distributions show a large
pileup at mid-rapidity. This pileup stands in contrast to the gap at mid-rapidity seen
in p — p collisions.

Kaon production is enhanced at AGS energies relative to that in p — p collisions.
One number that shows this enhancement is the ratio of the yields of the Kt to that
of the 7%, which has a value of 0.19 + 0.01 [O198] in central Au — Au collisions at
10.8 AGeV. It is also enhanced in the lighter systems studied, at slightly higher beam

energies of 14.6 AGeV. This value should be contrasted with a value of approximately
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0.04 in p — p collisions of this energy.

The ratio includes two effects, since both an enhancement of kaon production and
a suppression of pion production will lead to a large ratio. Therefore, the dependence
of the K* production alone on system size, or, somewhat equivalently, on measured
quantities related to the impact parameter between the two Au nuclei in Au — Au
collisions, may help to determine which of these effects is at work. Figure 1-3 shows
the dependence of the total yields of kaons at 10.8 A-GeV on the number of projec-
tile nucleons that participated in the reaction, Np,, with the leading linear behavior
removed by a division of the yields by NVy,. N, is determined from the energy mea-
sured by a calorimeter at zero degrees. The figure clearly shows that the level rises
nonlinearly with the number of participants measured in this way. The pions [A*99b]
show a more complicated dependence on N, as shown in figure 1-4.

The production of K~ at 10.8 A-GeV is rather similar to that of the K+. This
is shown most clearly by the ratio of the total yields as a function of Npp, shown in
figure 1-5. The constancy of this ratio, despite the large and nonlinear rise of the
yields of both particles, is a bit of a puzzle, as will be discussed in chapter 7.

The gross characteristics of kaon production at 10.8 A-GeV, along with the de-
pendence on the centrality of the collision, are relatively well reproduced by at least
one model of these collisions, RQMD. [SSG89],[Ahl197] This model is of the cascade
type, and includes both a large set of hadronic cross-sections, some of which are un-
measured, and some further enhanced cross-sections at higher energies due to strings.
The production and rescattering of resonances, such as the A, has been shown to be
critical in reproducing the data for the lighter systems. [G*95b] The cross-sections
between a A and a nucleon, say, are not measured, and so must be assumed. The
reproduction of the data by the model, over a broad range of impact parameters,
leads to the suggestion that the collisions are well understood at this beam energy,
but it is difficult to pin down which of the many included effects cause the model to
reproduce the data. It is also not clear how much tuning of the model’s parameters

has been necessary to reproduce the data at this one beam energy.
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Figure 1-3: The total yield of kaons, per projectile participant, as a function of the
number of projectile participants. The number of projectile participants, Npp, is
estimated by the energy measured in a cone of 1.5° about the beam axis. The total
yields are from a Gaussian fit to the dN/dY distributions, which are in turn from an
exponential fit to the differential invariant yields in m,. The figure is from [A*99a).
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Figure 1-4: The fiducial yields of kaons and pions, in the restricted range 0.6 < Y <
1.3, per projectile participant, as a function of the number of projectile participants.
Y denotes the rapidity, and the number of projectile participants, Np,, is estimated by
the energy measured in a coue of 1.5° about the beam axis. The dN/dY are derived
from fits to the differential invariant yields in m . The figure is from[A*99b).

24



0.3

K /K*

0.25 g3

0.15

0.1 | B FTT P [ U T

0 25 50 75 100 125 150 175 200
New

Figure 1-5: The ratio of the total yields, K~/K*, as a function of Npp, from Au — Au
collisions at 10.8 A-GeV. The figure is from [A199a]

1.5 Goals of the Thesis

Particle production in heavy-ion collisions at the highest energies of the AGS, with
/s of approximately 5 A-GeV, has been exhaustively measured. Production has
also been measured extensively at the SPS, at the higher \/s of 17 A-GeV/, and at
the Bevalac and GSI, at /s values of approximately 2.5 A-GeV. These three sets
of beam energies are very different. At GSI energies, particle production is a rare
process, so that the dominant particles in the collision zone are the baryons from the
initial state. At the highest energies of the AGS, the number of pions in the final state
is approximately equal to the number of protons, so that the collision zone consists
of a complex mix of baryons and produced particles. At SPS energies, mesons are
dominant, with the protons accounting for only approximately 10% of the particles
in the final state.

Within the framework of hadronic models, estimates of the density of the colliding
matter range from from approximately 8 times normal nuclear matter density at beam
energies of 10 A-GeV[LK95) to approximately 2 times nuclear matter density at beam

energies of 2 A-GeV[SG86, BG88, C*90, SJWR]. While these are model-dependent
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estimates, they serve as indications of the possible range achievable in these collisions.
At the upper end of this range of densities, it may be possible to create regions of
the collision zone in which the relevant degrees of freedom are not those of normal
nuclear matter. and in which a baryon-rich QGP may be formed. The appearance or
disappearance of such regions, due to changes in the baryon density, may potentially
be observable as correlated changes in the properties of particle production as the
beam energy decreases.

Therefore, the region between these three energies is fertile ground for further
study. In the complex systems created in heavy-ion collisions, it is very difficult to
make conclusions based on a measurement at a single point. By measuring particle
production at energies previously unexplored, £866 and E917 hoped to find direct
evidence for changes in the degrees of freedom of the system in the evolution of its
properties. Failing this, the large data set obtained by these measurements serves to

constrain the understanding of collisions at either end of the energy spectrum.
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Chapter 2

Description of the Experiment

Experiments £866 and E917 are the continuation of a string of experiments at the
AGS, beginning in 1987 with experiment E802. The data presented in this thesis
was taken at the end of the final run period of experiment E866, in January 1996,
and at the beginning of the first (and only) run period of £917, in November 1996.
The experiments consist of four groups of detector subsystems, each with a specific
measurement purpose. The following is a description of the detector subsystems,

along with the triggering and data acquisition systems.

2.1 Definitions

2.1.1 Electronic readout

There are two main types of readout in the experiment, the acronyms for which will
be scattered throughout this chapter. The first is a Time-to-Digital Converter (TDC).
This converts the difference between the edges of two times into an integer, which is
then stored. The TDC’s in the experiment are of varying levels of complexity and
resolution. The second is the Analog-to-Digital Converter (ADC), which integrates
the charge of a signal pulse within a certain gate in time and returns an integer
corresponding to that time. These are also of varying levels of complexity, resolution,

and linearity of response, and handle abnormal pulse shapes in different ways. These
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always have a “pedestal”, which is an arbitrary offset placed onto the measured
charge in order to assure that small signals fall into the linear region of response.
This pedestal must be subtracted from the recorded numbers before the charge can

be obtained.

2.1.2 Coordinate Systems

Since the Henry Higgins spectrometer (section 2.9) rotates about the nominal target
position (section 2.4.2), when discussing the positions of various detectors it becomes
important to define the coordinate systems. There are three coordinate systems used
in the experiment, each having its own particular use. These coordinate systems are
described in table 2.1. The planes at Z = 0 of the three coordinate systems intersect
only along the line X = Z = 0. Usuully the SPEC coordinate system will be used
for systems on the spectrometer platform and the BEAM coordinate system for those

not.

BEAM +z is defined along the beam axis, pointing from the

AGS ring through the target.
+y points upwards vertically against gravity.

+z o y Xy, and so points to the left of the target, looking

along +z. The Henry Higgins spectrometer is at +z.
T =y = z = 0 sits at the nominal target position.

SPEC +z is defined to be the direction perpendicular to the
front faces of the chambers, pointing from the target

through the magnet.
+y points upwards vertically against gravity.

+z o< y X z, and so points along the front faces of the

chambers, in the direction away from the beam line.
T = y = z = 0 sits at the nominal target position.

MAGN The magnet is angled with respect to the chambers, but
the spectrometer angle, 8y, is defined in terms of the
magnet. The MAGN coordinate system describes a
system rotated in the zz plane to fyy. It is rotated
from the SPEC coordinate system by -7.4° in the zz
plane about the nominal target position.

Table 2.1: Definition of the coordinate systems used in this thesis
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2.2 The AGS

The Alternating Gradient Synchrotron (AGS) at Brookhaven National Laboratory
(BNL) has a long and venerable history. It was first commisioned in the 1960’s.
Needless to say, much has changed since then, but the accelerator has remained

relevant.

2.2.1 History

The AGS was originally a proton accelerator, and still serves in this capacity. How-
ever, in the early 1980’s it was realized that the construction of a transfer line between
an existing Tandem van de Graff accelerator and the AGS ring would allow for the
acceleration of ions, rather than protons. After this transfer line was completed, first
O and then Si beams were accelerated. Experiment E802 was one of the first set of
experiments to measure collisions between these beams and a large range of targets.

For a few years, Si remained the heaviest nucleus that could be accelerated. Dur-
ing this time, E'802 evolved into E859, with the addition of a second-level trigger and
various upgrades to its detector systems. In the early 1990’s, an upgrade was made
to the Booster portion of the AGS that allowed Au beams to be accelerated, with the
first Au beam delivered to the experiments in 1992. E859 became E866 to measure
results from these new beams.

For a few more years, the AGS delivered Au beams of a “fixed” momentum to
the experiments. In January 1996, however, the AGS began a program to deliver
lower energy beams, providing beams of kinetic energy 2 and 4 A-GeV. Throughout
this thesis this run period will be referred to as the “1995 E866” run period, since it
followed two months of running in November and December of 1995. This served as
the final run period of E866.

It was known at the time that there were plans for the AGS to deliver 6 and
8 A-GeV beams the following November. Experiment F917 was formed from a
portion of E866, combined with a set of new collaborators, partially to finish the job

of measuring these low energy beams. With a string of upgrades, E917’s purpose was
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also to increase the sensitivity of the measurements of the rarer processes at the high
energy, the beam of which was delivered in December 1996 and January 1997. This
period of data taking will be referred to as the “£917 (1996)” run period.

2.2.2 The Acceleration Process

The beam is accelerated in three stages. First, in the Tandem van de Graaf facility,
a number of Au ions are boiled off of a source and accelerated in a static electric
field to an energy of approximately 6 A-MeV. The ions in the beams emerging from
this stage are partially stripped of their electrons. These beams are then transferred
to the AGS booster, which further accelerates the beams to approximately 1 A-GeV.
The ions in the beams are then stripped to a charge state of 77. The last two electrons
of the Au atom, Z = 79, are difficult to remove, and so no attempt is made to do
so. The resulting beams are sent into the AGS, which then accelerates the beams to
the final beam energy. Particles from the AGS are extracted down the beam lines
in small packets called “spills”, one of which lasts ~ 1 s and contains approximately
50 — 800K particles. These spills occur approximately every 4 — 6 s,

The exact numbers for the length, repetition rate, and quantity of beam in a given
spill depend on the extraction parameters used, and were consciously varied for the
different run periods of the experiment. In particular, for the £917 run the ratio of
spill length to total time was maximized to improve the performance of the DAQ (see
section 2.12). Also, due to the lowered rates of production at the lower energies, the
experiment petitioned the safety board to increase the beam rate allowed for both
sets of low-energy runs. Therefore, for portions of the run period that needed it, the
rate of beam particles presented to the experiment was the highest in the string of
experiments, at maximum approximately 800K /spill, as compared to approximately

100K /spill during the 1994 run period.
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Name P (A-GeV/c) | Exin (A-GeV) | Vs(A-GeV) | Yy | year

2 A-GeV 2.783 2.004 2.683 0.9075 | 1995 (second)
4 A-GeV 4.883 4.040 3.315 1.180 | 1995 (first)

6 A-GeV 6.841 5.973 3.820 1.346 | 1996 (first)

8 A-GeV 8.859 7.977 4.281 1.474 | 1996 (second)
10.8 A-GeV | 11.67 10.78 4.85 1.61 1994

Table 2.2: The energies of the beams used in this thesis. For comparison, the param-
eters for the 1994 high-energy beam are also listed. Yyy denotes the rapidity of the
center of mass between the target and the beam. /s denotes the total energy per
nucleon available in the center of mass. The “year” column denotes the data-taking
period during which the beam was presented, along with its place in the sequence of
two energies per year. All quantities are derived from the beam momentum measured
in the AGS ring, using Maucieon = 0.931131 GeV/c%.

2.2.3 A Note on Energies

The maximum momentum to which the AGS can accelerate a proton is 30 GeV/c.
However, the accelerator only acts on the charge of the nucleus, and so for nuclei a
penalty in momentum is payed. This loss is proportional to the Z/A of the nucleus
accelerated. The result is a maximum beam momentum of 14.6 A-GeV/c (14.6 GeV
per nucleon) for Si beams, and 11.7 A-GeV/c for Au beams. Due to various problems
and changes in the accelerating systems, the beam momentum reached in 1992 for
the Au beams was 11.45 A-GeV/c, that in 1993 was 11.06 A-GeV/c, and those in
1994-1996 were 11.7 A-GeV/c.

The minimum energy is set by stability requirements. The transverse emittance of
the beam that the AGS can present is set by the parameters of the various injection
stages, and so is a fixed quantity regardless of the final energy of the beam. As the
energy of the beam decreases, the relative effect of this emittance increases, with the
end effect that the AGS cannot produce a useable beam of Au ions at momenta much
below 2.7 A-GeV/c. For special run periods, paid for by NASA and used in biological
experiments, the AGS accelerated Fe beams of 1 A-GeV. E866 and EF917 did not
take data from these runs.

Various parameters of the beams used in this thesis are listed in table 2.2.
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Figure 2-1: The E866 experiment. This is a plan view of the experiment, with all
detector systems highlighted. FE917 is very similar, with the addition of the two
BVER stages upstream of the target and the replacement of TR1 with TRIMIT.
The Henry Higgins Spectrometer is at 14°, and the Forward Spectrometer at 8°, The
figure is from [Ahl97].
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Section | Zpmin (21) | 2max (in) | Wall Thickness (in) | IDpmin (in) | 1 Doz (in)
1 0 4 0.080 1.94 1.94

2 4 21 0.020 1.94 1.94

3 21 37 0.040 1.94 1.94

4 37 60 0.040 1.94 2.2

5 60 80 0.050 2.2 Cont.

6 80 100 0.070 Cont. Cont.

7 100 120 0.085 Cont. 5.94

8 120 125 0.100 5.94 5.94

Table 2.3: Dimensions of the first stage of the E866 beam pipe. Listed are the
minimum and maximum edges along zggaa, the wall thickness, and the inner diam-
eter (ID) at each of these edges. The notation “Cont.” refers to the fact that the
taper is continuous for sections 5-7. The scale is in inches, and the aspect ratio is
30:1 in Zpeam : Zbeam- The 1.18° line is also shown.

2.3 Experimental Layout

As noted before, the experiment sits on the B1 beam line. Figure 2-1 shows the basic
layout of the detectors. Throughout the description of these detectors the terms
“upstream” and “downstream” will be used. These terms refer to directions along
the nominal beam axis, with “upstream” pointing towards the AGS ring from the

target and “downstream” pointing from the AGS ring towards the target.

2.4 Control of the Beam

2.4.1 Beam Pipe

It is undesirable to allow the beam to pass through air on its way from the target to
the ZCAL, which defines the farthest extent of the experiment. The probability of
showers in air from the highly charged beam is large, which would have both health-
related consequences and would produce an unacceptable level of background in the
detectors. Therefore a pipe, held under vacuum, is used to contain the beam in the
forward direction.

The beam pipe was redesigned for E866. It is designed both to hol< a reasonable

vacuum (~ 1 mbar) and to minimize the amount of material that a particle passes
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Figure 2-2: Profile of the beam pipe, with r,,. chosen as the transverse direction.
Note that the scale is in inches, and that the aspect ratio is 30:1 in Zpeam : 2beam. The
1.18° line is also shown.

through on its way to the detectors. It is made of four stages, only the first of which
was new for £866.

The first stage consists of a carbon-fiber composite of density 1.54 gm/cm?. It
extends upstream from the nominal target position to the face of the target assembly,
detailed in section 2.4.2. The wall thickness and diameter vary along the pipe (see
table 2.3 for dimensions and figure 2-2 for the transverse profile).

The entire stage is continuous: that is to say, it is molded to this shape rather
than formed from separate sections. The minimum opening angle from the nominal
target position occurs at the start of the fifth section, and is approximately 1.18°.

The next three stages of the beam pipe consist of three aluminum cylinders of
staggered diameter. Their dimensions are the same as for E859, and will not be
described in this thesis.

The beam pipe was one of the limiting factors in the low-energy runs. As discussed
in sections 2.6.3 and 2.6.4, the differing kinematics at the lower energies had some
implications for the detectors at the far end of the experiment. These effects could

have been removed by placing the detectors closer to the target. However, such
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a change would have required a change in the beam pipe’s design, which was not
feasible.

The assembly attaching the exit window to the beam pipe is not circularly sym-
metric. This asymmetry is a leading explanation for effects seen the Hodoscope,

described in section 2.6.4.

2.4.2 Target Assembly

The experiment has the capability to change targets rapidly. These targets sit in a
vacuum, though, so it is a simple undertaking to design a mechanism to allow this
transfer. In addition, the target assembly needs to be as spare as possible to decrease
backgrounds from interactions between the beam and the assembly itself. Therefore
for E866 a new target assembly was built.

The target assembly is described in detail in [Ahl97], so I will only briefly discuss
it. A target is glued onto the end of one of six carbon-fiber cylinders, of radius 1.5 cm,
length 33 cm, and wall thickness 0.024 in. These six tubes sit within an enclosing
cylinder of diameter 30 cm and length 40 cm. The front edge of this cylinder sits
18 cm upstream of the nominal target position. The target-holding tubes are arranged
as in a revolver, with one aligned along the nominal beam axis. The entire assembly
can rotate so as to place a given tube along the beam axis. To place the target “in
position”, the tube that sits along the beam axis is extended by 18 cm so as to place
the end of the tube at the nominal target position.

Only three of the tubes, or “target positions”, are used in the data presented in
this thesis. In two of these (positions “1” and “6”), the tube holds a Au target, of
thickness 975 mg/cm? and 1961 mg/cm? respectively. The target at position 6 was
new for the 1995 run period. Since the interaction rate measured by the Bull’s Eye
for these targets is approximately 1.5% and approximately 3%, respectively, these are
also termed the “1.5%” and “3%” targets. The third position (position “2”) holds
no target, and so is termed the “MT” target.Data taken using this target position is
extremely important in order to subtract the backgrounds from interactions between

the Au beam and materials not in the target. Under this design, the only difference
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between the configuration with a target in place and that with an MT target is the
presence of the target material itself, and so data taken with the MT target in position
gives a direct measurement of these backgrounds.

In addition, for E917 two special targets (the 3-HOLE and CROSS targets) were
put into place in an attempt to calibrate the BVER’s geometry. These were less than

successful, and so will not be included in the discussion.

2.4.3 Shielding Blocks

A set of concrete blocks sit between the beam pipe and the spectrometer. These
serve to shield the spectrometer from background produced by showering, both in
the imperfect vacuum inside the beam pipe and in the beam pipe material itself. In
addition, in E866 there is showering from the Forward Spectrometer, placed on the
other side of the beam pipe from the Henry Higgins spectrometer. Because of this
additional showering, the Forward Spectrometer was placed at its most backward
setting (24°) for the 2 and 4 A-GeV run period presented in this thesis.

The shielding blocks, combined with the redesigned beam pipe, limit the range in
the most forward direction to which the Henry Higgins can rotate to 14°. This is in

contrast to the 5° setting available in E859.

2.5 Devices for the Measurement of the Beam

Before one can measure the effect of an interaction of a Au beam particle with a Au
particle in the target, one must know about the Au beam itself. Hence experiments
E802 through E917 have had a set of detectors placed upstream of the target (towards
the AGS ring from the target) to measure various properties of the beam. There are
four detector stations upstream of the target for this purpose. The specific detectors
planced into the stations have changed considerably over the 10 years that the different
experiments have spanned. Rather than repeat 10 years of history, I will only describe
the detector systems that were actually in place for the data on which this thesis is

based.
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2.5.1 BTOT
Detector Description

The BTOT serves three related purposes in the experiment. Given the relatively low
rates of beam particles, at most approximately 800K beam particles per spill, it is
possible to detect each beam particle individually. The BTOT is used to do this. In
addition, the BTOT provides a quality check on the beam particles that it observes,
by measuring the charge of the particle, and provides a start time to the rest of the
experiment, by measuring the time at which the beam particle passes.

The BTOT is a piece of quartz, 2 in high x 3 in wide x 200 pm thick. It is
placed 2 m upstream (towards the AGS ring) of the target, with its narrow dimension
oriented parallel to the direction of the incoming beam, and its longest dimension
oriented horizontally. Two phototubes are placed horizontally on the ends of the
quartz, coupled to the quartz by “cookies” of transparent gel, to record the Cerenkov

signal! of a passing beam particle.

Detector Application

The signals from the BTOT’s phototubes are used in multiple places throughout the
experiment. First, the signals from the two tubes are discriminated and passed into
the LVLO trigger logic, described in section 2.11.1, where a coincidence between the
two signals and those from other detectors is formed. In this discrimination, a lower
bound is placed on the size of the signal from the BTOT tubes. The threshold is
placed at approximately 3-4 o below the main peak of the beam.

The difference in time between these discriminated signals and the start time
produced by the LVLO logic is recorded into the data stream. In principle, since the
start time is determined by a coincidence of the two BTOT signals, it should be an
exact copy (perhaps with some delay) of one of the BTOT signals. The above time

differences are recorded to check that this is true, and to measure the level of jitter

1Since a large portion of our detectors use Cerenkov radiation as their basic mechanism, I refer
the reader at this point to [Jac75),ceren.
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that is produced by the LVLO trigger system, The distribution for one of the tubes
is always seen to be a sharp spike to within the 50 ps counting resolution of the
TDC, except in cases in which two beam particles pass within the timing gates of the
experiment.

More importantly, a copy of these discriminated signals is sent into the TOF
electronics. The TOF electronics are triggered on the LVL1 trigger rather than a
LVLO trigger. The additional overhead of the LVL1 trigger introduces a significant
jitter, on the order of 100 ps, which would increase the width of the measured TOF
distributions to an unacceptable level were there no way to remove it. However, by
measuring the start time under the same trigger conditions as the TOF time, the
effect of this jitter can to a large extent be removed. The integrated pulse height of

each signal is also recorded for later use in offline charge cuts.

Detector Effects

For portions of the E917 run period, the duplicates of the signals read out through
the TOF electronics were not recorded correctly. These portions of the run period
have been removed from the analysis.

The charge resolution of the BTOT varies somewhat across the four beam energies,
as described in section 5.6.2, but is never greater than 4%. The timing resolution is
difficult to measure, since the start time, against which one measures the time of the
signal, is intrinsically tied to the time of the signal from one of the tubes. Lab tests

showed the BTOT to have approximately 40-60 ps resolution.

2.5.2 The Hole Counter

The aptly named Hole Counter (HOLE) is a detector consisting of a 2 in high x 3 in
wide x 0.125 in deep piece of scintillator, with a circular hole 1 ¢cm in diameter cut
from its center. The center of this hole is placed along the nominal beam axis. As with
the BTOT, the long dimension of the scintillator is oriented horizontally transverse

the beam axis. The HOLE is located 50 cm downstream (towards the target from
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the AGS ring) of tne BTOT. As with the BTOT, it is read out by phototubes placed
horizontaily on either side.

A signal from the HOLE indicates the presence of beam halo, either from particles
associated with the beam or from a bad beam tune. Such a halo can have undesirable
effects on the data. Therefore, online an upper threshold is placed on the sum of the
signals from the two phototubes in order to cut out such events. The signal from
each tube is read separately into the data stream to allow for tighter offline cuts. It
is impossible to calibrate the signals from this detector, since there is no reference

point on which to calibrate. Accordingly, it is impossible to measure a resolution.

2.5.3 BVER

Detector Description

The BVER (Beam VERtexing system) is a new detector system installed for E917.
It was designed and built by a collaboration of members from Argonne National
Laboratory (ANL) and the University of Illinois at Chicago (UIC), and represented
their initial contribution to the experiment. The purpose of this detector system is
to track of the trajectory of the incoming beam. It was installed in the two detector
stations left empty for experiment E866. . '
The BVER consists of four planes of square scintillating optical fibers, each of
which is 200 um on a side. One end of each fiber is fed to an array of stations placed
above a multi-anode phototube. There is one such phototube per fiber plane. The
four planes are arranged into two crossed pairs, one along the vertical and one along
the horizontal. One such crossed pair is placed 1.72 m upstream of the target, while
the other sits at 5.84 m. .
Each phototube has a square grid of sensitive elements on its front face, and so
in principle can measure the signals from individual fibers. However, each element is
not read out separately. Instead, along each edge of the grid the signal from a line
of elements is sumnied and read out as a whole. Since the energy deposited by a

true beam particle is many orders of magnitude higher than that from other particles
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that might pass through the detector, such as § electrons moving with the beam, this
arrangement allows for single-fiber identification of the beam particle. This is done
by crossing the two sets of signals, and finding the position of the maximum.

For further details, see [B*98].

Detector Effects

The energy deposition from a Au beam in a scintillating fiber is rather large. Therefore
it was realized at the design stage of the detector that an allowance would need to
be made for radiation damage to the fibers. Each plane is accordingly made many
times longer than the length of the crossing region, and the planes initially placed
such that the crossing region occurs at the end of the fibers farthest from the readout.
Once the signals from the plane have decreased, such that the loss in efficiency of a
plane reaches approximately 7%, the fiber plane is moved along the long direction
of the fibers so that the crossing region passes through undamaged portions of the
fiber. Under this arrangement, the majority of the light will pass through undamaged
regions of the fiber on its trip to the phototube. There were approximately 10 such
separate positions along a given plane, although the differing shape of the beam profile
across the planes led this to be more or less for a given plane. The fibers needed to
be moved approximately twice per week. Given that there were 12 weeks to the run,
each plane was completely replaced once during the E917 run period.

When the BVER was first put into place, it was found that the divergence of the
beam in the vertical direction was larger (approximately 10 mrad) than had been
expected. This had two consequences: a small portion of the beam (approximately 3-
5%, depending on the beam tune) missed the upstream vertical plane, and the focus of
the beam on the downstream vertical plane was tighter than had been expected. This
last effect caused rapid radiation damage in the downstream plane, since the beam
essentially always hit a single fiber. For this reason the beam in £917 was defocused
slightly, with the effect that the size of the beam spot. on the target increased in the
vertical direction, to approximately 0.25 mm. This width remains small compared

to the ~ 2 mm projection resolution of the tracking in the spectrometer for high
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momentum particles, but is large compared to the projection resolution of the BVER.

One further consequence from the addition of the BVER is that, in £917, the back-
ground from interactions not occurring in the target increased dramatically. The total
thickness of the BVER assembly is such that the expected probability of interaction
of the Au beam in these detectors was approximately 1.5%. This is approximately
equal to the sum total of the backgrounds that existed for £866. Therefore, the
BVER caused these backgrounds to increase by a factor of 2. The final background
rate, approximately 3%, is on the same order as the interaction rate in the target.
However, the material of the BVER is primarily plastic, and so has a much lower
A than that of the Au target. As explained in section 5.6, this difference is used in
numerous ways to account for this background.

The overall efficiency of the detector system was essentially 100% for the majority
of the run, with local decreases to approximately 90% just before a plane move. These
numbers ignore the approximately 5% effect from particles missing the upstream
vertical plane. This inefficiency is not a problem for normalization. The efficiency
of the detector is not correlated with the occurrence of an interaction, so one can
cut events in which the BVER. does not register a hit on all planes from both the
numerator and denominator without affecting the results. The position resolution

obtained was essentially that of a single-fiber.

2.6 Devices for Global Event Characterization

The experiment has a set of devices for “global” event characterization. These mea-
sure gross properties of the collisions on an event by event basis, rather than discussed

properties on an event-averaged basis.
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2.6.1 Bull’s Eye
Detector Description

The Bull’s Eye detector provides the information necessary to state that an interaction
has occured in the target. The physical process that it uses to provide this information
is the charge dependence of Cerenkov radiation, applied to the fragments of the beam
that continue in the forward direction.

The detector consists of a circular piece of radiation-hard quartz with thickness
300 zm and diameter 20 cm. The quartz was replaced at the beginning of the 1995
data run, due to observed radiation damage in the lower-quality sample used in 1994.
No need was seen to replace it before the £917 run period. The quartz is located at
zero degrees, in direct line of sight of the beam, at a position 10.6 m downstream of
the target. Hence it subtends a cone of angular width 9.4 mrad. The active element
sits at the front of an octagonal enclosure of radius 66 cm and depth along the beam
direction of 10 cm. This enclosure is light-tight and lined with aluminized mylar
to reflect the light output back into the enclosure. Phototubes sit at openings on
the eight sides of the octagon, and hence are coupled to the radiator through the
intermediary of the enclosure. The phototubes are inclined towards the target at an
angie of 15° with respect to the plane perpendicular to the line of the beam. The
phototubes are surrounded by cylinders of u-metal to provide shielding against stray
magnetic fields. The entire apparatus is enclosed in a light-tight box. Dry nitrogen
is fed through this box to reduce atmospheric effects.

The signals from the eight phototubes are gain-matched on the amplitude of the
beam peak. These signals are then summed together and passed to the trigger for
further processing. The summed signal is also fed into the data stream, along with
the individual signals from the tubes, for offline analysis.

For further details, see [DMC98].
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Detector Application

Since Cerenkov radiation scales as the Z2 of the particle producing the radiation, the
Bull’s Eye measures 3 Z? of the forward-going fragments. This statement assumes
that there are no saturation effects, either in the light collection efficiency or in the
signal produced by the phototube. Such effects decrease the power-law coefficient
from 2 to some number «. Such a sum is very sensitive to any fragmentation of the
beam nucleus. To take an extreme and unlikely example, if the original Au nucleus
were to fragment into 2 equally charged nuclei, and these nuclei were both to pass
within the acceptance of the Bull’s Eye, the signal would decrease by a factor of 2.

In a real interaction between Au nuclei, the probability of a less extreme version
of such fragmentation, or of the transfer of charge to angles outside of the acceptance
of the Bull’s Eye, is quite large. Hence we use a decrease in the total signal seen
in the Bull’s Eye as a signal to decide whether an interaction has occurred. With
the cuts used in the offline analysis, as discussed in section 5.6.6, this process has a
cross-section of approximately 5.4 mb, or approximately 80% of the total interaction
cross-section to which the Bull’s Eye is potentially sensitive.

Since the prebability of the Au beam interacting in the target is only approxi-
mately 4%, it is not possible to allow the trigger signal from all beam particles through
to the later trigger logic. Such a high rate of triggers would swamp the apparatus.
As described in section 2.11.1, another trigger is created placing a threshold on the
summed signal from the Bull’s Eye. The majority of events are selected from this
sample of triggers. Therefore, the performance of the Bull's Eye is critical to the

quality of the data that is recorded.

Detector Effects

Unfortunately, there were three unforeseen effects on the signals from the Bull’s Eye.
The p-metal shields cannot shield against magnetic fields of all orientations. Since the
phototubes cover eight separate orientations transverse to the beam line, any stray

magnetic fields can affect these phototubes in different ways. During the low-energy
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run period such fields existed. Our neighboring (and competing) experiment E895
used the MPS magnet, which is a C-shaped magnet with a large hole in the iron
on the side towards our experiment. Stray fields on the order of a few gauss from
this magnet produced a noticeable and tube-dependent effect on the output signal
from the phototubes. The signal from the tubes showed a clear difference between
periods when the MPS magnet was turned on and when the MPS magnet was turned
off. Because of this effect, during both the 1995 and 1996 run periods we placed
the trigger threshold at an artificially high level, increasing the rate of events with
amplitude less than the threshold. This removed the dependence of our data on the
run schedule of our competitors, but came at the cost of creating a less restrictive
trigger.

There are wide variations in the pedestals of the ADC readout of the detector.
This effect is attributed to 60 Hz pickup noise in the signal lines that run from the
detector. In order to correct for this effect, a second set of signal lines was run,
parallel to the first. The signal from this second set of lines was delayed by 200 ns,
so that the actual signal from the detector did not fall within the ADC gate. This
delayed readout, which in principle gives a measure of the noise level event by event,
was recorded into the data stream, and was subtracted from the recorded signal in
the offline analysis. The same method was used in 1996, but during that run the
effect of the noise was not as pronounced.

There are events in which one of the eight tubes produces an anomalously large
signal. This is thought to be due to a direct hit by a particle onto the face of the
phototube. Such a hit would naturally give a large signal, since the source of the
signal from such a hit would be far closer to the phototube’s avalanche chain than
the quartz radiator. In the offline analysis, such signals were subtracted from the
event by event sum.

These three effects are corrected in the offline analysis. However, they could not
be corrected in the online trigger, and so affected the events that were recorded.
The most serious of these is the third effect, since it can cause large increases in the

summed signal, and is in principle correlated with the multiplicity at angles away
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from the beamline. Therefore it cannot be completely removed by an offline cut on
the calibrated Bull's Eye signal.

The resolution of the detector before offline calibrations is approximately 3% of
the signal, as measured by the width of the beam peak. After the offline calibrations
the resolution on the summed signal is approximately 1.5%, with that of the direct
sum of the signals (the “HARDSUM?”) slightly better than that of the sum of the ADC
readouts of the individual tubes (the “SOFTSUM”). Given that the total dynamic
range of the signal in the Bull’s Eye is, ignoring saturation effects, 1 : 792, or 1 : 6241,

this resolution does not allow us to detect individual charge changes.

2.6.2 NMA

Detector Description

In 1994 a New Multiplicity Array (NMA) was installed for £866. The purpose of this
detector was to measure a large portion of the total number of produced particles on
an event by event basis, and so characterize the violence of the collisions.

The detector consists of 346 Lucite modules coupled to phototubes for readout.
The physical process used for detection is Cerenkov radiation by particles passing
through the Lucite modules. The signal from the radiation is recorded in an ADC,
from which the particle count is determined. This produces the number of parti-
cles capable of producing Cerenkov radiation that passed through the module. The
resolution of each module is sufficient to resolve the single particle peak, but for mul-
tiple hits on a given module more complicated methods must be used, as detailed in
section 3.2.3.

Each module consists of a 5 cm thick piece of UVT Lucite, transparent to ul-
traviolet radiation, with an index of refraction n = 1.5. The module is wrapped in
white Teflon tape for reflection, followed by a layer of black electrical tape to make it
light-tight. The wrapping produces an insensitive region of 0.050 in between modules.
A small hole is drilled into the back of each module to which an LED is attached for

testing purposes.
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Phototubes of two types are mounted with optical glue directly onto the back face
of each module. The modules in the forward 4 “rings”, where “ring” is defined below,
use Hamamatsu Hybrid Assembly H3165-01, which consists of of shrink-wrapped
package of an R647-01 tube, a base, and a p-magnetic shield. This assembly has
a diameter of 14.3 mm. The modules in the backward rings use Hamamatsu tube
R268, with a base and shielding assembly designed specifically for this detector. This
phototube has a diameter of 28 mm. Given that neither phototube completely covers
the back face of a module, the design depends on reflection at the back face for light
collection.

Lead sheets of thickness 1.7 mm are attached to the front of each module. The
thickness was chosen to produce a probability of 1/4 for conversion of photons into
an et e~ pair. The decay 7° — 2 v produces two photons, each of which can be
converted into two charged particles in the conversion processs v — et e~. Hence, on
average, for every n° produced in the collision one charged particle will be detected
in the NMA. The preceding statement ignores the conversion of photons in the tar-
get, the probability of which has an angular dependence due to the target’s severely
foreshortened shape.

The modules are machined to cover rectangular regions in (7, ¢), or equivalently
in (6, ¢). Hence they have a trapezoidal shape in the direction along ¢, with straight
edges that are not parallel. In the direction along @, the edges are curved. The front
and back faces along r are flat.

There are 14 “rings” of common 7, with varying acceptance in ¢ across the rings.
The distance between a module and the target is common within a ring, but is not
the same across rings. The choice of ¢ acceptance for each ring was determined by
the necessity that the other detectors in the experiment have an unobstructed view of
the target. Table 2.4 details the coverage of the various rings. Note that the detector
is symmetric about the zz plane, but not about the yz plane, with larger gaps on the
side away from the Henry Higgins spectrometer.

Due to financial limitations, the high voltage placed on every phototube is not

controllable tube by tube. Instead, the high voltage lines are split and fed to two
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Ring | Dmin | Tmaz | €0S Omin | €0SOmaz | A (cos8) | ok, | ¢12, | Ad(rad) | AQ(sr)
1 24 2.8 0.984 0.993 0.009 70 130 2.09 0.019
2 21 |24 0.970 0.984 0.013 52.5 | 142.5 | 3.14 0.042
3 1.9 |21 0.952 0.970 0.019 36 156 4.19 0.078
4 1.6 1.9 0.922 0.952 0.030 30 160 4.54 0.136
5 14 1.6 0.885 0.922 0.036 30 160 4.54 0.165
6 1.2 |14 0.834 0.885 0.052 20 150 4.54 0.235
7 1.0 1.2 0.762 0.834 0.072 20 150 4.54 0.327
8 08 1.0 0.664 0.762 0.098 10 150 4.89 0.477
9 06 |08 ]0.537 0.664 0.127 10 150 4.89 0.621
10 04 |06 0.380 0.537 0.157 10 150 4.89 0.768
11 02 |04 0.197 0.380 0.183 0 150 5.24 0.956
12 00 |0.2 0.000 0.197 0.197 0 150 5.24 1.033
13 -0.2 { 0.0 -0.197 0.000 0.197 0 150 5.24 1.033
14 -0.4 |-0.2 | -0.380 -0.197 0.183 0 150 5.24 0.956
Sum 6.85
per 4w 0.54

Table 2.4: The acceptance of the New Multiplicity array in  and ¢, divided into the
14 rings as described in the text of section 2.6.2. The detector is symmetric about
the zz plane, so the ¢ range given is for the top half only. Also calculated is the total
solid angle subtended by the array.

phototubes at once. This means that the finest level of control possible over the gains
of the phototubes is at a granularity of two. It is therefore not possible to create an
online trigger based on the NMA, since it is not possible to match the gains of the
tubes at the required precision. Also, the smaller forward phototubes have a strongly

nonlinear response, which would make their use in a trigger problematic.

Detector Application

As mentioned above, there exists a 8 threshold below which a module will not register
a signal. A lower limit to this threshold is given by # = 1/n, where n is the index
of refraction of the material. In the case of an NMA module, this lower limit is
B = 0.67. However, near the threshold for light production the strength of the
signal grows markedly with the 8 of the particle. The signal strength has additional
dependences on the wavelength of the light emitted and on the angle with respect

to the emitting particle, and is proportional to the total length of sensitive material
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through which the particle passes. The sum total of these effects, combined with the
specific configuration of the NMA modules, causes the threshold for an observable
signal to move up to B ~ 0.8.2

Even with a § threshold of 0.8, there is still a significant contamination of protons
in the quantity measured by the NMA. Fast protons from these collisions will give a
signal, and will accordingly be included into the multiplicity sum. Estimates during
the design phase of the detector indicated that, at the highest energy of the AGS, at
6 = 15° the modules would be sensitive to 95% of the protons from these collisions,
while at 6 = 45° only about 50% of the protons would produce a detectable signal.
These numbers will obviously change as the beam energy decreases, and depend on
the distributions of particles that are produced in the collisions.

The proton contamination is therefore not removed to quote a total pion multiplic-
ity. Instead, an “NMA multiplicity”, Multyp 4, is quoted, which corresponds directly
to the quantity measured. Related to this, the quantity quoted is not corrected for

acceptance, as discussed in section 5.6.7.

Detector Effects

For unknown reasons, the light output of the modules has decreased over time. This
led to increases in the high voltage applied to the phototubes in two steps, once at the
start of the 1995 run period and once before the £917 run period in 1996. Coupled
with the lower occupancy at the lower energies, this effect led to a revised calibration

procedure for the 1995 and 1996 data runs, as described in section 3.2.3.

2.6.3 ZCAL

Detector Description

The zero-degree calorimeter (ZCAL) measures the energy in a small cone at forward

angles, and therefore measures the amount of energy that was not scattered from the

2This number results from a full Monte Carlo study at the design stage of the detector.
3These numbers come from particle distributions output by ARC, a cascade model, not from
those measured.
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initial direction of the beam. This is an arguably more direct measurement of the
impact parameter between the beam and target nuclei than the measurement made
by the NMA. The ZCAL was modeled after the hadronic calorimeter of experiment
WAS80 at CERN, with iron substituted for uranium as the passive element.

The calorimeter consists of 138 layers of scintillator, 60 cm wide x 60 cm high
x 0.4 mm thick, alternating with 138 layers of iron, 1 cm thick and of the same
transverse dimension. The assembly is centered on the beam line, with the front face
at 11.7 m from the target. The readout is segmented among 16 phototubes. These
are arranged to record the signals from the front and back halves separately, and
within these halves to read separately along the four sides of the square. Therefore,
for each front-to-back half of the calorimeter, two phototubes read from a given side.

The calorimeter has been in place since £802. However, due to severe radiation
damage to the scintillating elements it has been rebuilt twice, once between the 1992
and 1993 run periods of E866 and once between the 1995 run period of £'866 and the
1996 run period of E917. Over the span of the £917 running period the resolution
worsened by a factor of approximately 2 due to radiation damage.

For further details, I refer the reader to [B*89].

Detector Effects

The ZCAL is not used for the data presented in this thesis, due to some effects as
the beam energy decreases.

As the beam energy decreases, the kinematics “open up” in the forward direction.
To take an illustrative example, if one considers a nucleon with a p, kick on the order
of a Fermi momentum, say 250 MeV/c, the angle that this nucleon will make with
respect to the beam axis is approximately 1.2° at the full kinetic beam energy of
10.8 A-GeV but approximately 5.2° at the lowest kinetic beam energy of 2 A-GeV.
Note that the minimum angular width of the beam pipe is also approximately 1.2°
Given that the extreme corners of the ZCAL sit at 1.5°, and given that the resolution
of the ZCAL will suffer if the hadronic shower from the incoming beam particle is not

fully contained, one would expect the resolution to suffer as the energy is lowered.
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As the energy of the incoming beam particle decreases, the longitudinal extent
of the shower will decrease, leading to a change in the balance between the energy
deposited in the back and front of the calorimeter. This affects the resolution in two
ways. First, in order to maximize the quality of the resolution, the measured energy
in the ZCAL is formed from a weighted sum of the energies measured in the front
and back. If the ratio of energy deposition between the front and back half of the
detector changes, the weighting parameters can possibly change. There are difficulties
in determining the parameters for Au beams. Second, the radiation damage in the
front half of the ZCAL is greater than that in the back half of the ZCAL, and the level
of this difference becomes larger as the overall level of radiation damage increases.
Therefore if a larger fraction of the total energy is deposited in the front half, the
resolution will suffer accordingly.

The 2 and 4 A-GeV run periods came at the end of the 1995 E866 run period,
during which the radiation damage to the detector was at the highest level over all of
the E802 run periods. At the end of the 10.8 A-GeV run period that immediately pre-
ceded the 4 A-GeV run period, the resolution was worse by a factor of approximately
3 than in the 1993 run period, before which the detector had been rebuilt.

The measured energy distributions in the 2 and 4 A-GeV data show clearly the
net effect on the ZCAL response. The beam peak at 2 A-GeV reaches zero energy
at the 20 level, and the response at 4 A-GeV is not much better. Based on this
experience, during the 6 A-GeV run the rebuilt ZCAL was rolled out of the beam line
and replaced by a large concrete block. While the ZCAL was in place for the 8 A-GeV
data, and shows a relatively good response, it will not be used in this analysis for

reasons of consistency.

2.6.4 Hodoscope

Detector Description

The hodoscope is designed to measure the centroid of the charge distribution of the

beam fragments, and so measure the reaction plane through the deflection of the

50



beam in the forward direction.

In E866, the hodoscope consisted of two planes of 39 scintillator slats, each 40 cm
high x 1 cm wide x 1 cm deep. The slats in the plane closest to the target are oriented
with the long side along the vertical, while those of the second plane are oriented with
the long side along the horizontal. Each plane is centered along the beam axis. This
placement causes some number of slats in the center of the array to be directly hit
by the beam. This leads to a host of problems, many of which are resolved in the
E917 analysis. The detector is placed directly behind the Bull’s Eye. Each slat has a
phototube on both ends for readout. The signal from each of these tubes passes into
both an ADC, for charge measurement, and a TDC, for time measurement.

The hodoscope was rebuilt for £917. The middle four slats in each plane were
replaced due to radiation damage, and all slats were rewrapped to improve their
light tightness. In addition, some of the phototubes, which showed a poor coupling,
were reattached to their associated slats. The rewrapping of the slats led to the
introduction of an extra gap between them, which in turn led to a decrease in the

number of slats per plane by 1, to a total of 38.

Detector Effects

For the samle kinematic reasons that affect the ZCAL, the hodoscope is not used in
this analysis for 2 and 4 A-GeV. The radiation damage of the middle 4 slats is also
quite severe during these runs, and this, coupled with the high beam rate, makes its
analysis problematic. The hodoscope is in principle usable at 8 A-GeV, but, as with

the ZCAL, for consistency it is not used in this thesis.

2.7 The Phoswich Array

The Phoswich Array (PHOS) is of interest to this thesis mainly due to the rather
stringent constraints that it placed on the design of the NMA. The PHOS consists
of an array of 100 modules of the usual phoswich type, consisting of a thin layer of

fast scintillator, followed by a thick layer of slow scintillater, followed by a phototube
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for readout of the combined signal. The modules are reminiscent of a phototube
sandwich, hence the name “pho-s-wich”. The array’s coverage in # extends from
37.5° to 147°. In terms of vertical coverage, the array is divided into two sections.
The modules of the first, with 8 < 90°, are placed 100 cm from the target and cover
+10 cm in the vertical direction. The modules of the second, with > 90°, are placed
60.5 cm from the target and cover +7 cm in the vertical direction. This coverage,
combined with the need for the PHOS to have an unobstructed view of the target,
determined the size of a large portion of the gaps in the NMA. The array is on the
opposite side of the beam line from the Henry Higgins spectrometer, so the gaps in
the NMA coverage are larger on the side away from the spectrometer.

The array is able to separately identify the momentum and angle of protons,
deuterons, and nuclei of higher mass in the region of very backward rapidity. The
PHOS was not active during the 2 and 4 A-GeV runs, but was resurrected for the
E917 run. Data from the PHOS is not used in this thesis. For further discussion,
see [A*98b].

2.8 The Forward Spectrometer

The largest upgrade between experiments E859 and E866 came in the commision-
ing of the Forward Spectrometer. As the name suggests, this detector system is a
spectrometer meant to track and identify particals in the very forward region. It can
rotate to cover a range of angles in the forward direction, from 8 = 6 — 24°, It has
a smaller aperture than the Henry Higgins spectrometer, has TPC’s in addition to
drift chambers for improved track recognition, and has an additional sweeper mag-
net between the first tracking station and the target. Hence it is better equipped
to cope with the extreme particle densities at small angles than the Henry Higgins
spectrometer.

While the Forward Spectrometer took a large quantity of data at 2 and 4 A-GeV,
it was removed before the £917 run. Therefore I will not use data from it in this

thesis, and refer the reader to numerous theses and papers that describe the detector,
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and its analysis, in more detail [Shi94, Sak97, A*99a).

2.9 The Henry Higgins Spectrometer

The “Henry Higgins” spectrometer has been in place since experiment E802[A*90].
As with the global detectors, it has undergone some upgrades over time. By exper-
iment E866 nothing remained of the original front half of the apparatus, and the
back half of the apparatus had some significant modifications. Therefore, as with the
global detectors, only the detectors that were in place for the data presented in this

thesis will be described.

2.9.1 Henry Higgins Magnet

The magnet comes from the Cambridge Electron Accelerator Facility, and is dubbed
the “Henry Higgins” magnet after the character of that name. E802 found this name
compelling, and so the name was extended to describe the entire spectrometer.

The magnet is a dipole, of maximum field strength 1 T. For the data presented
in this thesis, it was run solely at a field strength of 2 kG. It is mounted 2.84 m from
the target on a platform that can rotate in the zz plane about the nominal target
position. The detectors of the spectrometer are also mounted on this platform. If we
use as a reference point the inner edge of the magnet’s aperture on the side towards
the beam, the platform can rotate from 14° to 44°.

The magnet is angled by 7.4° in the zz plane with respect to the axis of this
platform, and therefore with respect to the chambers that surround it. It has a
rectangular aperture 84 cm wide x 42 cm high x 240 cm deep.

The dominant component of the field points in the vertical direction. Using the
convention standard at the AGS, at the “A” polarity this field points down in the
negative y direction, and so bends positive particles away from the beam line. The
opposite polarity is termed the “B” polarity. When a signed field quantity is used,

the “A” polarity corresponds to a negative field.
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The magnet is surrounded by field clamps to create a sharp cutoff in the field.

Section 4.6 describes the level of success these clamps attain.

2.9.2 Time of Flight Wall

The Time of Flight (TOF) wall is designed to measure just that: the time of flight that
a particle takes in traveling from the target to the wall. This time is used for particle
identification purposes, since the velocity of a particle is uniquely determined by its
mass and momentum. Hence a knowledge of the distance of flight and momentum of
the particle (determined by the tracking) and the time of flight (determined by the
TOF wall) allows one to uniquely identify the particle.

Detector Description

The Time of Flight (TOF) wall, consists of a set of 78 cm x 1.6 cm x 1.6 cm plastic
scintillator slats, 160 in all, mounted with the long side along the vertical in an
approximate arc roughly 660 cm from the target. The arc has a radius of curvature
of 2.4 m, and so is designed to have as be centered at the midpoint of the magnet.
The slats are read out by phototubes mounted onto light guides that protrude at an
angle from the top and bottom faces of the slats. The slats are arranged into ten
straight-line panels of 16 slats each. These panels are mounted at an angle to one
another in the zz plane, the combined turn of which generates the arc. Figure 2.9.2
shows this geometry. Due to space restrictions at the boundary between the panels,
in each panel the slat furthest from the beam line is twice as wicde as the others.
The signal from each tube is read out in three places. One set of these signals is
discriminated on the floor, rediscriminated after traveling to the recording apparatus,
and fed into a high-resolution TDC, which has a channel by channel clock of approx-
imately 50 ps. Note that no facility exists in the hardware to measure this clock,
with implications to be discussed later. The discriminated signal is also sent into a
high-speed FERET system for use in the LVL2 trigger. This system also has a clock

of 50 ps. In addition, a set of the signals is sent into an ADC for charge measurement.
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Figure 2-3: TOF wall configuration. The position of the TOF wall in the SPEC
coordinate system. Each point represents the center of a slat. Note that the aspect
'ratio is 5:1 in Tepec : Zspec- The position of the points is after geometry adjustment.
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The numbering scheme of the TOF slats is opposite to that of the chambers, with
high-numbered slats closest to the beam line (at smallest z,p..). That the lowest-
numbered panel (containing slats 1-16) was not active for E866 or E917.

The TOF wall was reconditioned before the E917 run, with the coupling between
the phototubes and slats checked, and some tubes replaced with spares from the

lowest panel.

Detector Effects

The resolution of the TOF wall has degraded over time. For the data presented in
this thesis, it is no worse than 130 ps. The measurement of the times at the top and
bottom of the slat allows one to reconstruct the y position of the hit along the slat.
The resolution of this determination is approximately 1.5 cm.

For some unknown reason, the timing resolution of the TOF wall is significantly
better during the 6 and 8 A-GeV run period than during the high-energy run period
that immediately followed.

The readout chain is quite fragile, and this leads to degraded signals from some
of the slats. Given the importance of the TOF wall to the analysis, these slats are

cut from the analysis, as described in section 5.4.

2.9.3 The Gas Cerenkov Complex

The Gas Cerenkov Complex (GASC) is designed to extend the particle identification
capabilities of the spectrometer by using the presence of Cerenkov radiation to place
a threshold on the speed of the particle. |

It consists of 4 rows of 10 cells filled with Freon-12. These are equipped with a
spherical mirror and phototube to gather the light produced by Cerenkov radiation
in the Freon-12. The assembly of cells is surrounded by an aluminum tank, both to
keep the gas at 3 atm pressure and to isolate the cells from external influences. The
cells come in two sizes: those in the top and bottom rows are 23 cm x 28 cm x 72 cm

deep, while those in the middle two rows are 23 cm x 28 ¢cm x 101 cm deep.
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The GASC was turned off for the 1995 2 and 4 A-GeV run period, although it

was turned back on for the E£917 run. It is not used in this analysis.

2.9.4 The Back Counter

The Back Counter (BACK) is designed to be used in tandem with the GASC to
remove a number of undesirable effects. Because of the length of the GASC and
the thickness of its aluminum walls, there is a significant probability that a particle
will not pass completely through the radiating elements. The signal that the GASC
records in such a case will be modified. This modification can affect the use of the
GASC in a complicated way, and so the Back Counter is used to verify that a track
has passed completely through to the back of the GASC.

The BACK sits directly in back of the GASC. It consists of 64 vertical streamer
tubes. At the center of each tube is an anode wire, and along the outside of the
tube sits a line of 24 square copper pads 6 cm to a side. The tubes are filled with
an ionizing gas. The pads pick up the signal from ionization inside the tube, and so
produce a three-dimensional measurement of the point at which a charged particle
has passed.

The Back Counter showed numerous problems during the 1995 E866 run period,
and was turned off for the 2 and 4 A-GeV portion of the run. It remained off for the 6
and 8 A-GeV portion of the E917 run period, and was removed from the spectrometer
platform after the 8 A-GeV portion. It is therefore not present in this analysis, and
1s not used. Without a Back Counter, the analysis of the GASC, already difficult, is

made extremely problematic.

2.10 Tracking Chambers

There are five distinct sets of tracking chambers surrounding the magnet. These were
built at 4 institutions, and installed at various stages in the string of experiments.
The set of drift chambers T2-T4 were built by MIT, originally for E802. With some
replacements, these chambers survived through to the £917 run period. TRIMIT,

o7



used solely as a multiwire proportional chamber, was also built by MIT, as a hardware
project for my graduate studies. It served as a replacement for TR1, and was installed
for E917. T1, a drift chamber, was built by LLNL, and was installed for E866. The
TRFs, which are multiwire proportional chambers used as drift chambers, were built
by Columbia, and also installed for £866. TR1 and TR2, mutiwire proportional
chambers, were taken from the MPS experiment for use in E859. During the E917
run period, responsibility for the maintenance of all chamber systems fell to MIT.
For a complete list of the materials used, as they contribute to the total interaction

thickness of the spectrometer, I refer the reader to [Hei99].

2.10.1 Basic Principles

It is easiest to begin with the basic physical process on which drift and/or multiwire
proportional chambers are based. Consider a charged particle incident on a volume
of gas. If the gas has a low ionization threshold, the particle will lose energy in the
gas through ionization. If the gas is held at a potential, the charge separated by this
ionization will drift apart in a predictable way. One can then register a signal from
the passage of the charged particle through the volume of the gas by measuring the
charge collected on the systems that produce the potential.

Such a process would produce a very small signal were there no amplification.
However, if one uses wires to produce the potential, a large field gradient will be
introduced around these wires. If the wires are of a small enough diameter, and if the
potential at which the wires are held is high enough, the acceleration of the charge
in the gradient will be enough to cause further ionization in the gas surrounding the
wires. Hence the charge produced by the original ionization will cause a cascade of
charge around the wire, the signal from which will be at a measureable level.

One can easily manufacture an array of duplicate cells, each of which can be held
at a potential and has at its center a sensitive wire, the “sense” wire. If these cells are
isolated, such that the original ionization does not cross cell boundaries, the position
of the charged particle can be isolated to a given cell. Such an array of cells is called

a multiwire proportional chamber.

98



More information can be gleaned from the ionization process. It is possible to
shape the fields of a cell such that they are essentially uniform except in the immediate
vicinity of the wires. In such a field, due to the interactions of the charge with the
gas, the drift velocity of the charge will be uniform across a large fraction of the cell.
Hence, by measuring the time between the assumed passage of the ionizing particle
and the registering of the signal, one can measure the distance between the original
ionization point and the sense wire. An array of cells of this type is called a drift
chamber.

A signal in a cell does not isolate the position of the ionization center in the
direction along the sense wire. The signal therefore determines only two of the three
dimensions that describe the ionization point, to a resolution determined by the size
of the cell.

By placing a set of such detectors in an array, with varying orientations of the
sense wires, one can reconstruct the full trajectory of a particle. This is what is
known as a “projective” geometry. In our experiment, we use four orientations of
the sense wires: X, which measures along z,.., Y, which measures along yspgc, and
U and V, which measure along an axis at 30° from z,,., one in each direction. By
requiring a consistent set of hits in some fraction of these planes, we reconstruct the
track. Figure 2-4 shows this in action. Since the planes cannot be placed on top of
one another, and so sit at a different z,p., it is not possible to simply cross the lines
measured and obtain one space point, as the planes sit at different points along the
trajectory of the track. The figure is a bit of a simplification in that regard.

In a drift chamber the resolution of the measurement can be improved, but only to
within an additional ambiguity. By measuring the drift time, one measures only the
distance between the ionization center and the sense wire, not the direction of this
difference. Therefore the measurement isolates the ionization point only to within
a circle about the sense wire. Since the cells used in the drift chambers of this
experiment are wider than they are deep, this additional ambiguity is termed the

“Left-Right” ambiguity.
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Figure 2-4: A schematic of projective geometry. The two outer lines in each direction
are the lines of constant drift distance perpendicular to z,.., while the center line
shows the wire position. The figure assumes that the track is incident along Zspecy SO
that the different z position of the planes does not matter. Also, one of the wires is
assumed not to have fired.

2.10.2 T2-T4

Basic Design

T2-T4 are drift chambers in the fullest sense of the word. They consist of arrays of
rectangular cells, arranged into planes with four orientations perpendicular to Zgpec
These planes are grouped into “modules” of a common orientation, which are then
placed back-to-back to create a “chamber”. There are three of these chambers, termed
T2-T4, with T2 placed between the target and the magnet and T3 and T4 placed
behind the magnet. Each chamber has its own unique set of planes and modules, as
shown table 2.5.

While the construction details of these chambers have been described extensively
elsewhere [Col92, Cia94], and the chambers were completed before my time in the
experiment, some of these details will be repeated here, both because TRIMIT (sec-
tion 2.10.3) was designed along the same lines and because the contrast between their
design and that of the other chambers of the experiment led to many of the decisions
made in the reconstruction algorithms.

All fields in a given cell are generated by parallel wires. Figure 2-5 shows a

schematic of the cells. At the center of a cell is the “sense” wire, which consists of a
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Chamber | Planes | View | Orientation | Wires | Spacing (cm) | Stagger (cm)
1-2,9 | X 0° 40 0.635 0, 0.318, 0
T1 34,10 Y -90° 20 0.635 0, 0.318, 0
5-6 U -30° 40 0.635 0, 0.318
7-8 Vv 30° 40 0.635 0, 0.318
1-3 X 0° 28, 27, 27 14 0,0.7, 0.7
T2 4-6 Y -90° 13, 13, 14 14 0,0,0.7
7-9 U -30° 28 14 0,0.7, 0.7
10-12 | V 30° 28 1.4 0,0, 0.7
1-2 U -30° 36 3.22 0,0
3-5 X 0° 36 3.06 0, 0.075, 0
T3 6-8 Y -90° 36 1.40 0,0.7,0
9-10 \Y 30° 36 3.22 0,0
11-13 | X 0° 36 3.06 0, 0.075, 0
1-3 Y -90° 16 3.44 0, 0.075, 0
T4 4-5 U -30° 44 3.30 0,0
6-8 X 0° 40 3.50 0, 0.075 0
9-11 Y -90° 40 1.40 0, 0.7, 0.7
12-13 | V 30° 44 3.30 0,0

Table 2.5: Vital statistics of T1-T4. The orientation angle is defined in the SPEC
coordinate system such that 0° points in the positive y direction and -90° points in
the positive x direction. This is only an approximate number. The stagger listed is
with respect to the center of the cell.
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Figure 2-5: A schematic representation of cells in T2-T4. A module with three
planes is shown. The direction of duplication is along the horizontal, and the figure
portrays a cross-section in a plane perpendicular to the wire orientation. The relative
dimensions are different across the chambers, and the diameters of the wires are not
to scale.

30 pm diameter gold-plated tungsten wire held at a potential. On either side of the
sense wire, along the direction of duplication of the cells, sit the “field” wires. Each
field wire is 100 pm in diameter, and is made of a copper-beryllium alloy. The field
wires are held at a potential of opposite sign to that of the sense wire, and are shared
between neighboring cells within a plane. Offset by 7 mm along z,p. from the sense
wires are 14 “cathode” wires per cell, 7 on either side. The cathode wires are held
at varying voltages along the cell to shape the field. They are shared by adjacent
cells, both along z,p. within a module and along the direction of duplication within
a plane.

In a cell of a given module, the sense wires can be in one of two positions with
respect to the field wires. That is to say, the sense wires are “staggered”. This is done
to help resolve the left-right ambiguity noted previously. Besides the basic dimensions
of the cells in all of the chambers, table 2.5 lists the amount of this stagger. Note
that the U and V planes of T3 and T4 have no stagger.

The last plane of T3 is also strung with high-resistance wires, designed to allow
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for the determination of the ionization position along the wire. This can in principle
be done by recording the difference in pulse height at either end. The resolution
of this determination was found to be poor when this system was first installed for
E859, with the leading explanation the properties of the FASTBUS ADC'’s used for
readout. Accordingly, in £917 the readout was replaced by a set of CAMAC ADC'’s.
Problems in the signal cables were never resolved, so the detector is not used in this
thesis.

Despite the fact that a cell consists of 17 wires (14 cathode, 1 sense, and 2 field),
due to the sharing of the wires across cells not all voltages can be adjusted indepen-
dently. The cells in different modules have differing dimensions, and the stagger of the
sense wires is not common across all cells in a given module. The field configurations
will be different for cells of different stagger. For these reasons the potentials placed
on the wires are controlled to the maximal level possible, both by a multichannel
LeCroy high voltage crate, for most of the cathode and field wires, and for the other

wires by individual high-voltage modules to allow finer control and monitoring.

Constriiction

Partially because of this need for fine control, and partially for other reasons, the wires
in T2-T4 are strung in a somewhat unusual way. The method is modeled after one
first developed at SLAC. Instead of being wound as a group onto the chamber frame,
each wire is individually strung. Holes for each wire are drilled into a G10 frame.
There is one such frame per module. The wires are threaded through this frame, set
to a given tension (30 g for the sense wires, 100 g for the field and cathode wires), and
held at this tension by a spring and associated assembly as shown in [Cia94]. The
signal and high-voltage leads are soldered directly to a cap at the end of each wire.
The G10 frame is placed into an aluminum frame. The chambers are then sealed
with a ring of silicone rubber (GE 118 RTV), and the front faces covered by a 1 mil
aluminized mylar sheet. This sheet is glued to the aluminum with silver paint for
grounding, and so provides both electrical isolation and defines the gas volume of the

module.
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The design allows for the required control of the high voltage. It also minimizes
the effects of bend of the G10 frame on the tension of the wires. The wires place
a rather strong pressure on the frame that holds them, causing the frame to deflect
inwards. This bend is a constant problem in the production of chambers through the
winding methad, and can lead to cracked leads at the most extreme and a reduced
ability to hold voltage at the least extreme. Since the tension in the MIT method is
set wire by wire, the bend can be caught and corrected for as the chamber is strung.
For this reason, we string the chambers from the outside edges towards the middle.

The gas used in T2-T4 is 50-50 Argon-Ethane, which has a saturated drift velocity
of 50 um/ns, and is available in pre-mixed bottles. It fiows through a bubbler, con-
taining research-grade ethanol chilled to 0° C, to increase the lifetime of the chambers.
The modules of T3 and T4 are isolated individually by the mylar windows. Therefore
the flow of the gas to these chambers is controlled on a module by module basis by pin
valves placed between the alcohol bubbler and the chambers. The gas output from
the modules is controlled and monitored using silicone-oil bubblers. T2 is isolated by
windows into two sets of modules, one set of the X and Y modules and other set of the
U and V. Therefore the control of the flow of gas to this chamber is split among these
two sets. Unfortunately, the AGS in winter is not the most friendly environment for
gas systems, with crastic variations in temperature and pressure the norm.

The electronic readout of these chambers is discussed in [Col92]. Of greatest note
here is that the combination of readout characteristics and cell configuration allows for
a two-hit separation at Z mm. Therefore the effective segmentation of the chambers
is quite a bit higher than it might appear at first glance.

The precision attained by these chambers is ~ 150 um, although the accuracy of
the knowledge of their positioning limits this somewhat.

I refer the reader to [Col92, Cia94] for further details.

Detector Effects

The method does have a few problems. The first is that the accuracy of the wire

placement is completely determined by the accuracy of the machining of the holes.
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The effect of this is illustrated at its most extreme by the U and V planes in T2. In
these two planes, a line of holes was missed in the machining of the frames [Cia94].
The error was not discovered until the chambers were fully strung and in place on the
spectrometer platform, and leads to a dependence of the wire orientation on the wire
number along the chamber. Obviously, this causes a host of problems in the tracking
software. On a less extreme level, for all of the chambers the position of the wires, as
seen by the tracking code, is adjusted on a wire by wire basis. See section 3.3.3 for
more details.

The second problem is related to the method’s strength. Since the high voltage
leads must be individually soldered to the end of each wire, there is a natural limit
to the segmentation that the process allows. As the segmentation becomes finer, the
isolation of the high voltage between neighboring wires becomes increasingly more
difficult, with the end result that arcs between adjacent leads become more probable.
This problem was cspecially noticeable on the highly segmented T4.5Y module, and
led us to run this chamber at a slightly decreased voltage during the 1995 low energy
run.

During the calibration phase of the chambers for the 1995 data set, it was discov-
ered that a large fraction (approximately 50% in the worst cases) of hits on T1 and T2
had unphysical times. That is to say, the time recorded would map to a distance much
larger than the size of a cell. The rate of such unphysical hits was uniform with time
within a given run. The number of unphysical hits in an event showed no correlation
to the number of hits with physical timing, or to the ratio GoodT'1/ (GoodT3 + T4),
where “Good TX” is the number of hits with physical times on chamber X. The same
held true for T2. Therefore it was assumed that the hits were due to problems in the
TDC electronics. One possible explanation is that for some channels the TDC was
not being cleared properly between events, so that the hits of the previous event were
being duplicated, with the recorded times shifted by the difference in time between
the events. However, this was never completely proven.

The event sample in which this effect was found was not cut on FOLLOW (sec-

tion 2.11.1), and so included events in which two beam particles hit the target within
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the timing windows of the electronics. However, the lack of such hits on T3 and T4
in the same events rules this out as a full explanation.

Such hits are rejected from all analysis. The level of hits with unphysical times in
the 1996 data set is lower, ~ 5%, and follows the rate of both FOLLOW'’s and such
hits on T3 and T4. We cut events with the FOLLOW bit set in the analysis.

In the commissioning phase of the £917 run, the controller board for the FAST-
BUS crate that contains the TDC's for T1, T2, and the TRF's (see section 2.12) failed

completely, and was replaced.

2.10.3 TRI1IMIT

TRIMIT was built for E917 as a replacement for TR1, described below. It’s con-
struction was a hardware project in the course of my graduate studies. Since TR1
was not designed specifically for the experiment, but was recycled from the MPS, its
acceptance was mismatched to those of the the other chambers behind the magnet. It
was originally thought that TR1 could be placed between the magnet and T3, where
its acceptance would be better matched, but the frame would not fit in the space
available. Therefore with the simple replacement of a single plane a dramatic effect

could be made on the total acceptance of the spectrometer.

Basic Design

TRIMIT was designed along the lines of T2-T4 and strung in the same way. However,
its design requirements were somewhat different. It needed to act as a multiwire
proportional chamber, rather than as a drift chamber, needed to be read out through
the existing LVL2 electronics, and required a relatively high segmentation.

It consists of a single plane of 192 square cells, each of which is 0.66 cm to a
side, as shown in figure 2-6. The wires are aligned along the vertical, so that the
cells are duplicated along z,p... The active area along yspec is 54 cm. This is also
approximately the distance over which the wires are under tension. The chamber is

placed at a distance of 445 cm from the target, near the previous position of TR1.
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Figure 2-6: A schematic representation of cells in TRIMIT. The direction of dupli-
cation is along the horizontal, and the figure shows a cross-section in a plane per-
pendicular to the wire orientation. The relative dimensions are different across the

chambers, and that the diameters of the wires are not to scale.
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At the center of each cell is a sense wire, of the same type as those of T2-T4. On
either side of this sense wire is a field wire, for isolation. There are 6 cathode wires
per cell, three on either side along z,5... The field wires and the cathode wires parallel
to them are shared across neighboring cells. As with T2-T4, there are windows of
aluminized mylar, placed at a distance of 2.14 cm from the center of the main plane.
At each end of the plane sit an extra set of ground wires to terminate the field.

While the design allowed for some individual control over the tield and cathode
wires, during the experiment all were held at the same voltage. The detailed shape
of the field configurations matter far less for TRIMIT than for T2-T4, since the drift
time is not read out, and so such an extra level of control was not necessary. The

sense wires were run at a separate voltage.

Detector Effects

One problem did show itself during the run. As described in section 2.11.3, the LVL2
system required the readout to be made through a LeCroy 2735 PCOS Prearmnpli-
fier/Discriminator card. This card has an amplification factor of approximately 3 less
than the MIT preamplifiers. Therefore, to obtain a good efficiency we needed to run
the chamber at a very high voltage, corresponding to a field strength of 3550 V/cm.
This led to some sparking problems. |

We also decreased the level of the threshold on the PCOS card from 10 V to 4
V. From E859 onwards, the thresholds had been placed at their maximum on TR1
and TR2, since it was observed that the noise levels on these chambers were quite
large. In the design of TRIMIT a few simple shielding efforts were made, and close
attention paid to the grounding of the chamber. The net effect of this was to decrease
the noise level so that a decrease in the threshold level was allowed.

The final efficiency of the chamber was relatively high, greater than 95%.

TRIMIT used the same gas system as T2-T4.
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2.104 T1

The T1 that was in place for E802 and E859 showed rather poor performance. There-
fore a replacement was built for £866. This replacement is of a somewhat simpler
design than T2-T4, but has a higher segmentation. It is strung in a winding machine,
and has 0.25 mil aluminum foils rather than wires as the cathode planes. The sense
wires are 30 pm diameter Tungsten. Like T2-T4 it has field wires for isolation be-
tween the cells. The field wires are 75 diameter Tungsten. The lack of fine-grained
voltage control leads to a slightly higher nonlinearity in the mapping of drift time
to distance than that seen in T2-T4. However, the level of this nonlinearity is easily
corrected for by the calibration procedure developed for the other chambers.

The electronics for this chamber are mostly separate from those of T2-T4, and
their design, combined with the size of an individual cell, preclude any double hit
capability in this chamber.

T1 used the same gas system as T2-T4.

2.10.5 TRF's

The TRFs were designed and built at Columbia for installation into E866. The
original design criteria for these chambers was dramatically different than that for
T2-T4: they were to serve as multiwire proportional chambers of high segmentation.

They were needed to aid in pattern recognition in the high multiplicity envi-
ronment produced by the Au beam. However, they were instrumented with timing

readout, and subsequently evolved to be used as drift chambers.

Basic Design

The TRFs consist of eight highly segmented planes divided between two modules,
each of which has one plane each of a given view. They were wound in a winding
machine, use foils for the cathode plane, and do not have field wires. The separation
between the planes of a given chamber along z,pe. is 4 mm. For the run periods of

this thesis, TRF1 sits between T1 and the target and TRF2 sits between T2 and
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Chamber | Plane | View | Orientation | Wires | Spacing
TRF1 1 X 0° 128 | 2.0 mm
2 \Y 30° 144 | 2.0 mm

3 Y -90° 64 | 2.0 mm

4 U -30° 144 | 2.0 mm

TREF2 1 X 0° 160 | 2.4 mm
2 \% 30° 192 | 24 mm

3 Y -90° 96 2.4 mm

4 U -30° 192 | 2.4 mm

Table 2.6: Vital statistics of the TRFs. The orientation angle is defined in the SPEC
coordinate system such that 0° points in the positive y direction and -90° points in
the positive x direction

the magnet. I refer the reader to [Wan96] for greater detail on the construction of
these chambers. Note that the relative position of T2 and TRF?2 was different for the

running period of that thesis.

Detector Effects

The lack of field wires leads to a somewhat complicated analysis procedure, due to
the lack of isolation between neighboring cells. In addition, the geometry of the cells,
combined with a lack of fine control over the voltages, causes a strongly nonlinear
association between drift time and drift distance. This nonlinearity must be calibrated
away if the chambers are to be used as drift chambers. The analysis procedure used
to do this is described in section 3.3.2.

The resolution attained from this procedure varies slightly from chamber to cham-
ber, and run condition to run condition, but is never more than 300 zm. The non-
linearity seems to be a strong function of time, so that the calibration is done on a
very fine scale. In addition, in 1995 it showed some odd dependencies.

There is no simple mechanism to resolve the left-right ambiguity in these chambers.
However, in special cases, the deficiency in isolation between neighboring cells is used
as an advantage help in the resolution of the ambiguity.

The electronic readout of these chambers is an interesting design: in order to save

on electronics cost, the signals from four wires are combined into one signal, with the
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signals separated by a 100 ns on-board delay. In order to make this separation, the
signals are required to fall within a 80 ns gate. This gate is tight, given the drift
times in the chambers and the time taken by slow particles to reach the chambers
from the target. Also, due to the timing needs of the readout, the electronics must
be triggered directly on a LVLO signal. This means that one must be very careful to
time the electronics correctly in order to obtain useable results.

Due to the geometry of the cells, the signals from the chambers are quite small.
Therefore the thresholds for discrimination must be carefully tuned so as to remain
sensitive to all signals but not to introduce noise. The electronics latch on for 80 ns
after a hit is detected, and so are completely insensitive to the time of any subsequent
hit. Therefore, any noise early in the gate will cause the timing information of a real
hit to be lost. For reasons discussed below, in order to increase the sensitivity to low
pulse heights we decreased the threshold from 5 V to 3.5 V for the E917 run. While
this change did increase the noise level, it was not observed to negatively impact the
efficiency for detection.

The gas used in the TRF's is Argon-Isobutane, of a mix that varied from 60-40
to 80-20 across the runs. These gases must be mixed by the gas system before being
introduced into the chambers. The mixture is bubbled through a chilled bubbler
containing dimethoxymethane. The mixing, combined with some instabilities in the
system, makes the gas system of the TRFs difficult to control.

During the 1995 E'866 run period, some combination of these effects and a rather
low voltage setting caused the chambers to be highly inefficient, with the inefficien-
cies on one of the chambers reaching the 25% level. To account for these effects,
substantial modifications were necessary to the tracking algorithm. This inefficiency
was discovered during the commisioning period of the £917 run, and was fixed by a
combination of increasing the voltages on the chambers, decreasing the thresholds of
the electronics, and monitoring the gas system intently. See section 4.4 for further

details.
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2.10.6 Trigger Chambers

The trigger chambers TR1 and TR2 were recycled from the MPS experiment[E*83,
EKB80, Etk79] for use in E859. No attempt was made to use these for their original
purpose, as drift chambers. They were instead used as multiwire proportional cham-
bers, both for the LVL2 trigger and to aid pattern recognition behind the magnet.
TR1 was only used in 1995, but TR2 was used in both run period periods.

The sense wires are vertical, with inter-wire spacing of 0.25 in and diameter 1 mil.
The cathode and field wires are 3 mil stainless steel. The cells are 0.25 in deep. TR1
has 160 cells, and is placed at 442 cm from the target. TR2 has 256 cells, and sits at
Zspec = 509 cm. The chamber gas used is 70-30 Argon-Isobutane, bubbled through a

dimethoxymethane bubbler.

2.11 Triggering

The signals from all of the detectors must be collected and recorded for later analysis.
At most 4% of the possible events are of interest, and in many cases far fewer. Since
the rate at which data can be recorded is lower than the rate of events that occurs,
a fast selection mechanism must be produced to select only those events that are of
interest. This selection method is termed “triggering”.

There are three “levels” of triggers in the experiment, numbered 0-2 in increasing
level of selectivity. These add to the experiment’s lexicon of four-letter words the
terms LVLO, LVL1, and LVL2. Associated with each event in the data stream are
three “trigger words”, with trigger word 2 corresponding roughly to LVLO, trigger
word 1 directly to LVL1, and trigger word 3 to LVL2. These trigger words are simple
integers, which have a bit set to true if a given trigger is satisfied.

Before launching into the discussion of the various trigger systems, one term will be
defined, the “scaledown”. It is desirable to have a sample of triggers that is unbiased,
but also that has been winnowed so as not to dominate the data stream. Therefore
in this experiment there are a set of places where a trigger is “scaled-down”. This

means that a count is kept of triggers that have been set true, and only one out of
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every N trigger in a series is kept. The number N is referred to as the “scaledown”.
This is only the simplest method of scaling down triggers: one could, in principle,
randomize the sample from which one chooses the triggers, so that on average only
one out of every N triggers is chosen. This method is used in other experiments, but is
not used here. The reason for such a complicated method is that a bias can be placed
on the sample, if the counting is begun at a fixed place for every run through the
possible triggers. To correct for such a bias would require a knowledge of the initial
parameters of the count. This knowledge does not exist for the set of scaledowns used
in this experiment, and so any possible bias is ignored. That is to say, we assume
always that the mean number of real triggers, given a scaledown N and measured
number of triggers X, is simply NX. The above biases could place the actual mean
anywhere between NX — N/2 and NX + N/2, exclusively.

2.11.1 LVLO

The LVLO trigger is the Ur-signal of the experiment. It serves as the basis for the
later triggers, and is used in various detector systems as the signal tc begin digitizing.

There are two types of triggers that can form a LVLO, the BEAM and the INT.
On a logic level, the BEAM is defined from a coincidence of signals from the BTOT
and the HOLE counter as:

BEAM = PRE A BTOT; A BTOT; A HOLE (2.1)

where logic notation is used, so that HOLE means that the signal from the HOLE
counter is below a given threshold, and A means that both signals must be present.
The PRE in equation 2.1 refers to one of the two signals that are used to reject
pileup. The first, PRE, is set true for a fixed time after a valid BEAM trigger, and
therefore signals that a beam particle has “PREceded” the given trigger within the
gate. Triggers with PRE set are therefore immediately cut from the data stream. The
gate used in £866 was 500 ns, while for the £917 run it was reduced to 300 ns. In
addition, if a valid BEAM trigger is followed by a possible trigger rejected only due
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to PRE, the trigger is recorded, but has a special bit, the FOLLOW bit, set in trigger
word 2 for rejection offline. Note that there is a window, of O(10 ns), around every
BEAM trigger during which it is impossible to set the PRE or FOLLOW. Therefore
if two BEAM triggers occur at a time difference smaller than this, neither will be cut.
During the low energy runs, the fraction of events taken for which FOLLOW was set
ranged from ~ 5 — 10%, depending on the year and the rate of beam particles.

As discussed in section 2.6.1, the rate of BEAM triggers is far too high for the

apparatus to handle. Therefore, the INT trigger is formed for later use:
INT = BEAM A BE (2.2)

where BE refers to the analog sum of the eight phototubes of the Bull’s Eye. For
LVLO, the BEAM triggers are scaled down to form the BEAM/n triggers, while the
INT triggers are passed through unmodified.

For a portion of the beginning of the 6 A- GeV run, a further scaledown on the
INT triggers was placed immediately before the data aquisition system, and so was
reflected in trigger word 2. For a while, there was concern that this INT scaledown
had been placed at the same point in the chain as the BEAM scaledown, which would
have caused a loss of events. Various ratios of triggers effectively ruled out such a
concern.

The final trigger, the LVLO, is used as the effective start signal for digitization
of many of the electronics. This digitization takes some time, during which the
experiment is effectively “dead” to incoming signals. Therefore it is desirable to have
a trigger that is only true when the experiment can effectively digitize. The signal that
the experiment is dead in this way is generated by the Trigger Supervisor, described

below, and is termed TSBUSY. Therefore, the final definition for the LVLO trigger is:
LVLO = (BEAM/n Vv INT) A TSBUSY (2.3)

where, following logic notation, V denotes an OR.
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2.11.2 LVL1

While the INT trigger of the LVLO system provides some restrictions on the possible
set of events to be recorded, it is of interest to create a mor<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>