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Abstract

Systems engineering exists as a discipline to enable organizations to control and manage the
development of complex hardware and software. These methods are particularly essential in the
development of space systems, which feature extremely challenging demands for engineering
performance, coupled with extremely limited resources for accomplishing them. Success requires
careful attention to the relationships between various components as well as the organizations
constructing them. Unfortunately, aerospace organizations routinely struggle with the traditional
systems engineering process, and as a result, program managers experience pressure to conclude,
curtail or ignore critical elements. The consequence is that cost overruns, slipped schedules and
outright failures are a regular feature of the industry.

Recent advances in Model-Based Systems Engineering {MBSE) tools and methods provide an
opportunity to rectify these issues by better integrating systems engineering capabilities into the
engineering development process. By directly networking the engineering models used in the
development process to each other and the systems diagrams which describe them, MBSE has the
potential to make the development process more responsive to design evolutions and account for
changes across the entire space system. In this way, systems engineering could become a more
integrated part of the development process and better contribute to successful space systems.
Unfortunately, current-generation MBSE tools and methods have yet to fully realize this potential.
Critical capability gaps have deterred adoption and relegated their use to academic endeavors.

This thesis argues that many of the difficulties encountered in current systems engineering
practice — as well as attempts to reform that practice — can be explained with reference to distributed
cognition, control theory and the wider field of cognitive systems engineering. Existing tools and
techniques, while nominally fulfilling the purposes assigned to them, generally fail to adequately
support systems engineers in the cognitive tasks associated with the control and management of
development processes. As a result, systems engineers are frequently overburdened in their roles and



are unable to fully address the myriad of concerns relevant to the design of good system solutions. A
cognitive analysis of the software and hardware devices situated in practical instantiations of
development activities can reveal opportunities to improve performance and enhance effectiveness.
Such changes would make systems engineering tools easier to use and better tailored to the needs of
the system engineering task, encouraging adoption and accomplishing the goals of the MBSE
community.

A cognitively-informed MBSE approach, in addition to better linking the elements of the
engineering effort, can also be used to link the engineering effort to the higher-level needs which drive
the engineering process in the first place. One of the biggest challenges any engineering organization
faces is managing the “how,” “why,” and “what” of system development, that is, the engineering logic
which determines “how” a given program or system will be built and the business, political or policy
logic which determines “why” and “what” system will come into being. Often, these latter concerns are
poorly addressed by the space system development process, which can lead to sub-optimal outcomes
for the wider organizations involved in the engineering project. Methods which better systematize,
quantify and direct the process of stakeholder analysis, concept generation and architecture exploration
can aid in the selection of system architectures that better meet the strategic objectives of the
organizations which develop and operate space systems. Such methods are demonstrated with respect
to an evaluation of possible architectures for a notional large, ultraviolet-visible-near-infrared {UV-VIS-
NIR) optical space telescope to succeed Hubble in the late 2020s to early 2030s timeframe.

This research draws on MBSE concepts and the legacy of tradespace modeling for system design
to extend tradespace modeling to the realm of architectural exploration. Its particular interest is the
quantitative treatment of “programmatic factors”: the business, policy and political considerations
which govern high-level decision-making. Through modeling, these considerations can be directly
associated with engineering performance factors, enabling better selection decisions and reinforcing
linkages and understanding between the engineering and management levels within an organization.
It is intended to leverage existing work in stakeholder modeling, real options, strategic evolution and
tradespace exploration to bridge existing divisions between systems engineering and programmatic
decision-making processes which can lead to poorly optimized architectures. It is geared towards
systems engineers and program managers seeking to account for organizational and higher-level
stakeholder needs during the tradespace exploration process and more efficiently and practically
integrate these decision frameworks in real-world engineering environments.

Thesis Supervisor: Brian N. London
Title: Senior Member of the Technical Staff, Systems Engineering & Analysis,
The Charles Stark Draper Laboratory
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1. Introduction

1.1. Problem/Motivation

The past several centuries have borne witness to the growing complexity and interconnectivity of
our society and the artifacts which sustain it. From economics to politics to war, the socio-technical
systems which govern our world have grown more sweeping in their reach and more consequential in
their grasp. The design and construction of these complex, interlocking and interrelated systems is a
necessarily difficult task. The field of systems engineering represents the technical world’s attempt to

provide discipline to one aspect of this multidimensional problem.*

One of the fundamental challenges of systems engineering lies in the fact that successful system
development requires the parallel application of a variety of disciplines and skill sets, but the
development process itself must nonetheless remain highly sequential. Determining how to balance the
need for feedback, communication and iteration against the need to proceed towards the development
process’ ultimate conclusion (a product) is a major challenge in any engineering effort.” In actual
practice, implementation of systems engineering technigues varies considerably across organizations
and types of systems under development. Unfortunately, this variety conceals the fact that across most
of these same organizations and systems, the system development process remains woefully

inadequate and prone to failure.

This thesis is not a thesis about failure in complex systems. It is, however, a thesis motivated by
those failures. Failure is a complex problem with many causes and contributing elements; it can be
reduced, however, to a simple statement: “the system did not perform as intended.”® Occasionally,
failure refers to the colloquial variety: spectacular failures like the economic crash of 2009 and the

power blackout of 2003, or heartrending tragedies such as Challenger and Columbia. More often,

! Otivier L. de Weck and Reinhard Haberfellner, Systems Engineering: Principles, Methods and Tools for System
Design and Management, First Edition (Draft}, 2006.

2 “Often the essence of systems engineering is to handle the ‘chicken and egg’ dilemma, to design the system so it
meets the criteria while simultaneously selecting the criteria that are really appropriate...an approximation of the
final objectives, usually achieved through considerable trial and error, is the systems engineer’s first task.” Richard
C. Booton and Simon Ramo, “The Development of Systems Engineering,” Aerospace and Electronic Systems, IEEE
Transactions on, no. 4 (1984): 306-10.

* Michael D. Griffin, “How Do We Fix System Engineering?,” in 61st Annual International Congress, Prague, Czech
Republic, vol. 27, 2010,
https://info.aiaa.org/tac/ETMG/CASE/Shared%20Documents/CASE%202012/Planning%20Documents/How%20Do
%20We%20Fix%20System%20Engineering.pdf.
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however, it refers to the more mundane sort: systems which don’t quite live up to expectations or which
cost more and take longer to develop than expected. The Big Dig in Boston and the F-35 Joint Strike

Fighter (JSF) procurement process are just two of a long line of examples in this category.*

In a presentation to the 61% International Astronautical Congress in Prague, former NASA
Administrator Michael D. Griffin made the following observation about failure in complex systems:

“What is of interest in many of the highly public failures which have occurred in large scale systems over the years are

not those instances in which something known to have been needed was simply omitted, or those in which a piece-

part simply fails. While significant, such cases are relatively easy to understand and correct. What is of interest are

those cases, all too many, in which everything thought to be necessary to success was done and yet, in the end, the

system did not perform as intended; in a word, it failed. It is these cases that should cause the system engineering
community to ask whether something is missing, whether the discipline remains incomplete in ways that are

substantive and meaningful rather than mere matters of detail.”

The engineering of technical systems requires decision-making under conditions of uncertainty and
under the pressure of limited resources.® Compromise, too, is a fundamental element of the
engineering process. Engineers must balance designs between mutually exclusive performance
expectations and competing demands on available resources. As a result of these tradeoffs, no strictly
optimal solution is available for most systems. Of necessity, then, engineers must satisfice —find
solutions that are “good enough” to meet the stated need without being distracted by a fruitless quest
for optimality.” Systems engineering practices are intended to ensure that the selected design is
implemented the way its planners envisioned — avoiding component failures and errors of omission.
Beyond that role, however, systems engineering is also intended to assist engineers in finding an
appropriately balanced system design in the first place. When design efforts generate products which
are spiral out of the control of their creators, blowing budgets and schedules, and deviating substantially
from the original concept — errors of commission - the design effort also has failed in a meaningful way.
This is the kind of failure Griffin highlighted. In practice, systems engineering has been dramatically

superior in the former role than in the latter.

* The Big Dig is a particular example of an innovative system which evolved substantially over the course of its
multi-decade development and construction process — not always at the direction of its designers. For further
discussion, see Olivier L. de Weck, Daniel Roos, and Christopher L. Magee, Engineering Systems: Meeting Human
Needs in a Complex Technological World (Cambridge, Mass: MIT Press, 2012).

3 Griffin, “"How Do We Fix System Engineering?”.

% Alvin M. Weinberg, “Science and Trans-Science,” Minerva 10, no. 2 (1972): 209-22.

7 Herbert A Simon, The Sciences of the Artificial (Cambridge, Mass.: MIT Press, 1996),
http://search.ebscohost.com/login.aspx?direct=true&scope=site&db=nlebk&db=nlabk&AN=49230.
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For the purposes of this thesis, Systems Engineering will be defined as those processes and
disciplines which enable the control and management of complex systems development efforts.
“Control” here refers to the ability of engineers and organizations to direct the design and development
effort along avenues which lead to the realization of a system which meets the original concept or
envisioned need. “Management,” on the other hand, refers to the ability of organizations to coordinate

the distributed network of people and technology required to actually build the specified system.

These two facets of the process are related but refer to subtly different challenges to the overall
design effort. Control of the development process allows organizations to balance available resources
against stated needs and identify designs which represent an appropriate balance or trade between
different considerations relevant to the organization. This facet is most closely related to and occurs
during the early phases of the development effort: concept generation, architecture selection and
tradespace exploration. Management of the development process allows for the practical distribution
of effort across various subunits of the engineering organization. These subunits may be geographically
distributed as well as intellectually distributed into various subsystem disciplines. “Management” thus
includes coordination of these smaller-scale design efforts, interface management, quality control and

communication across the organization.

Although systems engineering has matured as a discipline, the technical systems the discipline is
intended to control have also grown more complex and challenging to develop. Particularly where the
system in question utilizes new technologies or represents a novel application of existing concepts,
designers’ ability to control their project systems may erode in the face of the competing demands
associated with managing the practical aspects of its development. An all-too-common result is a
weakening of coordination and integration. In the worst cases, this ends with the devolution of the
originally integrated, multidisciplinary development team into atomized groups of specialists working
largely separately towards the same goal. Assembling the work efforts of these “stovepipes” into a

holistic product often requires expensive rework and redesign.®

The faregoing class of challenges to the system design and engineering process is not new; exampies
of this type have plagued development efforts since at least the Second World War. Much of the

evolution of systems engineering processes has been driven by responses to such challenges. In the

® Brian London, “A Model-Based Systems Engineering Framewaork for Concept Development” (Massachusetts
Institute of Technology, 2012), http://dspace.mit.edu/handle/1721.1/70822.
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modern era, however, it is becoming increasingly clear that “the addition of more, and more detailed,
process... is likely not the right answer.”’ In the words of Dr. Robert Frosch, another former NASA
Administrator:
| believe that the fundamental difficulty is that we have all become so entranced with technique that we
think entirely in terms of procedures, systems, milestone charts, PERT diagrams, reliability systems,
configuration management, maintainability groups and the other minor paper tools of the "systems

engineer” and manager. We have forgotten that someone must be in control and must exercise personal
management, knowledge and understanding to create a system. As a result, we have developments that

follow all of the rules, but fail.”1°

Can systems engineering be reformed in ways which enable system designers to exercise greater

control over the development process? This thesis seeks to identify such opportunities.

1.2. Research Objectives

The primary research objective of this thesis is to examine the structure, organization and behavior
of systems engineering development processes from a cognitive perspective and propose reforms which
may better facilitate engineers’ control of system design efforts. Better control of the design effort will
reduce tendencies towards fragmentation in development teams and corresponding errors of omission
and integration which may result. Additionally, simplification of the cognitive task of design engineering
will make it easier for design teams to incorporate academic/research advances in design exploration
techniques which have hitherto been underutilized in real-world settings. This thesis explores several
potential implementations of such techniques in the context of large-scale space system development.

The core questions this thesis investigates can be summarized as follows:

e Can a cognitive analysis of system development processes provide novel insights into the
challenges facing the discipline of systems engineering?

e What opportunities exist to harness these insights to enhance engineers’ ability to control and
simplify the development process?

e Can these opportunities be meaningfully executed? What changes to existing capabilities are
necessary to implement such an execution in a practical setting?

e How does this execution fit into the larger context of model-based reform of systems

engineering methodologies?

? Griffin, “How Do We Fix Sy‘stem Engineering?”.
10 “NASA - From the Archive: Robert Frosch on Systems Engineering,” accessed February 27, 2014,
http://www.nasa.gov/ofﬁces/oce/appel/ask-academy/issues/volume1/AA_1-5_F_frosch_prt.htm.
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e What new opportunities for more holistic development arise from a better-integrated, less
cognitively taxing engineering development process? How might this vision be implemented in

the context of the development of a new large-scale NASA project effort?

1.3. Approach and Research Overview (Why Space?)

This thesis focuses its exploration of systems engineering methods and reforms on the space
systems development sector. This choice reflects not only aerospace’s unique role in the development
of systems engineering as a discipline, but also its particular properties as an engineering field which
make it valuable as a case study for development efforts in other sectors. Space system development
projects feature complex systems with extremely challenging demands for engineering performance
coupled to extremely limited resources for accomplishing them. The extreme environment and high
cost of launch necessitates tight engineering margins and careful attention to both the high-level and
detailed attributes of system designs. As a further complication, the majority of space systems under
development utilize a distributed network of engineering teams, contractors and subcontractors to
design, construct and test various assemblies and subassemblies of the system. Consequently, any
errors in the development process are magnified and very visible in the ultimate outcome of the

program.

An additional advantage in examining space systems development from a case study perspective is
the availability of documentation and historical information. A major challenge in systems engineering
research lies in the fact that most data related to development efforts are proprietary to corporations or
restricted by governments. The resulting atomization of the discipline limits the ability of engineers to
learn from past mistakes and experiences in other organizations and projects. NASA’s extensive and
largely public records related to major development efforts such as the Apollo, Shuttle and Hubble
Space Telescope programs {(among others) are thus an invaluable resource for base-lining analysis of

development initiatives.

1.4. Thesis Contents

In order to address the questions raised by this thesis, the work must examine the problem, identify
possible solutions and explore their implications. This thesis is accordingly organized into four primary
chapters: a literature review chapter and three content chapters, each devoted to one of these themes.
Chapter 2, the literature review chapter, begins with a review of traditional systems engineering

processes, outlining several classical conceptions of the project cycle. It emphasizes the multi-tiered
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nature of the development lifecycle, with the overarching development process organized into a variety
of parallel aspects or development tracks. These tracks include a variety of design considerations and
facets, but the most important for engineered systems are the technical models used in system
development. After examining traditional technical models in some depth, the chapter then reviews a
variety of academic research which offers opportunities to enhance the depth and quality of analysis
used in systems development decision-making. Unfortunately, many of these conceptual advances have
yet to be regularly adopted within the aerospace development community, resulting in deficiencies in
how space systems are developed. In particular, the early phases of the development process -
stakeholder analysis, concept definition and architecture enumeration/selection — are often given

superficial treatment in favor of the later design engineering phases.

Chapter 3, Examining the Problem, analyzes systems engineering in the context of aerospace to
evaluate the degree to which gaps in the systems engineering process actually result in poor
development outcomes in real world project environments. Focusing on NASA development situations,
the chapter identifies a major weakness in the development process in the concept formulation and
early implementation phases of the project lifecycle. This point in the development process includes
much of the design maturation and cost-commitment aspects of the lifecycle and is the origin of many
cost and schedule overruns. The chapter theorizes that the development effort, when faced with an
extremely complex and resource-intensive task, has a tendency to break down at points of extreme
dynamic lifecycle stress. These breakdowns lead to a loss of integration in the different aspects of the
development effort, necessitating expensive rework in the later phases of the construction and
implementation process. This same set of challenges may also explain why academic research advances
have been poorly incorporated into real world engineering efforts — systems engineers are
overwhelmed by the task before them already, and are unable to add additional facets to their work

product.

Chapter 4, identifying a Solution, expands on the conclusions reached in Chapter 3 by reframing the
problems of design management and control in cognitive terms. The chapter identifies the
development process as a system in its own right, with a distributed structure which shares cognitive
tasks between engineers, technical software and the physical tools used in the design process. It then
proposes a control theory model for analyzing these cognitive relationships and identifying

opportunities for reform of human-machine development systems.
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With a theoretical foundation established, this reform effort is then placed in the context of existing
Model-Based Systems Engineering (MBSE) frameworks — in particular, the Systems Modeling Language
{SysML) and Unified Modeling Language (UML) standards efforts — which represent a major locus of
systems engineering process modernization in the current era. The chapter argues that existing
software has focused too heavily on the artifacts of the development process and insufficiently on the
control loops which enable those artifacts to be created and modified. The result is that existing MBSE
tools are more effective at generating documentation that they are at aiding in the actual process of
design and systems engineering. This has limited their utility as well as their adoption in real-world
engineering environments. Using the distributed cognition and control theory approach modelled at the
beginning of the chapter, a more cognitively effective approach is advocated for to mitigate these

concerns.

The revised formulation of MBSE described in Chapter 4 has the direct effect of enhancing existing
processes and making them more effective. However, this reduction in cognitive burden also enables
more sophisticated work in areas of the development process which are currently underexploited — the
very concerns highlighted in Chapter 2. Chapter 5 — Exploring the Implications — argues that with a more
tightly integrated development team, it becomes possible to incorporate a deeper and more refined
exploration of high-level design considerations even as detailed exploration of product solutions begins
to take place. MBSE can increase the parallelization of early-stage development engineering, allowing
exploration of multiple concepts simultaneously, extended risk reduction activities, feasibility and

flexibility analyses.

The better integration afforded by a revised MBSE approach also permits the engineering effort to
be better aligned to high level policy, business and strategic considerations relevant to the developing
organization. Stakeholder analysis, concept definition and architecture enumeration include socio-
political and business components which are not captured in most existing technical development
models. In reality, most architectural-ievel engineering decisions are not based on engineering
considerations, but represent a balance of other needs within an organization. Explicit modeling of
high-level program dynamics within the engineering architecture exploration activity can lead to more
robust decision-making and guide strategic planning of development activities. This unified vision of
technical development is applied to a case study simulating the development of NASA next great space

observatory, a 16 meter (mirror diameter) class Hubble Telescope replacement.
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Chapter 6 offers concluding remarks related to the work presented in this thesis and briefly explores

opportunities for future work in the research area.

In addition to the main body of the argument, this thesis includes one primary Appendix intended as
a resource for practitioners interested in implementing reforms to a SysML-based MBSE workflow. The
appendix advances the argument that as a practical matter, a substantial component of the disconnect
between MBSE’s existing capabilities and its intended role lies in the differences between SysML and its
UML heritage, which in turn has its roots in the differences between software and systems engineering
as disciplines. The UML language and its associated tools are effective because the process of
manipulating of diagrams and “documents” in the UML language leads directly to appropriate changes
in the code design. This duality enables it to accomplish both the documentation and design functions
simultaneously. By contrast, SysML is unable to replicate this function; changes to diagrams must be
translated by engineers into appropriate revisions to subsystem designs manually. In order for multi-
disciplinary MBSE methodologies to be effective, they need to recreate the control-loop characteristics
of UML software development. The appendix demonstrates one potential method for accomplishing
this assignment, executing a simulated control task where modifications to diagrams and
documentation executes associated revisions to the data at the design-engineering level, and reversing
that task such that a change in the design updates the associated diagrams describing the system.
Comparison of this approach to current methods suggests a substantial improvement in user experience

and a concomitant increase in cognitive efficacy.
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2. Background/Literature Review: The Systems Engineering
Context

Because the subject matter of this thesis is fairly wide ranging, adequate coverage requires the
introduction of a variety of concepts, theoretical constructs and fields of study. For the benefit of the
reader, this material has been divided across several chapters on a thematic basis. Chapter 2 focuses on
the art and science of systems engineering itself. It introduces key concepts and models relevant to
multiple levels of product development with an emphasis on how systems engineers think about and
organize the design. It then explores some recent trends in academic literature which seek to advance
the state of the art in these same processes. This provides a foundation for an examination of systems
engineering processes and outcomes in the aerospace industry (and NASA in particular) in the following

chapter.

2.1. Overview of Systems Engineering Theory/Logic

Due to the breadth and holistic nature of the practice, systems engineering as a methodology is
notoriously difficult to define. Systems engineering encompasses a wide variety of approaches and its
total lifecycle includes both the product and its associated development process. Organizations typically
emphasize particular facets of the field in their working definitions of the discipline. NASA, in the latest

version of its Systems Engineering Handbook, defines the practice accordingly:

Systems engineering is a methodical, disciplined approach for the design, realization, technical management,
operations, and retirement of a system. A “system” is a construct or collection of different elements that together
produce results not obtainable by the elements alone. The elements, or parts, can include people, hardware,
software, facilities, policies, and documents; that is, all things required to produce system-level results... [Systems
engineering] is a way of looking at the “big picture” when making technical decisions. It is a way of achieving
stakeholder functional, physical, and operational performance requirements in the intended use environment over
the planned life of the systems. In other words, systems engineering is a... way of thinking... [it] is the art and science
of developing an operable system capable of meeting requirements within often opposed constraints. Systems
engineering is a holistic, integrative discipline, wherein the contributions of ...[many}] disciplines are evaluated and
balanced, one against another, to produce a coherent whole....Systems engineering seeks a safe and balanced design

in the face of opposing interests and muitiple, sometimes conflicting constraints.™
Many other organizations use variants on this basic definition in their own operations, with
increased emphasis on specific aspects of the practice. This reflects a tailoring of Systems Engineering

concepts to fit varying mission and need profiles. As a result, the International Council on Systems

*! NASA Systems Engineering Handbook, SP-2007-6105 Rev1 (NASA Headquarters, Washington, D.C. 20546:
National Aeronautics and Space Administration, December 2007), http://ntrs.nasa.gov/.
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Engineering (INCOSE) emphasizes the “realization of successful systems” with particular consideration in
the process for the “complete problem” of operations, cost and schedule, performance, training and
support, manufacturing, test, and disposal.12 This definition is in keeping with INCOSE’s role as a
professional organization for engineers of the practice. Department of Defense guidance, meanwhile,
focuses on “integrating technical processes and design leadership to define and balance system
[attributes]” in the context of a program or portfolio, a more customer- and management-oriented

approach.

Because so many classes of products and development systems fail under the rubric of the systems
engineering discipline, substantial variation the in emphasis and focus of its definition is perhaps
understandable.  Variations in working definitions of Systems Engineering reflect the range of
experiences organizations encounter during the often unruly process of product development. Systems
engineering, too, is a specific case of the general challenge associated with the organization of large
groups toward the advancement of common goals. Disciplines as varied as political science, psychology
and economics are organized around specific instantiations of this nearly universal problem of human

systems.

As stated previously, for the purposes of this thesis, Systems Engineering will be defined as those
processes and disciplines which enable the control and management of complex systems development
efforts. Using this fairly general definition abstracts the problem to the general case of product
development while remaining appropriate to the specific needs of the discipline. Accordingly, “control”
here refers to the ability of engineers and organizations to direct the design and development effort
along avenues which lead to the realization of a system which meets the original concept or envisioned
need. “Management” refers to the ability of organizations to coordinate the distributed network of

people and technology required to build the specified system.

These two facets of the process are related but refer to subtly different challenges to the overall
design effort. Control of the development process allows organizations to balance available resources

against stated needs and identify designs which represent an appropriate balance or trade between

12 «NCOSE - What Is System Engineering?,” accessed January 19, 2014,
http://www.incose.org/practice/whatissystemseng.aspx.

13 Undersecretary of Defense (Acquisition, Technology and Logistics) (USD(AT&L)), Interim DoD Instruction 5000.02,
“Operation of the Defense Acquisition System” (Department of Defense, November 25, 2013)., Enclosure 3,
“Systems Engineering”
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considerations relevant to the organization. This facet is most closely related to and observed in the
early phases of the development effort: concept generation, architecture selection and tradespace
exploration. Management of the development process allows for the practical distribution of effort
across various subunits of the engineering organization. These subunits may be geographically
distributed as well as intellectually distributed into various subsystem disciplines. This facet includes
coordination of these smaller-scale design efforts, interface management and communication across the

organization.

2.2. The Process of Systems Engineering

Engineers and managers must constantly struggle to impose order and structure on the elements of
the product system and development process. The story of systems engineering as a discipline is one of
continuous evolution and innovation in methodologies to reflect the diversity of systems and entities
involved in product development. Just as organizations define the discipline of systems engineering
along lines tailored to their interests and concerns, organizations likewise tailor their systems
engineering methodologies to suit the environments they operate in. Different products and customers

may require different structures, technical foci and development workflows to enable project success.

The variety in systems engineering implementations masks the universal themes which animate the
development process for all organizations.”* Any successful system development program requires the
parallel application of a variety of disciplines and skill sets, while nonetheless employing a highly
sequential development process in the creation of a system. Determining how to balance the need for
feedback, communication and iteration against the need to proceed toward the development process’
ultimate conclusion (a product) is a major challenge in any engineering effort.”® The fact that
implementation of systems engineering techniques varies considerably across organizations and types of
systems under development merely reflects the trade-offs engineers and managers make in the pursuit

of development success.

14 “surveying the literature and industrial practice one may come to the conclusion that there cannot

be a single generic and unifying systems approach. We disagree...At its core is the "systems approach” that
interprets and abstracts the world around us... [to] create [systems of] enormous benefit to mankind.” de Weck
and Haberfellner, Systems Engineering: Principles, Methods and Tools for System Design and Management.

13 “Often the essence of systems engineering is to handle the ‘chicken and egg’ dilemma, to design the system so it
meets the criteria while simuitaneously selecting the criteria that are really appropriate...an approximation of the
final objectives, usually achieved through considerable trial and error, is the systems engineer’s first task.” Booton
and Ramo, “The Development of Systems Engineering.”
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In any approach, systems engineering methodologies include two primary levels of process
organization: a serial project lifecycle and a variety of parallel aspect layers within that lifecycle. The
project or development lifecycle organizes the overall system procurement effort, while the aspect
layers govern the variety of considerations relevant to that effort. In aerospace hardware and software
development efforts, these aspect layers may include business and budgetary considerations in addition
to the technical aspects of systems engineering. The following section will explore several canonical
project life-cycle structures and the relationship between those life-cycles and the interlocking needs of

each aspect in the development of the final product system.

2.2.1. The Project Life-Cycle

At the highest level of any systems engineering model is the concept of the project or lifecycle stage
template. This overview framework captures the general progression of events which govern the
overall system development process. Typical life-cycles are organized into a linear set of phases,
beginning with a need or idea and proceeding through system development, production, use and
retirement. These phases in turn contain a variety of integrated activities and result in intermediate

products used in later development stages.’®

The Project Cycle
Periods STUDY PERIOD Groups of related phu:.u. named by purpose
Concept | | | |
Phases Definition Groups of related activities, named by purpose
Phase ] | | | | |

5_ Tasks that produce the products

- uired by decision gates

Activities ~ ,—_—:>
o —— tme

Conduct Concept Selection Trade Studies

|

SN —" S EESSSSISS-» ».- - L
} E Concept
Definition Products required for
Products Concept @ | Document baseline elaboration and
Trade Study i baseline justification
Results {
i
Decision ‘ The baseline elaboration
Concept Definition decision gates
Gates Decision Gale

Figure 1. Organization of a project Iife-cycle.17

16 Kevin Forsberg, Hal Mooz, and Howard Cotterman, Visualizing Project Management: Models and Frameworks for
Mastering Complex Systems (Hoboken, N.J.: J. Wiley, 2005).
17 $

Ibid.
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Many life-cycle templates also group the project’s phases into periods for organizational and
conceptual purposes. Mooz and Forsberg divide the project lifecycle into three periods: a “study
period,” an “implementation period” and an “operations period.” Similarly, NASA identifies two periods

n18

in its spacecraft development programs: “formulation” and “implementation. In each case, the

transition between periods represents a major milestone in the program’s development.

This concept of formalized “milestone reviews” and decision points (“gates” in the Mooz and
Forsberg lexicon) are a key component of the project cycle and are used to control the transitions
between various stages and periods within the development process. Each stage or period allows
opportunities for iteration, feedback and parallel development to maximize the benefit provided by the
range of contributors involved in the engineering process. The conclusion of a stage or phase, however,
is punctuated by a methodical review which formally integrates the efforts of the development teams

and establishes a baseline for further maturation in downstream development phases.

| Study Period Implementation Period N Operations Period
r* e b >
NASA
Formulation Implementation
Studies Analysis System Definition / Prelim Design
Defense Acquisition, Tochrlolow. and Logistics Lifecycle (DoD 5000.2)
Determination Concepl Technical System Development Production Operations and Support
of Mission Refinement Development and Demonstration and ) Phase
Need Phase Phase Phase Dexyrnem (including Disposal)
ase
I1ISO 15288
Utilization
Production Stage Retirement
S De nt S E—
Concept Stage velopment Stage Phoss Stage
Stage
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Figure 2. Project life-cycle templates for a variety of systems engineering standards.™

Although many organizations maintain a standard lifecycle template for the bulk of their acquisition
efforts, government agencies in particular have recently begun to diversify their templates to reflect the
sometimes substantial differences in the kinds of systems under development. NASA maintains
separate sets of decision gates and formal reviews for robotic and human exploration missions.”’ The
latest interim revision of the Department of Defense’s standards for Operation of the Defense
Acquisition System (5000.02), adopted in November 2013, explicitty models life-cycle profiles for
software-intensive, hardware-dominant, accelerated and hybrid acquisition programs (Figure 3).**
Particularly for large scale, unique, high risk or low maturity efforts, a more tailored lifecycle model can
reduce cost and schedule overruns which may be induced by inappropriate project organization. The
Defense Department’s reforms represent an attempt to “keep up with changing expectations regarding

deployment, manpower and resources” in a highly uncertain budgetary and mission environment.*

Figure 5. Model 3: Incrementally Fielded Software Intensive Program e A il s
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Figure 3. Illustrations of three lifecycle models for future defense acquisitions.23

& Forsberg, Mooz, and Cotterman, Visualizing Project Management.

2 NASA Systems Engineering Handbook, SP-2007-6105 Rev1.

! Undersecretary of Defense (Acquisition, Technology and Logistics) (USD(AT&L)), Interim DoD Instruction 5000.02,
“Operation of the Defense Acquisition System.”

22 Claudia Bach, President, “New Interim DoD Instruction 5000.02 Just Released for Defense Acquisition,”
Document Center’s Standards Forum, accessed February 12, 2014, http://standardsforum.com/new-interim-dod-
instruction-5000-02-just-released-defense-acquisition/.

4 Undersecretary of Defense (Acquisition, Technology and Logistics) (USD(AT&L)), Interim DoD Instruction 5000.02,
“Operation of the Defense Acquisition System.”
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A final, more general lifecycle model commonly used in the systems engineering community is
referred to as the “V-model” of systems engineering. This model appears regularly in training manuals
and is intended to emphasize the parallels between different phases of the lifecycle, as well as the
cyclical nature of the efforts many development organizations. The downward leg of the “V”
encompasses the project formulation/definition period as defined in other lifecycle models, while
upward leg includes the implementation and operations periods. Parallel phases in each leg loosely
correlate to conceptually linked aspects of the lifecycle. Thus, architecture generation implies the
procedures which will be necessary to verify and validate the system, while commissioning is the

ultimate test that the system requirements have been met.**

Figure 4. The “V-Model” description of the product Iift-zcycle.25
Some versions of the V lifecycle model incorporate a variety of additional development

considerations alongside the primary “V” structure. Considerations such as human factors planning,

system safety, and cost management reflect concerns which operate throughout the development

2% US Department of Transportation:, Systems Engineering for Intelligent Transportation Systems: An Introduction
for Transportation Professionals (Federal Highway Administration/Federal Transit Administration, January 2007),
http://ops.fhwa.dot.gov/publications/seitsguide/seguide.pdf.

%> “MIT OpenCourseWare: Fundamentals of Systems Engineering,” accessed March 11, 2014,
http://ocw.mit.edu/courses/aeronautics-and-astronautics/16-842-fundamentals-of-systems-engineering-fall-
2009/syllabus/.
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process. Depictions such as that in Figure 4 thus capture some of the parallel interests of the

development process within the serial construct of the lifecycle model.
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2.2.2. The Project Cycle and Its Development Aspects

The parallel considerations incorporated into the V-model project lifecycle can be more formally
described as some of many relevant aspects of the developmental project lifecycle. Any development
effort necessarily includes a variety of factors relevant to decision-making and maturation of a viable
solution to the stated needs. Mooz and Forsberg identify three primary aspects: a business aspect which
“justifies the pursuit of [an] opportunity,” a budget aspect which “depicts the activities and events
necessary to secure funding and to fuel the project throughout the project cycle,” and a technical aspect
which organizes the actual engineering effort.”® Some of the animating concerns of each aspect are
outlined in Figure 5, below. Each aspect may be treated as one of many parallel “tracks” along which
the development effort must proceed to reach an acceptable conclusion. This thesis argues that in
addition to these aspects, a variety of other aspects may be relevant to a particular engineering effort.
For NASA missions, a scientific aspect or human factors aspect may be particularly relevant tracks for
astronomy or human exploration missions, respectively; likewise, DoD may be particularly concerned
with bureaucratic/inter-service factors or interoperability considerations not as prominent in other
development efforts. In such situations, these otherwise minor components of a generic development
process may become sufficiently important so as to merit explicit and separate treatment by the

development team. This argument forms the foundation of the analysis and discussion in Chapter 5.

% Forsberg, Mooz, and Cotterman, Visualizing Project Management.
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Figure 5. Three aspects within the project lifecycle for a generic product development effort.”’

These additional aspects or development tracks are an important avenue of innovation in systems
engineering methodologies. Many proposed enhancements to existing systems engineering processes
may be best described as additional tracks relevant to particular classes of systems under development.
Excellent examples include Endsley’s Designing for Situation Awareness’® and Leveson’s Engineering a
Safer World, 2 which offer sophisticated methodologies for incorporating human-cognitive and system
safety considerations, respectively, into project development. The design principles incorporated into
each of these works are not a replacement for standard engineering methodologies, but instead seek to
enhance engineering efforts which use them by offering a more robust approach to these design

elements.

For engineering projects, of course, the track or aspect which dominates the attention of developers
is often the technical one. A variety of technical systems engineering models have been developed to
guide the maturation of the design within the technical track. These technical systems engineering
models exist within the phases of the project lifecycle and organize the development process in ways

which offer advantages and disadvantages for different users. The following section will explore several

* Ibid.

28 Mica R. Endsley, Designing for Situation Awareness: An Approach to User-Centered Design, 2nd ed (Boca Raton,
FL: CRC Press, 2011).

2 Nancy Leveson, Engineering a Safer World: Systems Thinking Applied to Safety, Engineering Systems (Cambridge,
Mass: MIT Press, 2011).
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canonical models of technical systems development relevant to aerospace hardware and software

development.

2.3. Traditional Technical Systems Engineering Models

Within the context of an overall project lifecycle template, systems engineers organize the
necessary activities within a given period or phase with reference to one or more development models.
These models largely operate on the technical aspects of the system within a given phase or period and
proceed concurrently with the maturation of the lifecycle concept. These development models are
intended to ensure that engineers and managers maintain contact with the overall system concept even
as the project is broken down by subsystems and disciplines for realization. As in the case of the
lifecycle models referenced above, development models have undergone substantial evolution and

modification in an attempt to better support modern development efforts.

2.3.1, The Waterfall Model

The waterfall model of systems engineering is perhaps the oldest and best known archetype of
systems development. First documented in 1956, the model in its present form was best articulated by
Winston Royce in 1970.% Designed with software in mind, it features a linear cascade of progressive
tasks leading to a completed product. The original model was conceived with expectation that
upstream stages would be completed prior to the initiation of the following development steps.
Royce’s and other more recent versions of the model recognize that downstream problems or changing
circumstances may necessitate some degree of iteration and feedback (rework) in previously completed

stages (Figure 6).

30 Nayan B. Ruparelia, “Software Development Lifecycle Models,” ACM SIGSOFT Software Engineering Notes 35,
no. 3 (May 11, 2010): 8, doi:10.1145/1764810.1764814.
i Forsberg, Mooz, and Cotterman, Visualizing Project Management.
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Figure 6. Waterfall model incorporating Royce’s iterative feedback com:ep‘c.32

The waterfall model is often criticized as an unrealistic approach because it represents system
development in overly idealistic terms. The sequence of stages depicted in Figure 6 represents a
smooth pathway and gives the appearance that development will be equally smooth and problem-
free.** For complex projects, the need for rework, preliminary designs, revised requirements and
revalidation ensures that the actual development pathway will not resemble the orderly cascade
described in the literature. Using the waterfall model, then, can encourage unrealistic cost and schedule
profiles, leading inevitably to overruns. The waterfall model also poorly accommodates planned

changes, upgrades and evolutions which are the norm in software development.*

Despite its many flaws, the waterfall model retains some utility in certain applications. New systems
in broadly well-understood classes with stable relationships to other systems require little iteration and
can benefit from previous efforts to guide their development. The waterfall model may in fact be the
most efficient development pathway in these cases. New models of automobiles might represent one

such example in hardware systems. Ruparelia additionally identifies “[s]oftware that provides back-end

32 Ruparelia, “Software Development Lifecycle Models.”

# Forsberg, Mooz, and Cotterman, Visualizing Project Management.

3 B Boehm, “A Spiral Model of Software Development and Enhancement,” SIGSOFT Softw. Eng. Notes 11, no. 4
(August 1986): 14-24, doi:10.1145/12944.12948.
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functionality,” such as “relational databases, compilers or secure operating systems” as an additional

candidate.®

2.3.2. The Spiral Model

The limitations of the waterfall model for projects requiring substantial evolution, change and
iteration — such as software projects — led to efforts to identify a more appropriate approach to
development planning. The spiral model is one of the best known examples of this class of development
models. First articulated by Barry Boehm at TRW, the spiral model emphasizes the use of iteration to
mature a system from a smaller scale, less capable product to a more robust platform.*® This “start
small, think big” approach allows designers to tackle particular elements of a project while maintaining
awareness of the ultimately desired end state. Emphasis is accordingly placed on planning of iterations,
risk mitigation, prototyping and look-ahead to future cycles in each spiral.”’
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Figure 7. Two versions of the spiral development model, emphasizing the planning and risk mitigationaa and
cyclical development aspects of the process.ag

The spiral model is recognized as a standard approach for the development of a variety of classes of

software and is extremely effective when immature technology is required or the full requirements

** Ruparelia, “Software Development Lifecycle Models.”
o Boehm, “A Spiral Model of Software Development and Enhancement.”
*’ Ruparelia, “Software Development Lifecycle Models.”
38 .-
Ibid.
*¥ Karl T. Ulrich and Steven D. Eppinger, Product Design and Development, 3rd ed (Boston: McGraw-Hill/Irwin,
2004).
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remain unknown at the start of development.”® Care must be taken however to ensure that each spiral
is used properly to inform the progression of future spirals, and fully accounts for the expected needs of
the final product. insufficiently engaged or inflexibie project managers, and poor identification of risks
in future cycles can lead to wasted development cycles as problems need to be corrected.* Finally, in
poorly managed projects, the spiral method can be abused to push development of difficult aspects of a
system to later cycles. This leads to products which never quite fulfill the expectations of their
customers and promises of their designers — the promised system is always “one or two cycles away.”
Care must be taken to ensure that each spiral represents a progression towards the conclusion to

prevent a project from spiraling out of control.

2.3.3. The Vee Model

The Vee model (or v-model) of systems development represents another evolutionary pathway of
the waterfall model. It is distinct from the V lifecycle model discussed previously, and like other
development models focuses on the technical aspects of system design and realization. Developed in
conjunction with NASA in the early 1990s, it has been championed by Harold Mooz and Kevin Forsberg
through a variety of iterations to its modern form.*? The Vee model features a strong emphasis on
orderly decomposition and analysis of systems into subsystems and components to ensure a robust
design. This decomposition process is then reversed in the integration, verification and validation
phases on the opposite leg of the Vee. A key feature of this structure is the “direct correlation between
activities on the ieft and right sides of the Vee.”®® System development efforts on the left side of the
Vee determine the necessary testing and verification procedures which will be employed in the later

phases of the project (Figure 8).

0| ondon, “A Model-Based Systems Engineering Framework for Concept Development.”
*1 Ruparelia, “Software Development Lifecycle Models.”

2 1bid.

3 Forsberg, Mooz, and Cotterman, Visualizing Project Management.
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Figure 8. The Vee Model, illustrated with two levels of decomposition and integration phases.M

The Vee model is a linear model which discourages backward (“horizontal”) iteration after key
decision points and reviews. The process does, however, allow for considerable “vertical” iteration up
and down the hierarchical tiers of the system design as development progresses - graphically illustrated
by the identification of the horizontal axis with “time” in associated diagrams (Figure 9).** This
compromise permits considerable stakeholder feedback, requirements clarification and design
modification while avoiding revision to established baselines (which can be a source of considerable
rework and expense). On the other hand, the Vee model is consequently less equipped to address late-
breaking obstacles in the development process, and adopters can experience substantial cost and
schedule overruns when these obstacles necessitate revision to established requirements. Great care

must be taken to ensure appropriate risk mitigation efforts are employed to avoid this eventuality.

* Ibid.
** Ibid.
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Figure 9. Progression of system definition process within the Vee model.*®

A core advantage of the Vee model structure is its support for projects involving large and dispersed
development teams. Many complex hardware and software projects involve a large number of
stakeholders — contractors, subcontractors, government institutions and/or third-party suppliers — who
may be distributed across different geographical areas and may be responsible for different aspects of a
development project. The Vee model is intended to permit a project to be decomposed to
appropriately reflect the construction of its development team as well as its subsystems, while

maintaining coordination and integration across the entire space of system development activities.*’

2.4. Academic Advances in Systems Engineering Methods

The technical and life-cycle development models discussed in Sections 2.2 and 2.3 represent the
core elements of system development processes as employed by current generation industry and
government practitioners. Within this community, experimentation and adaptation of these models
also represents a primary method of incremental learning and innovation in systems engineering

techniques. Outside of the systems engineering “industry,” however, a variety of research efforts exist

*® Ibid
4 Ruparelia, “Software Development Lifecycle Models.”
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which are intended to supplement and support future development efforts. These academically-
focused efforts typically address shortcomings in one or more phases of the system development
lifecycle, adding complexity and sophistication to support better design outcomes. The wide variety of
research efforts underway in this regard is beyond the scope of any one thesis to review, but a few
classes of such research are of particular interest to a high-level exploration of systems engineering

practice such as that presented here.

2.4.1. Tradespace Exploration

The first class of research of interest to this thesis is what might be loosely termed the field of
tradespace exploration. Tradespace exploration includes a range of techniques intended to aid in the
examination of tradeoffs in various aspects of a design without immediately attempting to identify a
specific solution. In this regard, it can be specifically contrasted with optimization approaches, which

" presuppose knowledge of the ideal direction of design evolution.

Tradespace methods have their roots in economic theory, game theory and mathematics, where
they are used to compare the relative value of particular allocations or distributions of resources among
different actors or market participants.*® In general, when the preferred distribution is unknown,
quantitative judgments regarding different potential allocations may still be made with reference to the
total value generated by each solution. Configurations which provide benefits on one or more
dimensions without providing disadvantages on any others may be termed “pareto efficient” relative to
the previously considered configuration. Ultimately, a boundary is reached where no further
improvements may be made without making sacrifices on another dimension. This set of potential

solutions is known as the pareto-optimal front (Figure 10).

“8 Drew Fudenberg and Jean Tirole, Game Theory (Cambridge, Mass: MIT Press, 1991).
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Figure 10. Exemplar Pareto fronts for two distribution sets. The first example (left) illustrates an example where
both axes have positive value; in this case, a production-possibility frontier indicating the quantities of two goods
which may be produced under a given constraint (e.g., time or other resources). Points in gray are dominated
relative to the Pareto frontier (red line) because a superior alternative (relative to each axis/dimension) exists
along the pareto frontier. The second example (right) illustrates an example where both axes have negative value
(e.g., in cost analyses) and solutions are discrete; in this case the pareto frontier is the set of points (rather thana
particular line) for which no other fully dominant solution exists.'?*°

This overall approach to examining a wide “space” of possible solutions translates well to
engineering, where different design configurations present different trade-offs in terms of performance
and/or cost considerations. In the engineering scenario, the tradespace is “is the space of possible
design options... given a set of design variables,” with design variables corresponding to “quantitative

»n51 In

parameters” such as “physical aspects of a design [like] power subsystem [configuration].
engineering, it is rarely the case that an optimal ratio of cost to performance is known in advance of a
detailed design examination, and a wide variety of different kinds of performance (speed, torque,
lifespan, etc.) and cost (mass, volume, labor hours, etc.) metrics may be under consideration
simultaneously. Tradespace exploration offers the opportunity to more fully appreciate the implications

of proposed solutions “relative to one another” before attempting to identify a solution.*

Because tradespace exploration involves the analysis of multiple design variables simultaneously,

the space of potential solutions escalates multiplicatively with the number of options under

* Johann Dréo, “Pareto Front,” Wikimedia Commons, accessed May 1, 2014,
http://commons.wikimedia.org/wiki/File:Front_pareto.svg.
0 “pareo Efficient Frontier,” Wikimedia Commons, accessed May 1, 2014,
http://commons.wikimedia.org/wiki/File:PareoEfficientFrontier1024x1024.png.
** Adam M. Ross and Daniel E. Hastings, “The Tradespace Exploration Paradigm,” in INCOSE International
.;ngmposium (Rochester, NY, 2005), http://dspace.mit.edu/handle/1721.1/84557.

Ibid.
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consideration. The analysis can quickly become computationally very intensive. Historically, tradespace
methods have accordingly involved “multiple distributed but disparate analyses... compar[ing] very
specific courses of action against specific criteria.”®* Such a scenario better supports exploration of

options with regards to the subsystem and component levels of a design rather than the entire system
as a unit.
Recent advances in computing technology have begun to permit a more expansive consideration of

input variables and design spaces (Figure 11). This wider tradespace better supports analysis of design

alternatives necessary for higher level analysis of potential solution concepts.
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Figure 11. Sample tradespace from a satellite design exploration, comparing potential designs in terms of cost and
a non-dimensional utility metric. This example includes nearly 10,000 potential solutions.”

In effect, tradespace exploration methods represent an advanced set of techniques which support
both system modeling and design exploration. More robust tradespaces naturally include a broader set
of input variables and often include more sophisticated models of system interactions. Both tendencies

aid systems engineers in more effectively and accurately identifying pathways towards a valuable

product.

>3 MAJ Mark W. Brantley, USA, LTC Willie J. McFadden, USA, and LTC Mark J. Davis, USA (Ret), “Expanding the
Trade Space: An Analysis of Requirements Tradeoffs Affecting System Design,” Acquisition Review Quarterly,

Winter 2002.
** Adam M. Ross et al., “Revisiting the Tradespace Exploration Paradigm: Structuring the Exploration Process,” in

AIAA Space, 2010, http://arc.aiaa.org/doi/pdf/10.2514/6.2010-8690.
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2.4.2. Utility Theory

In addition to considering ways to better explore different input design variables and the resulting
space of potential solutions, academic research has also sought to identify more and better ways of
examining the outputs of analysis. This second class of research, loosely grouped in to the category of
utility theory, includes a variety of methods for assessing the merits (or demerits) of particular systems
and their attributes for various project stakeholders. In general, assessing the utility of a proposed
system solution requires three steps: (1) eliciting or identifying which system attributes are of interest to
a project’s stakeholders; (2) determining how levels of those attributes will be valued on an individual
basis; and (3) weighting each attribute within the collective to generate one or more top level-system

utility metrics. A variety of methods have been created to explore each facet of this task.
Attribute Identification

The first step — attribute identification — is classically accomplished through repeated interaction
with a product’s stakeholders to gain familiarity with their needs, desires and requirements. Often, this
familiarization process is formalized through a set of interviews, surveys and expert-level discussions
corresponding to various facets of the proposed solution system.*>** More recently, organizations have
devoted increasing resources toward regular reviews of their needs and strategic plans; such efforts can
provide extremely valuable guidance in the early phases of a system development effort. Particularly
where they include dedicated staff or resources, such directed reviews may have a greater ability to
incorporate a wider range of stakeholder perspectives, preferences and institutional knowledge than

may be possible in the context of a given product development activity.

Directed reviews vary in their scope and specificity, ranging from overarching survey studies to more
detailed examinations of potential future system needs. More holistic examples include the State
Department’s Quadrennial Diplomacy and Development Review (QDDR) and the Defense Department’s
Quadrennial Defense Review (QDR), which both act as strategic blueprints for the entirety of their

respective agencies’ operations. At a more focused level, specific reviews such as the Decadal Surveys

*% 7. Varvasovszky and R. Brugha, “How to Do {or Not to Do)...a Stakeholder Analysis,” Health Policy and Planning
15, no. 3 (September 1, 2000): 338-45, doi:10.1093/heapol/15.3.338. The systems engineer’s personal experience
in the field may additionally aid in this process.

%% Forsberg, Mooz, and Cotterman, Visualizing Project Management.
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I’ can help organize and structure the needs of a particular

organized by the National Research Counci
community — such as astronomers or planetary scientists. Finally, at the most specific level,
organizations may conduct studies relevant to a particular mission or problem area. The Augustine
Commission’s review of the human exploration program® and a variety of ancillary/follow-on studies
provide clear guidance regarding NASA’s preferences and perceived options in that field (Figure 12);

likewise, detailed reviews in anticipation of future astronomy missions define baseline goals and

performance attributes for a potential observatory.*

EXPANSION OF HU

Figure 12. Detail chart from NASA Human Exploration Framework studies. This diagram identifies critical
technologies and capabilities needed for a variety of candidate missions on the pathway to a Mars landing and
support the “flexible path” exploration strategy identified by the Augustine Commission.*

>’ National Research Council (U.S.) and Committee for a Decadal Survey of Astronomy and Astrophysics, New
Worlds, New Horizons in Astronomy and Astrophysics (Washington, D.C.: National Academies Press, 2010),
http://site.ebrary.com/id/10443268.

*% Review of U.S. Human Spaceflight Plans Committee, Seeking a Human Spaceflight Program Worthy of a Great
Nation (Washington, D.C.: National Aeronautics and Space Administration, October 2009).

*? Tom Greene and Charley Noecker, “NASA ExoPAG Study Analysis Group 5: Flagship Exoplanet Imaging Mission
Science Goals and Requirements Report,” arXiv Preprint arXiv:1303.6707, 2013, http://arxiv.org/abs/1303.6707.
% Human Exploration Framework Team (HEFT), “Human Space Exploration Framework Summary” (NASA
Headquarters, Washington, D.C. 20546, 2010), http://www.nasa.gov/.
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Attribute Valuation

Once attributes of interest have been established, the next step in an assessment process is
determining how they will be valued in the solution exploration. A general method for converting the

value or level of an attribute into a non-dimensional utility metric is illustrated in Figure 13.

Excluded Attribute Values

Curve TBD

Excess Attribute Values
(typically assigned Utility = 1)

Utility

>

Attribute value
Figure 13. A general approach for calculating the utility generated by a single attribute.”*

In mathematical terms, the attribute in question is used as an input to a utility function which maps
the range of possible attribute values to a 0-1 scale of utility. The utility function is always monotonic in
nature, but may not vary linearly with the magnitude of the attribute.®® The utility generated by a given
attribute may exhibit diminishing or increasing returns as its value increases. This reflects the fact that
attributes come in a variety of categories which may provide different degrees or kinds of utility to

stakeholders.

Although many attribute-utility functions may arise directly from research and discussion with
stakeholders, methods exist to assist in distinguishing different categories of attributes. One common
approach is the use of Kano model analysis to help identify the perceived importance of particular
system features for customers. Kano model analysis distinguishes attributes based on the kind of
performance they provide for the total system and stakeholders’ expectations regarding their provision

(Figure 14). Some attributes — the “must haves,” or basic needs — represent fundamental requirements

%2 Adam Michael Ross and Donna Rhodes, “Session 7: CONCEPT DESIGN and TRADESPACE EXPLORATION”
(presented at the ESD.33 Systems Engineering Course, MIT, July 2, 2009).

2fa proposed attribute appears to have a non-monotonic utility relationship (e.g., the systems engineer is
inclined to include local maxima or minima in the utility function), it is likely that the attribute in question conflates
multiple system properties of interest. It should be recast to better capture the source of the competing utility
pressures.
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for a system to operate effectively. Failing to provide them leads to extreme dissatisfaction with the
proposed product, but by extension, their necessity means they are taken for granted when they are in
fact present. Other attributes represent core performance attributes (the “should haves”); stakeholder
satisfaction scales approximately linearly with the degree of their provision. Finally, a third category of
attributes — the “might haves”, or exciters — represent more optional features in the design. These
attributes are not expected for a fully performing system, but their presence greatly delights

stakeholders due to the unexpected capabilities they offer. **
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Figure 14. Illustration of Kano method categorization for three representative system attributes relevant to the
design of an automobile. Over time, technological advance tends to increase customers’ expectations of product
performance. As a result, attributes which were once considered optional or exciting will eventually become
requirements in future product generations. In the current era, many car owners would consider antennae a
standard feature, while the presence of on-board GPS may represent a more modern excitement attribute.®

The categorical considerations captured in Kano model analysis may be further modified by

attribute-specific factors relevant to a utility calculation. One important factor in calculating the utility

®3 Gerard Loosschilder and Jemma Lampkin, “Using Kano Model Analysis for Medical Device Product Configuration
Decisions | MDDI Medical Device and Diagnostic Industry News Products and Suppliers,” Medical Device and
Diagnotic Industry (MDDI) Online, January 7, 2014, http://www.mddionline.com/article/using-kano-model-
analysis-medical-device-product-configuration-decisions.

* Edward F. Crawley and Bruce G. Cameron, “System Architecture: Identifying Value - ‘Reducing Ambiguity in the
System’” (Massachusetts Institute of Technology, September 28, 2012).

45



generated by a particular system attribute is whether particular thresholds or break points exist which
substantially alter the utility generated. Often, certain levels of a given attribute open up (or close off)

particular capabilities or use-cases at defined increments (Figure 15).
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Figure 15. Example of two attribute utility functions with specific utility thresholds. In this case, the attributes
under consideration (cargo dimension and exterior dimension) relate to a truck design for a military user.
Increasing the size of the cargo bay generally increases the utility of the vehicle for hauling cargo, but break points
exist at thresholds which permit specific classes of cargo to be loaded into the vehicle (e.g., a truck that can hold 2
pallets at a time is much more valuable than one which can hold 1.95 pallets). At the same time, increasing the
cargo bay width also increases the exterior width of the truck. As the truck gets wider, its ability to fit in aircraft or
on highways diminishes in a similarly thresholded manner.®

Of course, utility curves need not only be positively correlated with a particular attribute. Figure 15
shows one case where an increase in an attribute actually reduces the utility of the designed system.
Other examples may include attributes such as mass or volume (especially in aerospace, where both
factors affect the availability of launch vehicles). More recently, efforts have been made to also treat
cost as a negative system (or expense) attribute. This more sophisticated approach allows systems

engineers to distinguish between “different colors of money” and value spending at different times or

®> MAJ Mark W. Brantley, USA, LTC Willie J. McFadden, USA, and LTC Mark J. Davis, USA (Ret), “Expanding the
Trade Space: An Analysis of Requirements Tradeoffs Affecting System Design.”
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from different budget areas differently as appropriate.®® This permits study of more complex cases and
scenarios. For example, a system which costs more to develop but has lower operating costs might have
a higher utility (or lower effective expense) than another system which actually has lower total lifecycle
costs, because stakeholders reasonably expect funding to be more available earlier rather than later in a

program’s lifecycle.
Attribute Aggregation

After the various attributes of interest have been identified and valued, it becomes necessary to
aggregate the respective utilities to allow assessment of particular system designs (and an ultimate
solution decision). An aggregated utility metric additionally permits the use of a variety of optimization
algorithms, which may be useful in sorting or refining analyses consisting of hundreds or thousands of
potential solutions. This aggregation step however is fraught with dangers as well as opportunities. In
particular, while aggregation simplifies the computation, communication and analysis aspects of the
decision-making process, it also obscures the attribute-level preference data previously calculated and
adds an additional layer of subjectivity to the solution exploration. The determination of how to weight
the various attributes in the final aggregate utility drives the majority of how potential solutions are

ultimately ranked for the stakeholders.”’

One of the value-added aspects of tradespace exploration is that it does not require systems
engineers to develop a fully executable objective function (i.e., full aggregation of utilities). For systems
with significant socio-technical components — like any space system — there will always be substantial
uncertainties associated with stakeholder preferences, and a strong likelihood that some subset of
preferences has not been fully captured. By presenting multiple dimensions for evaluation, tradespaces
offer stakeholders the opportunity to sidestep problems with optimization and more fully examine the

implications of different possible solution regions. These principles have been formalized in the Multi-

% Marcus Shihong Wu, Adam M. Ross, and Donna H. Rhodes, “Design for Affordability in Complex Systems and
Programs Using Tradespace-Based Affordability Analysis” (presented at the 12th Conference on Systems
Engineering Research, Redondo Beach, CA, 2014), http://seari.mit.edu/publications.php.

% Ross and Rhodes, “Session 7: CONCEPT DESIGN and TRADESPACE EXPLORATION.”
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Attribute Tradespace Exploration (MATE) techniques pioneered by MIT’s Systems Engineering

Advancement Research Initiative (SEAri).*®

Mathematically speaking, to the extent that aggregation is employed in a roll-up of preferences, a
generalized equation form commonly used in multiple-criteria decision analysis problems such as that
presented here is the Keeney-Raiffa function (Equation 2-1): ®
n (2-1)
KU+1= H(KkiUi +1)

i=1

This function is capable of supporting a variety of multiplicative aggregations. In practice, however,
many analyses rely on simple weighted sums for aggregation purposes, ignoring potential interaction

terms between particular attributes.
Complex Utility Evaluation

Up until this point, the preceding utility theory discussion has focused on the somewhat simpler
case where stakeholder values are entirely in agreement or only one stakeholder requires consideration
for a particular product. More recent research has begun to explore in greater detail cases where
stakeholders may have different or divergent valuations of various aspects of a system. Such muiti-
stakeholder situations occur frequently in the real world. Government contractors and federal agencies
for example may both wish to see a designed system succeed, but they gain value from different aspects
of the system and different phases of the lifecycle. These aspects can be captured using the multi-
attribute utility methods described above, with new utility curves designed for each new stakeholder.
However, to the extent that stakeholder value is derived from interactions with other stakeholders, a

system-centric approach will mischaracterize the thinking and decision-making relevant to a solution.

Stakeholder interactions can be numerically modelled and incorporated into the decision space
through the use of value network analysis techniques. This kind of analysis takes a stakeholder map (a
common visualization tool for understanding which stakeholders are relevant to a system design) and

operationalizes it by quantifying the magnitudes and types of interactions which occur. By tracing the

8 Adam Michael Ross, “Multi-Attribute Tradespace Exploration with Concurrent Design as a Value-Centric
Framework for Space System Architecture and Design” (Massachusetts Institute of Technology, 2003),
http://seari.mit.edu/documents/theses/SM_ROSS.pdf.

% Ross and Rhodes, “Session 7: CONCEPT DESIGN and TRADESPACE EXPLORATION.”
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flow of value between different stakeholder entities, the derived utility can be calculated and combined
with any direct utility returned by the presence of the system itself. This approach has been successfully
applied to modeling of high-level considerations in a variety of aerospace contexts.”® Figure 16, below,

illustrates the output of such an analysis for NASA and NOAA’s Earth Observation Programs.
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Figure 16. Stakeholder Value Network Analysis of NASA/NOAA Earth Observation missions. This simplified diagram
captures the most important stakeholders and value flows relevant to exploration of this class of space systems,
with lesser flows suppressed for clarity. Line thickness corresponds to the relative magnitude of particular value

flows.”*

In addition to quantifying the relationships between different stakeholders, an analysis like that

shown in Figure 16 also helps identify the most important stakeholders and utilities relevant to a

® Wen Feng, “Strategic Management for Large Engineering Projects: The Stakeholder Value Network Approach”
(Massachusetts Institute of Technology, 2013), http://18.7.29.232/handle/1721.1/80983.

& Timothy A. Sutherland, Bruce G. Cameron, and Edward F. Crawley, “Program Goals for the NASA/NOAA Earth
Observation Program Derived from a Stakeholder Value Network Analysis,” Space Policy 28, no. 4 (November
2012): 259-69, doi:10.1016/j.spacepol.2012.09.007.
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particular system or mission. In addition, they can help differentiate between stakeholders and value

flows which may be important in general versus important to a particular program:

[In this example], the first tier of stakeholders, indicated with solid black borders [] includes NASA/NOAA, Scientists,
the Public, and the Government... The second tier of stakeholders, indicated with dashed line borders, includes S&T
Advisory Bodies, International Partners, Commercial Data Users, Educators, and Commercial Industry. Of these five
stakeholders, S&T Advisory Bodies are the most important... [t]his is reflective of the deference with which NASA,
NOAA, the Executive and Congress treat the Decadal Survey, and of the importance of the advisory process
performed by the National Academies and other science- and technology-focused advisory bodies. The other four Tier
2 stakeholders are not absolutely critical to the success of the Earth Observation Program, but they each contribute to
important value chains that provide high-value resources that can greatly enhance the program’s success... Finally,
the third tier of stakeholders includes the Media, Defense, Federal Agencies, and NGOs. While these four
stakeholders do contribute some value to the program, their overall importance to the Earth Observation Program is
minimal and they should receive a lower priority than stakeholders in the first and second tiers. One of the notable
differences between the NASA/NOAA Earth Observation Program and the NASA exploration programs is the
importance of the Media. In Cameron’s analysis of the exploration program [15], the Media was one of the more
important stakeholders. This was because much of the value created by the exploration program is delivered by the
Media to the Public, through photo and video imagery. In the Earth Observation Program, however, much of the
value of the program is delivered through science knowledge to the Government and Earth observation-related
products and services to the Public. Neither of these outputs involve value flows through the Media. While the Media
does provide sensational news reports regarding weather and climate change, these are not among the high-scoring

value flows within the stakeholder value network.72

The complex utility information captured through stakeholder analysis, supported by the previous
methods described in this section, forms the apex of a thorough utility assessment. Decisionmakers
armed with the range of information this sort of muiti-level analysis provides will be better equipped to

make better decisions about the desired solution or product system.

2.4.3. Sensitivity Analysis

A final area of research of particular interest to this thesis supports the previous research areas in
their investigation of better models and more robust treatment of inputs and outputs. This line of
inquiry encompasses attempts to quantify and characterize the uncertainty associated with a particular
design exploration. Loosely titled “sensitivity analysis” (for purposes of discussion only), this discipline
includes efforts to characterize the level of uncertainty in design assumptions or a system’s expected
qualities, that uncertainty’s implications for assessed utility, and/or the degree to which such

uncertainty can be controlled or mitigated.

72 |bid.
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Uncertainty Characterization

A critical step in any evaluation of a system’s cost, performance and/or the utility derived from
these attributes is an understanding of the degree to which the modeled results are dependent on
particular assumptions about the input ranges or other real-world conditions the system will experience.
These assumptions can generally be tested through examination of the change in performance observed
when the assumptions are relaxed. For non-modeled variables, this testing is often conducted by
manually altering the otherwise constant values (a “what-if” approach); this resembles the design of
experiments (DOE) approach commonly used in factorial statistics. Results may be analyzed through
ANOVA or regression methods to determine the relationship between the change in inputs and outputs.
Results of this type are commonly presented in “Tornado Charts” and other similar visualizations (Figure

17, exemplar).

Sensitivity to MTBF - 25 and 75 Percentile Change in Trade Metric
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Figure 17. Example Tornado Chart depicting the change in performance caused by a change in a fixed model input.
Example is from a trade study for a large space telescope; specified performance metrics are varying with changes
in the failure rate of critical telescope hardware components. In this case, the science output of the telescope
(perhaps understandably) varies considerably with telescope component failure rate; other varying metrics are
associated with the additional (or reduced) cost of telescope servicing.”

For modeled variables, modern analytical approaches rely on randomized sampling methods to

assess the range of possible inputs and their resulting implications. A standard variant is the Monte

316.89 Space Systems Engineering, Tradespace Investigation of a Telescope Architecture for Next-Generation
Space Astronomy and Exploration (TITANS AE): Final Report (Department of Aeronautics and Astronautics,
Massachusetts Institute of Technology, May 2013), http://ssl.mit.edu/newsite/publications/reports.php.
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Carlo simulation method, which generates random draws from a specified probability distribution.” The
abundance of computing power available permits assessment of hundreds to tens of thousands of
samples (depending on the computational intensity of other parts of the model being assessed). Such
approaches allow putative analysts to control for or smooth potential outliers in response data (ensuring
that a specific attribute value is not an unusual result) or to compare results under widely different input

conditions (observing how an attribute value varies over a given input range).

For tradespace exploration problems in particular, uncertainty in cost and performance attributes
may also be characterized in terms of their effect on the placement of a particular point solution within
the overall space of potential options. When uncertainty is taken into account, it may not always be
clear exactly what constitutes the Pareto frontier — the Pareto front is “fuzzy” to a greater or lesser
extent.”> Points not technically on the Pareto frontier may therefore be of interest for analysis,
particularly where they are within some percentage of the Pareto ideal. These near-Pareto options
additionally provide further insight into the relative value of particular design choices and help capture

the effects of different design options on the tradespace outcomes (Figure 18).
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Figure 18. lllustrative Depiction of the Fuzzy Pareto Concept. A point design has Fuzzy Pareto Number of K, which
corresponds to the percent deviation of that point from the values along the observed Pareto front. Such points

may be of particular interest where the Pareto frontier is uncertain or unattainable due to constraints placed post
hoc to the tradespace analysis.”®

L Ross, “Multi-Attribute Tradespace Exploration with Concurrent Design as a Value-Centric Framework for Space
System Architecture and Design.”

"> Rudolf M. Smaling and Olivier L. de Weck, “Fuzzy Pareto Frontiers in Multidisciplinary System Architecture
Analysis,” AIAA Paper 4553 (2004): 1-18.

’® Matthew Edward Fitzgerald, “Managing Uncertainty in Systems with a Valuation Approach for Strategic
Changeability” (Massachusetts Institute of Technology, 2012), http://dspace.mit.edu/handle/1721.1/76100.
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Uncertainty Assessment

In addition to characterizing the uncertainty extant within a given tradespace model, it can also be
valuable to assess the degree to which a system is resilient to changes outside the scope of a traditional
system evaluation. Systems, attributes and utility valuations are typically chosen with stakeholders’ best
guesses as to their context and needs in mind. Needs and values can change dramatically, however, if
the operational context changes significantly. The case of the Iridium satellite constellation is perhaps
the most infamous illustration of this phenomenon. Projections of demand made in 1991 for mobile
satellite services in 2000 led Motorola and Iridium to fund the development of a massive constellation of
communications satellites.”” By the time these systems were launched in the late 1990s, however,
advances in cellular telephone technology had largely consumed the available customer base. The
constellation, produced at a cost of billions of dollars, was unable to provide the originally calculated

value. Iridium ultimately declared bankruptcy in August 1999.78

In order to avoid catastrophic outcomes such as that experienced in the iridium case, systems
modelers must capture uncertainty about temporal and contextual changes which may be relevant for a
production solution. A major way this can be accomplished is through reference to emergent systems
properties which assess a design’s ability to compensate for uncertainties of varies classes. This
category of system attributes cannot be calculated from a linear addition of subsystem or component

properties.

Each level of a system hierarchy is characterized by having emergent properties. The concept of emergence is that, at
any level of complexity, some properties characteristic of that level (emergent at that level) are irreducible. They
arise through interactions among the components at a lower level of complexity (a lower level of the hierarchy). Such
properties do not exist at the lower levels in the sense that they are meaningless in the language appropriate to those
levels...consider the property of gridlock in traffic. Looking at an individual car, the concept of gridlock has no
meaning. Gridlock as a property emerges only when the highway system is viewed as a larger system where many
cars, along with a particular design of a roadway and other components of the highway system and its environment,

. 79
interact.

7 Olivier L. de Weck, Richard De Neufville, and Mathieu Chaize, “Staged Deployment of Communications Satellite
Constellations in Low Earth Orbit,” Journal of Aerospace Computing, Information, and Communication 1, no. 3
(2004): 119-36.

8 Sydney Finkelstein and Shade H. Sanford, “Learning From Corporate Mistakes: The Rise and Fall of Iridium,”
Organizational Dynamics 29, no. 2 (2000): 138-48.

® Nancy G. Leveson, “Perspective: The Drawbacks in Using the Term ‘System of Systems,’” Biomedical
Instrumentation & Technology, April 2013, 115-18.
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Most emergent properties of this type are considerations such as “reliability,” “flexibility” and
“survivability.” Collectively referred to as “ilities” in the literature (perhaps unsurprisingly), they are
defined as “system properties that specify the degree to which systems are able to maintain or even
improve function in the presence of change.”® Such properties are often extremely desirable in
designed systems, but are rarely specified directly in a statement of stakeholder need. Accounting for
them can dramatically alter the shape of a tradespace as well as the positioning of individual point

solutions within it (Figure 19).

Figure 19. Example change in tradespace corresponding to changes in stakeholder needs/values. Note that
previously Pareto-frontier options (green triangles) are no longer Pareto-optimal in some cases (right
scaatterplot).81

These potential shifts in stakeholder value are a major justification for maintaining a broad vision of
the solution tradespace and avoiding premature down-selection. Preserving dominated points is an
acknowledgement that “uncaptured value metrics may exist... and allows for more detailed and dynamic

analysis of the structure of the tradespace itself.”*

The increasing complexity of modern systems has greatly increased interest in (as well as the
importance of) ilities-type considerations in systems engineering and analysis (Figure 20). Additionally,
the emergent and multifaceted nature of ilities attribute analysis often means that maturation of a
single ility approach often involves a dedicated research effort. This review makes no attempt at a

comprehensive review, but additional noteworthy research efforts include work on durability and

80 Hugh McManus et al., “A Framework for Incorporating ‘ilities’ in Tradespace Studies,” in AIAA Space, 2007,
http://arc.aiaa.org/doi/pdf/10.2514/6.2007-6100.

*# Ross et al., “Revisiting the Tradespace Exploration Paradigm.”

82 Ross and Hastings, “The Tradespace Exploration Paradigm.”
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reliability at Georgia Tech’s Space Systems Design Lab ® ® and affordability at the Systems Engineering

Research Center (Stevens Institute of Technology and USC).**

* Quality

© Reliability

* Safety

® Flexibility

® Robustness

— © Durability

100,000 Scalability
© Adaptability

* Usability Quality .
100,000 ® Interoperability ,/ ]

® Sustainability
* Maintainability Safety
® Testability
10,000 * Modularity
© Resilience

/T T : // -‘
1,000 rability Adapubility g
100 /_-/ . ' O = obusmes /

Sustainability

Y /Fiegitlicy : ' ' _
‘.ﬂ 4 | |} e
o] - Maintainabilj Myacoparasliy

Resilience A Usability { | Scalabjlity
\ . / Modula;’:yTestabiiiq;

1884 1890 1900 1910 1920 1930 1940

1950 1960 1970 1980 1990 2000 2010

Figure 20. Cumulative number of journal articles in which an ility appears in the title or abstract of the paper
(1884-2010).%

With an increasing number of ility-type explorations underway, recent research efforts have turned
toward the identification of opportunities to roll-up ilities into higher-level metric classes. An example
of this is the development of the concept of “changeability” as an organization rubric for the concepts of
flexibility, adaptability, scalability, modifiability and robustness.*” Changeability identifies a common set
of pathways for each of these ilities, involving a change agent, a change mechanism and change effect

(outcome). Although this approach does not replace directed research into lower level ilities, it can help

8 Joseph H. Saleh, Analyses for Durability and System Design Lifetime: A Multidisciplinary Approach, Cambridge
Aerospace Series 23 (New York, NY: Cambridge University Press, 2008).

2 Joseph Homer Saleh and Jean-Francois Castet, Spacecraft Reliability and Multi-State Failures: A Statistical
Approach (Chichester, UK: John Wiley & Sons, Ltd, 2011), http://doi.wiley.com/10.1002/9781119994077.

% Barry Boehm et al., Tradespace and Affordability-Phase 2 Final Technical Report (Stevens Institute of Technology:
Systems Engineering Research Center, December 2013),
http://oai.dtic.mil/oai/oai?verb=getRecord&metadataPrefix=html&identifier=ADA590751.

% de Weck, Roos, and Magee, Engineering Systems.

# Adam M. Ross, Donna H. Rhodes, and Daniel E. Hastings, “Defining Changeability: Reconciling Flexibility,
Adaptability, Scalability, Modifiability, and Robustness for Maintaining System Lifecycle Value,” Systems
Engineering 11, no. 3 (2008): 246-62, doi:10.1002/sys.20098.
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structure the design process in ways which permit (and prevent) different kinds of system state

transitions.®®

Uncertainty Control and Mitigation

A final element in addressing engineering uncertainty is assessing opportunities to control and/or
mitigate the impact of uncertainty on the solution space. Epoch/Era Analysis is one method of
evaluating how a solution will perform in the face of a changing operational environment. For a given
system analysis, changes in need or context are “represented as discrete time periods, called epochs,

during which the context and needs are stable.”®

These epochs can be strung together into system
eras, which represent possible lifecycle experiences for the solution under analysis. Evaluating possible
solutions against a set of possible eras can reveal which solutions are more and less robust to change of

particular types (Figure 21).
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Figure 21. Representation of system performance in the Epoch/Era framework. The system under analysis (a point
solution from the tradespace) is analyzed for multidimensional utility/performance over time — here, a
representative era composed of five epochs. The system is evaluated as meeting stakeholder needs as long as its
performance exceeds the threshold defined by the expectation level (dashed boxes). As context and expectations
change from epoch to epoch, the system can experience performance degradations (1> 2) and must respond to
expectation changes (23, etc.).”

# jennifer E. Manuse, “The Strategic Evolution of Systems: Principles and Framework with Applications to Space
Communication Networks” (Dissertation, Massachusetts Institute of Technology, 2009).
8 McManus et al., “A Framework for Incorporating ‘ilities” in Tradespace Studies.” Emphasis in original.
90 4.
Ibid.
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Solutions which perform well across a range of epochs may be more valuable than solutions
optimized for performance in the specific context originally derived from the initial stakeholder
assessment. The Epoch/Era framework also supports analysis of sequenced epochs, which permits
evaluation of performance in path-dependent circumstances. if Epoch 3 always follows Epoch 2, then a
design must take both into account in an evaluation. A basic example of this phenomenon might be a
change from a cloudy context to a rainy one. A solar powered system needs to take into account any

decrease in sunlight in the preceding epoch before evaluating its performance in the following one.

The kind of analysis permitted by a framework like Epoch/Era also can be used to reveal where
opportunities exist to design a system against potential changes. It is possible in many circumstances to
design provisions which permit system change in the face of a new context or need environment. The
change from epoch 4 to epoch 5 in Figure 21 illustrates the practical import of such a capability. This
sort of engineered flexibility is the focus of research into “real options” as a tenet of engineering

design.”

The theory behind real options has its foundations in the concept of financial options, which are
instruments permitting a “purchaser... to either buy or sell an asset in the future at a certain time” for a
fixed prince and an up-front cost.”> These options reduce the risk experienced by the purchaser; a stock
option, for example, allows the holder to purchase a stock for a preset price at some point in the future,
permitting the holder to take advantage of opportunities (e.g., exercising the option when the stock
goes up) or avoid unfavorable turns of the market (choosing not to exercise the option when the stock

goes down).

In engineering terms, real options offer a similar kind of payoff structure — for some up-front cost,
the purchaser gains the flexibility to take or not take a design-relevant action at some point in the
future. Classically, this has been used to great effect in infrastructure and construction projects.
Designing a building with a studier foundation than is required for its size, for example, permits the

owner to potentially expand that building in the future should demand require it (Figure 22).

*! Richard De Neufville and Stefan Scholtes, Flexibility in Engineering Design, Engineering Systems (Cambridge,
Mass: MIT Press, 2011).

*2 Mark Baldesarra, “A Decision-Making Framework to Determine the Value of on-Orbit Servicing Compared to
Replacement of Space Telescopes” (Massachusetts Institute of Technology, 2007),
http://18.7.29.232/handle/1721.1/40857.
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Figure 22. The Health Care Service Corporation (HCSC) headquarters building as an example of real options in
practice. The original building (left, center) was designed with 30 stories to accommodate the then-appropriate
(1990s) needs of the company. However, because the building was built to accommodate potential expansion, the
company was able to add an additional 24 story section to the same structure more than a decade later (2010s).*

Taken more generally, a system designed with real options in mind includes an up-front cost (the
cost of including design changes which later permit the flexibility), to minimize future risks. This formula
has been extended to space systems to analyze the benefits of including features which permit later

satellite servicing of a design.**

** Anthony Guma et al., “Vertical Phasing as a Corporate Real Estate Strategy and Development Option,” Journal of
Corporate Real Estate 11, no. 3 (2009): 144-57, doi:10.1108/14630010910985904.

9 Baldesarra, “A Decision-Making Framework to Determine the Value of on-Orbit Servicing Compared to
Replacement of Space Telescopes.”
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2.5. Systems Engineering in Theory and Practice: Putting Together the Models

The preceding sections of this chapter have outlined some of the core concepts behind system
development lifecycles, technical systems engineering and the advanced analytical techniques which can
support those efforts. But how well are these concepts employed in actual practice? As suggested in
Section 2.3 in particular, actual outcomes and experiences vary by development program and models
used. Unfortunately, this difference between theory and practice also extends to the use of academic
analytical advances in actual field conditions. Adoption of advanced systems engineering techniques
and tools has been slow, haphazard and uneven across different aspects and phases of the development
process. More importantly, to the extent that advanced techniques are being adopted, they are being
adopted in ways which only benefit particular subsections of the development task. As a result, they fail
to address the core concerns of systems engineering: the control and management of the development

process.

2.5.1. Adoption and Real-World Practice

Although the lifecycle models presented in this chapter imply an orderly progression of phases from
concept formulation to product deployment, in practice, some phases are more closely integrated than
others. In theory, systems engineers should start with a large space of potential options, which over the
course of the design maturation process, are “constantly prune[d],” until a “’solution’ to the problem at
hand” is arrived at.”® This steady “focusing [of the] development effort [is] necessary in order to
produce a detailed specification.”®® Unfortunately,

“consideration of a multitude of options requires significant time and money that is often not available. Instead,

engineers typically set as baselines favourite or previously developed concepts and perform Analysis of Alternatives
off of the baseline through small perturbations. Larger scale concept trades are sometimes done, but often at low

fidelity (“back of the envelope”) or in small number (typically a handful of concepts).”97

This premature limitation of the design space “introduce[s] artificial constraints on the design
process and reduce[s] the potential value created and delivered to the customers.”*® It also encourages

rapid progression into detailed specifications in advance of a full review of solution efficacy.” This haste

%% Ross and Hastings, “The Tradespace Exploration Paradigm.”

* bid.

* bid.

* Ibid.

99 “Wwhile expedient,

there is significant danger of selecting a significantly suboptimal solution because the entire solution
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is subtly reinforced by the pressure on the developers to produce visible progress towards a product,

and rewarded by subsystem engineers eager to proceed with detailed engineering work.

One of the more pernicious results of this haste is the tendency to conflate the process of
generating detailed specifications with the formalization of binding requirements on the maturing
system. In most real world projects, requirements reflect a legal statement of what performance is
expected from a given work product, and are generated at several levels of specificity, ranging from high
level statements (“The space telescope shall provide an ultraviolet imaging capability”) to very low-level
constraints (“After five years of operation, each battery cell shall continue to supply X watts of power to
the high-voltage distribution subsystem while generating less than Y watts of thermal waste heat”).
Design specifications, however, need not include such legalistic formalisms immediately; particularly
where the design is not fully mature, it may be appropriate to explore the implications of a proposed

design trajectory before they are finalized in legalistic terms.

In general, subsystem engineers — particularly where the work is contracted out to another
organization — prefer requirements to be specified in full before beginning design work, as this permits
subsystem and component design to proceed efficiently. Likewise, systems engineers prefer firm
statements of expectations from stakeholders, as this permits system design to proceed efficiently from
an engineering point of view. Such preferences are the source of frequent statements to the effect that
“we should never attempt to perform system designs until the project requirements have been fully
developed and understood... Only after the requirements have been developed in full should the

designers be turned on to design to that known set of requirements.”*®

The understandable pressure to enshrine design specifiéations into legal requirements prematurely
incurs two kinds of costs on the design process. First, it encourages the creation of poorly conceived
requirements, which drive the design process towards a particular set of solutions and “constrain{] the
creative expertise of the designers.”’® This exacerbates tendencies towards “premature reduction of
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the tradespace” and frequently results in a product which misses “better value solutions. Second, as

the design process does mature, stakeholders and systems engineers frequently discover that there are

space has not been carefully examined.” de Weck and Haberfellner, Systems Engineering: Principles, Methods and
Tools for System Design and Management.
19 office of Audits, NASA’s Challenges to Meeting Cost, Schedule, and Performance Goals, Audit Report (National
Aeronautics and Space Administration, Office of the inspector General, September 27, 2012).
12: Ross and Hastings, “The Tradespace Exploration Paradigm.”

Ibid.
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factors which were not fully addressed in the initial “cut” of the design process. This places extreme
pressure on the development team to rewrite requirements to satisfy the new understanding of needs,
which inevitably leads to higher costs than initially estimated. This “requirements creep” is no small
matter: studies of infrastructure projects have suggested that “scope creep and inadequate Detailed

7103

Project Report (DPR) are primary factors impacting cost overruns,” while “Rudy de Leon, former

deputy secretary of defense, said 50 percent [of cost overruns] arose from requirements creep.”®

A final factor discouraging extended concept exploration is the simple fact that the kinds of
advanced analysis advocated for by academia are much more easily (and regularly) applied to subsystem
and component design processes. Monte-Carlo simulation, tradespace exploration, sensitivity analysis
and other techniques discussed in this section all have their origins in similar methods used in detailed
design exploration. At the subsystem and component level, these approaches are well supported by
tools and software which enable their straightforward use; AutoCAD for example supports a wide range

105 Additionally, the smaller scale

of simulation and modeling functions for mechanical systems design.
of the components under study (relative to the full system) means that for any level of model fidelity,
the analysis task will be less computationally intensive.’® Finally, subsystem and component level
performance attributes are generally easy to quantify, and therefore make excellent inputs to these
analyses — particularly by comparison to the inherently more subjective concerns relevant in stakeholder

utility analysis.

2.5.2. Architecture vs Design: Two Levels of Engineering Analysis

In order to counteract these trends and better integrate stakeholder needs into the design process,
academic research into tradespace exploration, utility theory and sensitivity analysis has focused on
what has come to be called “architecture-level” analysis of proposed systems. Architectural-level
analysis is often described as a high-level approach to systems engineering and is distinguished from

design engineering. “All architecture is design but not all design is architecture. Architecture represents

193 KPMG and Project Management Institute (PMI), Study on Project Schedule and Cost Overruns: Expedite

Infrastructure Projects, November 30, 2012, http://www.pmi.org.in/downloads/PMI_KPMG_2013.pdf.

194 colin Clark, “Fix Requirements, You Fix Costs | DoD Buzz,” Online Defense and Acquisition Journal, accessed May
10, 2014, http://www.dodbuzz.com/2009/04/30/fix-requirements-you-fix-costs/.

103 usimulation Software | Design & Engineering Analysis | Autodesk,” accessed May 11, 2014,
http://www.autodesk.com/products/autodesk-simulation-family/overview.

1% This concern is gradually growing less significant as desktop computing power continues to increase and the
availability of cloud computing and other distributed processing expands. However, for sufficiently large
tradespaces, this concern is still rate-limiting in the current era.
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the significant design decisions that shape a system, where significance is measured by cost of
change.”” By creating this additional tier of analysis, researchers in the field hope to support better
and more rigorous evaluation of concept design:
“Conceptual design is a special point in the development process for products. During this phase, the key mapping of
function to form is specified. The physical form selected then determines a majority of the cost and schedule for the
ensuing development process. Making a poor decision at this point will have significant cost and schedule
ramifications as changes become more difficult to make later in the process. The selection of the design concept and
high level specifications are the outputs of this phase and inform the preliminary design phase to follow. The design
choice space from which the concept is selected must be carefully considered in order to mitigate the risk of later

costly changes, and maximize the value created for the stakeholders of the system. Intentional or unintentional

premature reduction of the design choice space may take away valuable information from the designer, preventing

. 108
realization of more robust and valuable systems.”

For now, this vision has yet to be fully realized, for the reasons specified previously. Additionally,
the architecture modeling approach has yet to include a detailed roadmap for the integration of its
results with the more detailed design maturation which occurs as the solution is refined. This gap
weakens systems engineers’ ability to update their architectural tradespace exploration with
information gleaned from technology development and subsystem design efforts. This limits
opportunities to pursue parallel solution paths in the early stages of a large project for risk reduction
and information gathering purposes. More importantly, it limits systems engineers’ ability to update the
design-level effort with new insights gleaned from the architecture analysis paradigm, maintaining
existing separations between subsystem engineering and the higher-level stakeholder and solution

analysis effort.

107 Grady Booch, “On Design (Software Architecture, Software Engineering, and Renaissance Jazz),” accessed May

8, 2014, https://www.ibm.com/developerworks/community/blogs/gradybooch/entry/on_design?lang=en.
1%8 Ross and Hastings, “The Tradespace Exploration Paradigm.”
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3. Examining the Problem: Aerospace Systems Development
in the Systems Engineering Context

As the previous chapter suggests, although systems engineering concepts and technologies have
matured substantially over the several decades, complex systems development remains a fraught and
challenging task for organizations of all scales and classes. Cost overruns, schedule slippages and
outright failures are common across the entire range of industries attempting such development efforts.
For space missions, the probability that a project will fail to meet performance, cost or schedule
expectations is greater still. Having established a foundational understanding of the systems
engineering context, this thesis’ next task is to explore the development environment at NASA to gain a
deeper understanding of how the generalized concerns raised in the close of the previous chapter map
onto the experiences of real-world aerospace development efforts. Chapter 3 therefore seeks to
conduct a somewhat detailed study of NASA project experiences to understand where the greatest
challenges exist in the organization’s space system development efforts. This exploration will in turn
provide focus for a review of potential solution frameworks and the specific class of response advocated

for in Chapter 4.

3.1. NASA Development Efforts in an Organizational Context

The majority of NASA spacecraft development efforts occur in a context similar to those
encountered across the majority of the commercial and governmental space sector. Missions are built
from partnerships of people, technologies and capabilities spread across a variety of organizations,
institutions and geographic locations. In the United States, almost all space missions include a range of
industry, governmental and academic collaborators. NASA itself is in many ways a microcosm of the
overall industry, with a diverse staff of scientists and engineers along with a range of construction, test

and research facilities to support them.

NASA is a large organization with over 17,000 employees distributed across a variety of

1% This dual-hierarchical

geographically distinct centers and functionally distinct mission directorates.
configuration is often described as a “matrix” organization. Most centers include contingents

representing each of the four primary mission directorates — “Science,” “Aeronautics,” “Human

1% workforce Strategy Division, Office of Human Capital Management, “Workforce Information Cubes for NASA

(WICN),” Personnel/Payroll Database, (March 8, 2014), https://wicn.nssc.nasa.gov/wicn_cubes.html.
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Exploration and Operations,” and “Space Technology” — but specialize in a particular subset of
technologies and mission areas. Thus, the Jet Propulsion Laboratory (JPL) invests its resources in
advanced sensor technologies, planetary missions (those beyond earth orbit), and a subset of earth
science and astronomy missions,™*® while Dryden Flight Research Center defines its core competencies
as “atmospheric flight research and test” with additional support for testing of future space hardware.'"*
Although each center considers itself the “lead” organization for particular categories of missions, in

reality, core competencies overlap and most projects include contributions from multiple centers.

Typical NASA space missions involve the partnership of one or more NASA centers with a variety of
private contractors {(many of which are large organizations themselves) and academic partners (typically,
researchers from one or more universities). Individual missions are funded through one of two primary
mechanisms: “announcement of opportunity (AO)” missions which are competitively selected from
proposals submitted by an internal or external project team, and “directed missions” where “NASA
headquarters determines the scientific goals and requirements.”*** AO missions are typically lead by a
principal investigator in collaboration with industrial and NASA center partners, while directed missions
are typically lead by a NASA center directly. Both classes of mission may designate a prime contractor,

while including a variety of other industry partners in the design team hierarchy.

A recent exemplar of the AO mission category may be found in the Mars Exploration Rover (MER)
missions, Spirit and Opportunity. Led by Principal Investigator Steve Squyres of Cornell University, the
MER mission proposal was selected by IPL in response to an AO posting to fill the 2003 Mars launch
window. Although much of the design and management were run by JPL personnel, the instruments
and scientific payload were provided primarily by academic/institutional partners such as the Max
Planck Institute, Johannes Gutenberg University, Arizona State University and the Neils Bohr Institute,
with small private companies like Honeybee Robotics fulfilling similar roles. Larger industry partners
such as Ball Aerospace and the Aerospace Corporation were more heavily involved in the design and

construction of the rovers, power systems and space segments of the mission. Assembly, integration

119 NASA Facts, “Jet Propulsion Laboratory Fact Sheet” (Jet Propulsion Laboratory (JPL)), accessed March 21, 2014,

http://www.jpl.nasa.gov/news/fact_sheets/jpl.pdf.

1 pavid McBride, Center Director, “Dryden Flight Research Center: Center Overview” (Presentation, Hugh L.
Dryden Flight Research Center, 2012).

112 National Research Council (U.S.), Controliing Cost Growth of NASA Earth and Space Science Missions
(Washington, D.C: Nationai Academies Press, 2010).
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and test were conducted at a variety of NASA centers, while launch services were provided by Boeing

Integrated Defense Systems (IDS)’ Delta Il rocket and hosted at Kennedy Space Center.*®

The largest directed mission by far in NASA’s current development portfolio is the James Webb
Space Telescope (JWST) project. Led by Goddard Space Flight Center in partnership with prime
contractor Northrop Grumman, JWST is the next-generation successor to the Hubble and Spitzer Space

4 As in the MER example, a variety of additional

Telescopes’ infrared astronomy missions. !
organizations are involved in the design and construction. JWST’s four primary components are its
optics subsystem, its Integrated Science and Instrument Module (ISIM), the spacecraft bus and a large
sunshield for thermal control and protection. While Northrop Grumman is constructing the bus and
sunshield in-house, the optics subsystem has been subcontracted to Ball Aerospace, with materials,
integration and test support from ITT Exelis and Alliant Techsystems.™™® Goddard is coordinating the
ISIM integration internally, but the instruments themselves are being developed by teams from the
University of Arizona, the European Space Agency (ESA), JPL and the Canadian Space Agency (CSA).
Much of the spacecraft will be assembled at Goddard, but full scale testing and integration of the
telescope required the construction of a massive new vacuum chamber facility at Johnson Space

Center.!®® Launch services will be provided by ESA at its spaceport in Kourou, French Guiana, atop an

Ariane V ECA rocket, ™’ while scientific planning and operations will be coordinated through the Space

13 Adapted from Jet Propulsion Laboratory, “Mars Exploration Rover (MER) Mission Overview,” Mars Exploration

Rover Mission, accessed March 21, 2014, http://mars.jpl.nasa.gov/mer/overview/; Steven W. Squyres, Roving
Mars: Spirit, Opportunity, and the Exploration of the Red Planet, 1st ed (New York: Hyperion, 2005).

11% Goddard Space Flight Center, The James Webb Space Telescope: Science Guide (Goddard Space Flight Center:
National Aeronautics and Space Administration, 2011),
http://webbtelescope.org/webb_telescope/multimedia/db/printable_products/jwst-scienceguide/large.

113 «james Webb Space Telescope (JWST),” Northrop Grumman, accessed March 21, 2014,
http://www.northropgrumman.com/Capabilities/JWST/Pages/default.aspx?utm_source=PrintAd&utm_medium=R
edirect&utm_campaign=WebbTelescope+Redirect.

16 Mary Cerimele and Brandi Dean, “Modifications Complete for Johnson Space Center’s Chamber A,” Webb
Update: National Aeronautics and Space Administration, September 2012, jwst.nasa.gov.

17 “JWST,” European Space Agency, accessed March 21, 2014,
http://www.esa.int/Our_Activities/Space_Science/JWST.
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Telescope Science Institute (STScl), an academic organization for international astronomy research.**

119

3.2. Assessing NASA’s Systems Development Performance

With a variety of AO and directed missions underway in various stages of their engineering
lifecycles, a review of past space missions may reveal some insights into NASA’s development
performance. Assessihg the actual performance of these development projects is extremely difficult;
studies routinely assess different groups of missions entirely, and employ a variety of competing
methodologies to baseline cost and schedule expectations against the final development outcome. The
National Research Council (NRC) conducted a systematic review of a variety of study references in an
attempt to reconcile available data. This review found average cost growth ranged between 23% and

77% of baseline, with associated average schedule growth as great as 56% of expectation (Table 1).'*°

TABLE 1.2 Average Reported Cost and Schedule Growth of Past NASA and Department of Defense Missions

Number of Missions Average Cost Growth
Primary Reference Missions or Programs (%) Average Schedule Growth
1 NASA 40 27 22 %
2,4 NASA 15 23 13 months
3 NASA 25 68 56 %
5 NASA 10 76 36 %
7 NASA 29 77
9 DOD 142 32

NOTE: Primary References 2 and 4 examined the same data. Primary References 6, 8, and 10 did not calculate average cost or schedule growth. Primary
Reference 7 concluded that (1) cost increased by more than 50 percent for three-fourths of the missions examined and (2) cost increased by more than
100 percent for one-third of the missions examined.

%The 77 percent cost growth in Primary Reference 7 represents the median cost growth observed.

Table 1. Summary results of NRC review of US government space system development projects.

Examination of specific missions in detail reveals that cost and schedule growth are closely
correlated for the vast majority of science missions. Difficulties encountered in development, even
where only directly attributable to a single subsystem, often have cascading effects on other subsystem
development efforts, leading to delays and increased costs. Alternately, delays imposed by outside
sources — funding cuts or launch considerations, among others — result in increased costs due to the

effort required to store, sustain and/or maintain the system under development. The only exceptions to

18 james Webb Space Telescope Mission Science and Operations Center: Science Operations Design Reference

Mission - Revision C (Baltimore, Maryland: Space Telescope Science Institute, September 27, 2012),
https://soccer.stsci.edu.

19 M. stiavelli et al., JWST Primer, Version 2.0 (Baltimore, Maryland: Space Telescope Science Institute, May 2009),
http://www.stsci.edu/jwst/.

129 National Research Council (U.S.), Controlling Cost Growth of NASA Earth and Space Science Missions.
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this general trend relate to missions with fixed launch windows (primarily, missions to Mars or other
celestial bodies), where any schedule growth may result in years of delay until orbital parameters are
again aligned. In these cases, schedule growth is regularly limited to near zero — but likely at substantial

additional cost (Figure 23).2

121 pid.
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Unfortunately, technological progress and more modern systems engineering techniques do not
appear to be altering these spacecraft development trends. Breaking down the performance of
spacecraft development projects by decade does not favor more recent missions. From an average cost
growth of 43% in the 1970s, NASA missions exceeded 60% cost growth in the 1980s. The imposition of
“faster, better, cheaper” in the 1990s appears to have substantially reduced the tendency toward
overruns, with many missions closely hewing to projections. This numerical improvement, however,
masks the considerable number of failed missions which resulted from this budget-conscious
approach.'® Of the 40 missions most closely considered by the NRC study, four missions ended in
failure, and each was primarily developed in the “faster, better, cheaper” era. It is not at all clear that
this in fact represents a substantial improvement in systems development performance. In the past

decade, average cost growth has returned to an average of 29%, much closer to the historical trend.'*

Analysis of space missions by mission type or budgetary line-item allocation likewise reveals few
trends of interest to an examination of development problems. Earth-orbiting and space-oriented
missions “experience a similar mix of cost growth in both absolute terms and as a percentage of initial
cost.”** Similarly, missions spurred by NASA headquarters (directed missions) and those initiated by
external submissions (“announcement of opportunity” [AO] missions) equally “experience significant
cost growth.”'”® These similarities suggest that problems encountered in development resource
budgeting are not unique to a particular facet of the bureaucracy or a particular class of outside

researcher working with NASA.

A more fruitful line of investigation appears to be more directly related to the particular attributes
of missions under development. A closer analysis of specific missions reveals that not all missions
experience equally extreme overruns. A small subset of missions contributes inordinately to the cost
and schedule growth observed in the agency as a whole (Figure 24). The cost analysis in Figure 24 is
presented in absolute terms, but the magnitude of relative costs may be determined through visual
comparison of the initial costs and cost growths plotted for each mission in the figure. Such an analysis
— corroborated by the data in Figure 23, covering the same missions — reveals that the phenomenon of

outsized cost growths from particular missions (as opposed to others) holds on a percentage basis as

123 alex Canizares, “Goldin Stands by ‘Faster, Better, Cheaper’ Credo,” Space.com, December 14, 1999,

https://web.archive.org/web/20090523150442/https://www.space.com/news/goldin_nasa_991214.html.

z: National Research Council (U.S.), Controlling Cost Growth of NASA Earth and Space Science Missions.
Ibid.

28 |bid.

69



well as on an absolute basis. The overlap between the two categories is not perfect; some missions with
large absolute cost growths have low percentage growths, and vice versa. This thesis is less concerned
with absolute cost growth considerations, as this excessively penalizes large projects with small
percentage cost growth; instead, this thesis focuses is on the substantial subset of cases where
development costs greatly exceeded relative expectations, as these cases are those where systems

engineering failures may be partially to blame in the outcome.
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Figure 24. Absolute cost growth as compared to initial estimates for 40 NASA missions.

From this systems engineering perspective, absolute cost growth does have important implications
in one critical way. From the standpoint of NASA’s overall budget, extreme overruns in large programs
have the greatest potential to impact the budgets of other development efforts. A recent example from
NASA’s internal office audits is illustrative in this regard:

“[T]he cost growth and schedule delays associated with JWST and MSL, which together account for approximately 51
percent or $11.4 billion of total life-cycle costs for the 15 projects in implementation included as part of GAO's 2012
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assessment, led the Agency to postpone the next large astrophysics project recommended by the National Research
Council and may lead to cancellation and reconfiguration of the Agency’s other Mars exploration projects."127

This potential for “cascading effect(s] on NASA’s entire portfolio” substantially affects NASA
operations and can induce delays and cost overruns in otherwise well-performing programs.’?® In effect,
budgetary squeezes induce management and systems engineering failures by making an
optimal/efficient design maturation pathway unsustainable. Development must proceed at a slower

pace or proceed asymmetrically, with substantial cost growth as a result.

It is important to note that a substantial fraction of cost growth in NASA missions can be directly
attributed to factors outside of the control of a particular project. These range from issues with launch
vehicle procurement to budget cuts leading to schedule slippages. NASA internal estimates suggest that
the percentage contribution of these factors to lifecycle costs is on the order of 24% of total budget
growth. The true number may be greater where such external impacts lead to internal cost growth due
to “indirect effects.” As this thesis is concerned with cost and schedule growth due to failures within the

development process, factors such as these are deliberately excluded from analysis. 129

As data gathering and record-keeping regarding mission development efforts has improved, the
unequal failures of different development projects have become more apparent. Recent reforms to
NASA’s reporting standards have increased the detail and resolution of project data, allowing new
insights to be derived from the greater budgetary picture. Table 2 is perhaps illustrative in this regard.
In the period 2009-2012, an average of averages for cost and schedule growth exceeded 23% and 11
months respectively for NASA projects over that time period. Excluding the James Webb Space
Telescope {(JWST), a particularly large and troubled development program, however, reVeaIs an average
cost growth of approximately 15% for the remaining missions. In effect, a single mission out of
hundreds contributed a quarter of the cost growth for this period — and more than tripled the cost

growth reporting for a single year on a percentage basis.**

127 Office of Audits, NASA’s Challenges to Meeting Cost, Schedule, and Performance Goals.

12 |bid.

129 Cindy Bruno and Brad Perry, “SMD Cost/Schedule Performance Study: Summary Overview” (presented at the
Planetary Science Subcommittee Meeting, NASA Goddard Spaceflight Center, June 24, 2008),
http://www.lpi.usra.edu/pss/presentations/200806/16bruno.pdf,

30 Office of Audits, NASA’s Challenges to Meeting Cost, Schedule, and Performance Goals.
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Average Development
Cost Growth Average Cost Growth | Average Launch Delay
Year (millions) (percent) (months)
2009 $49.5 13 11
2010 $121.1 19 15
2011 $94.3 15 8
2012* $314.8 47 11
" Excluding JWST, the figures become $79 million, 15 percent, and 8 months, respectively.

Source: NASA Office of Inspector General (OIG) analysis of GAO data

Table 2. Average Cost Growth and Launch Delay of Major NASA Projects 2009-2012."*'

A more detailed analysis of specific missions under development suggests that the particular designs
and objectives of NASA projects may be related to overruns such as those reported above. Several
studies have concluded that “cost growth is...closely associated with increases in spacecraft mass and
higher levels of mission complexity rather than with mission type.”*** The relationship between mission
complexity, and cost and schedule overruns has much to recommend it conceptually: more complex
projects have a greater number of components and interfaces, and therefore more opportunities for
development problems in any one area to cascade into system-wide cost and schedule slippages.
Aerospace Corporation studies of NASA, DOD and private sector-satellite projects suggest this pattern

3 In this analysis, failed systems represent those

holds across space industry participants (Figure 25).
with an underinvestment of resources and development time; by implication, for those missions to have
succeeded, substantial cost and schedule growth would have been required. The retrospective view in
Figure 25 offers a baseline for comparison for future development projects. Proposed missions of a
given complexity will require a certain investment of time and resources to succeed. Conversely, if
associated estimates are below the threshold regression suggested by the study, cost and schedule

growth (or mission failure) are likely.'*

131 A
Ibid.
32 National Research Council (U.S.), Controlling Cost Growth of NASA Earth and Space Science Missions.
3 David A. Bearden, “Small-Satellite Costs,” Crosslink: The Aerospace Corporation Magazine of Advances in

Aerospace Technology, Winter 2000.
 Ibid.
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or development time. Although the complexity index does not identify the

Figure 25. Relationship of Cost and Schedule to Mission Complexity.'*

Difficulties associated with system complexity appear to play the greatest role in missions which
feature substantial novel technologies, represent a pathfinder for advanced technologies, or represent a
particularly large-scale implementation of existing technologies. NASA missions frequently “combin(e]
several interdependent technologies to accomplish novel missions, and the resulting complexities are
often difficult to predict.”**® Earth Observing-1 (EO-1), CALIPSO, CLOUDSAT and the Spitzer Space
Telescope (originally known by the acronym SIRTF) are archetypes of this class. EO-1, an earth science
mission, “developed and validated a number of instrument and spacecraft bus breakthrough
technologies designed to enable the development of future earth imaging observatories.”** CALIPSO,
or “Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation” featured one of the first Lidar
systems deployed in space and is an important asset in NASA’s primary earth science constellation, the
“A-Train.”'®® CloudSat, another A-train satellite, was “selected as a NASA Earth System Science
Pathfinder satellite mission in 1999...[and] has flown the first satellite-based millimeter-wavelength
cloud radar—a radar that is more than 1000 times more sensitive than existing weather radars.”**

Finally, Spitzer — NASA’s Great Observatory for infrared astronomy — employed a “novel thermal design”

intended to permit the use of a “much smaller vacuum pressure vessel and a smaller total observatory

2 |bid.

138 Office of Audits, NASA’s Challenges to Meeting Cost, Schedule, and Performance Goals.

137 “0-1 Baseline Mission,” -1, accessed March 14, 2014, http://eol.gsfc.nasa.gov/new/baseline/.

138 “NASA - Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSQ),” accessed March 14,
2014, http://www-calipso.larc.nasa.gov/.

139 «cLOUDSAT Overview,” accessed March 14, 2014, http://cloudsat.atmos.colostate.edu/overview.
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mass than..more conventional ‘cold launch’ architecture[s].”**® Each of these programs ultimately

experienced cost growths exceeding 50% of the original program allocation (Figure 26).

200.0%
. & CDR to Launch
I PDR to CDR
m Start to PDR
150.0%+
100.0%~ L

50.0%-

Figure 26. Cost growth of missions by program phase. EO-1, CALIPSO, Spitzer and CLOUDSAT are among the most
dramatically mis-estimated development projects in this list."**

On some level, the idea that missions featuring novel technologies, applications or scales also are
those most likely to experience substantial cost growth is to be expected. Surprises are inevitable in at
least some development projects, necessitating a re-evaluation of the resources allocated to the effort.
What is problematic about the cases highlighted above (and in Figure 24) is the degree to which these
surprises appear to occur very late in the development process. The Preliminary Design Review (PDR)
and Critical Design Review (CDR) are both reviews which occur well into the standard NASA lifecycle, in
the later parts of Phase B — Preliminary Design and Technology Completion, —and Phase C — Final Design
and Fabrication, — respectively. CDR in particular is a part of the implementation period of the NASA
lifecycle (to return to the Mooz and Forzberg articulation).’® For substantial cost and schedule upsets —

the majority, in fact — to occur after the design has theoretically been “frozen” by the foregoing decision

Y% M. W. Werner et al., “The Spitzer Space Telescope Mission,” The Astrophysical Journal Supplement Series 154,

no. 1(2004): 1.
! National Research Council (U.S.), Controlling Cost Growth of NASA Earth and Space Science Missions.
2 Eorsberg, Mooz, and Cotterman, Visualizing Project Management.
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gates, it must be the case that the actual development process is failing to conform to what was

idealized in the NASA systems engineering handbook (Figure 27).

H i 1 i i
NASA Life-
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‘ Peer Reviews, Subsystem Reviews, and System Reviews ‘

i 1 H

Supporting
Reviews

Figure 27. Detailed outline of the NASA project lifecycle, associated reviews and decision gates.143

Internal and external reviews have suggested that “CDR for many missions may be held
prematurely—driven by schedule rather than driven by design maturity. CDR approval of an immature
design can cause downstream problems during Phase D such as integration difficulties and late
changes.”** Essentially, the massive growth in costs seen post CDR is at least in part a reflection of
“underlying causes... [which] may have originated prior to CDR without being recognized.”**> There are
a variety of contributory causes to this trend, but from a development process standpoint, the two most
important factors identified in past reviews are “overly optimistic and unrealistic initial cost estimates”

n146

and “problems with development of instruments and other spacecraft technology. Reviewing the

case of Spitzer in somewhat more detail, the NRC found that :

“[T]he Spitzer Space Telescope mission (formerly known as the Space Infrared Telescope Facility, SIRTF) had the
largest absolute cost growth of the 40 missions assessed by Primary Reference 1. Cost growth problems encountered
by Spitzer included many of the factors cited in the above find[ing]: early planning deficiencies; problems with
development, integration, and/or testing of the spacecraft as well as all three major instruments; launch vehicle

143 NASA Systems Engineering Handbook, SP-2007-6105 Rev1.

National Research Council (U.S.), Controlling Cost Growth of NASA Earth and Space Science Missions.
145 -
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problems; schedule delays associated with all of the above; and cost growth of project-level management functions
{Mlynczak and Perry, 2009).”147

The goal of the early phases of the project lifecycle is to “assure that risks associated with
technology development, instrument development, and design maturity are sufficiently retired,” ideally
prior to PDR, much less CDR.'® The fact that this objective is not being achieved suggests an
underinvestment and lack of support for study period (formulation) phases of the lifecycle. At NASA,
this issue is exacerbated by the study period’s secondary role as a competitive project selection
mechanism for many missions. The need to gain approval for a mission before development can
proceed “encourage(s] (overly) optimistic assessments of the cost and schedule impacts of addressing
uncertainties and overcoming potential problems.”**® Once approved, missions rapidly progress into the
implementation phase of the lifecyle with few opportunities for expanded risk reduction and design

maturation.

These weaknesses in the NASA development lifecycle have been evident throughout NASA’s mission
history. Studies of 1970s- and 1980s-era missions suggested a correlation between total investment in
the study period and overall development performance (Figure 28). In particular, it appears that study
period investments of at least 10-15% of the total lifecycle cost dramatically reduce the risk of later
overruns. NASA internal reviews of development efforts have likewise identified “early planning
deficiencies” as a leading cause of development cost growth (Figure 29). More recent studies, internal
and external to the agency, have likewise suggested increased attention to Phase A and Phase B

activities to encourage more predictable outcomes.* ***

7 pid.

8 bid.

9 |bid.

150 pid.

31 While this research focuses on NASA’s outcomes, these results are certainly not unique to NASA programs.
Studies of DOD acquisitions processes have likewise suggested that “once a contract is 15 percent complete, it is
unlikely to recover from a cost overrun.” Unlikely is perhaps an understatement — testing of contracts has
suggested that this trajectory holds for 95 of cases, and can be observed “regardless of the type of contract, the
stage of the contract, or which branch of the armed services the contract served.” For more details, see David S.
Christensen, “An Analysis of Cost Overruns on Defense Acquisition Contracts,” Project Management Journal 24, no.
3 (September 1993): 43-48.
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Figure 29. Role of adequate early planning/study in program cost growth outcomes.'**

2 Eorsberg, Mooz, and Cotterman, Visualizing Project Management. Derived from NASA HQ data.

>3 Bruno and Perry, “SMD Cost/Schedule Performance Study: Summary Overview.”
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3.3. Implications

The assortment of issues associated with the early phases of the development process, their
persistence in the face of concerted analysis and reform proposals, and their importance to associated
development outcomes suggests that the “study period” of the system lifecycle is a particularly
challenging stage of systems engineering. In part, this relates to this period’s role in committing costs

which will be expended in future phases (Figure 30).
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Figure 30. Expenditure profile for a typical product Iifecycle,154 modified to reflect space systems experience.
Unlike in other system lifecycles, very little expense is incurred during the operations period due to a general lack
of maintenance activities. For JWST, current budgeting suggests a total cost to launch of $8 billion, with an
additional $835M (~10% of total lifecycle costs) allocated for operations. Of the $8 billion in expected
development costs, approximately $1.5 billion were spent in the lead up to PDR {~17% total lifecycle costs), with
$2.5-$3 billion spent by CDR (~34% total lifecycle costs).'>> **° Given the extended technology maturation included
in JWST’s study period, these numbers agree reasonably with the profile above. [“AR” here corresponds to NASA’s
CDR].

3% Forsberg, Mooz, and Cotterman, Visualizing Project Management.

135 perived from John R. Casani, Chair, Independent Comprehensive Review Panel (ICRP), James Webb Space
Telescope (JWST): Final Report of the Independent Comprehensive Review Panel (ICRP) (JWST-ICRP, October 29,
2010), http://www.nasa.gov/pdf/499224main_JWST-ICRP_Report-FINAL.pdf.

158 Us Government Accountability Office (GAQ), NASA - Assessments of Selected Large-Scale Projects, Report to
Congressional Committees (Washington, DC: GAQ, April 2013), http://www.gao.gov/assets/660/653866.pdf.
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The study period encompasses the initial analysis of the problem/need, selection of a high-level
solution architecture and the early phases of design definition and maturation. As a result, it requires
particularly strong coordination between the various aspects of the project lifecycle; business,
budgetary, engineering, scientific, bureaucratic and other relevant concerns must all be represented
during this period of exploration. Moreover, as the study period transitions into the implementation
period, each of these aspects grows more complex and the interactions between them become more
apparent. Nowhere is this more true than within the technical components of the project, where design
maturation inevitably leads to ever-more-detailed definition of components and subsystems. Even
where systems engineering efforts are effective, this period represents a dramatic escalation in the

magnitude and rate of change in the effort involved. (Figure 31).

effort

time

project employing good SE

Figure 31. Standard Rayleigh curve distribution of effort (manpower hours) versus time for project development.*”’
If plotted from SCR, this curve is the approximate derivative of the expenditure curve depicted in Figure 30.

A rapidly escalating workload centered around an increasingly complex and interconnected system
can lead quickly to overload in a project’s design management effort. This kind of overload is not easily
remedied with the simple insertion of additional labor. Increasing the number of people in involved in
the development process increases the complexity of the associated coordination task. None of the
development tasks can be dropped, as all subsystems must eventually be developed for the system to

be completed. Worse still, where subsystem efforts have encountered substantial challenges — such as

157 “3Guide 3: How Systems Engineering Can Save Your Business Money,” UK Chapter International Council on

Systems Engineering, March 2009,
http://www.incoseonline.org.uk/Program_Files/Publications/zGuides_3.aspx?CatID=Publications.
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being unable to provide expected performance — managerial attention must be focused on these
immediate threats to the development process. With management and systems-level personnel
concentrating on bailing out a program element that is underwater, less attention and fewer resources
are available to maintain coordination and information exchange between various tracks of the
development process. This places pressure on the systems engineer and/or stakeholders’ ability to
maintain design authority — the ability to control the design’s evolution, rather than react to it — and
ultimately, their ability to maintain an integrated design effort all. It is this sort of challenge which leads
to a common failure mode in systems development: the devolution of a design effort into a series of
stove-piped processes requiring extensive additional work to accommodate and re-integrate later in the

construction process.

This kind of overload may also explain why systems engineers have been slow to employ the more
advanced analytical techniques and tools advocated for in the academic literature. If systems
engineering efforts routinely fail (come apart) using current methods, this implies that there is little

capacity available in the community of practice to incorporate more complex techniques.

Systems engineering failures can and do happen in any phase of the design, construction,
integration and testing aspects of the development process. In the MER case, the extreme schedule
pressure imposed by the narrow launch window complicated engineers’ ability to fully test systems
under conditions resembling those on Mars. Each such test required two days in a thermal vacuum
chamber to pump down and cool the rover to the Martian pressure and temperature. At one point, a
short circuit in a secondary system interfered with engineers’ ability to troubleshoot problems with a
scientific instrument on the rover. In the words of Steve Squyres:

“This was a colossal screwup. It wasn’t like nobody had known about the short in the arm. It had been found a week

before... anybody who knew about the short and who understood the system design would have realized that we

couldn’t [test the instrument] under these conditions. Yet we had sealed up the [vacuum] chamber with[out making

appropriate corrections]. We were rushing so badly now that nobody who knew about the short had talked to

anybody who really understood the system."158

Attempting to remedy the error by “break[ing] chamber,” resetting the system and restarting the

test would have cost the program 20% of its remaining schedule margin. Engineers were forced instead

158 Squyres, Roving Mars.
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to find a workaround, which left residual risk that the instrument would not perform as required. The

MER program was only able to confirm that their repairs had succeeded “when MER-2 got to Mars.”*>®

Thankfully, the interface and communication issues in the MER program were ultimately marginal to
the overall success of the mission. The Mars Polar Lander (MPL) program unfortunately experienced a
similar communication breakdown, which in this case proved fatal to the mission. In this case, late
changes to the software on the lander were not properly communicated and their implications were not
incorporated by engineers working on other subsystem efforts. As a result, the lander’s computer
started up earlier in the descent sequence than the hardware engineers had expected. This exposed the
computer to a series of spurious sensor signals it wasn’t intended to intercept. The computer
interpreted these signals as an indication that the lander had successfully touched down and therefore
cut off the descent engine prematurely, causing the lander to plummet 40 meters to the ground and

0

disintegrate. **°* Hardware engineers in the MPL program were aware of the spurious signal

phenomenon, but “in the MPL descent engine control software reviews, apparently nobody attending

»161

was familiar with the [problem]. Later reviews at JPL and by system safety experts summarized the

failure as follows:

“A significant factor in the MPL loss was that test results and new information about the Hall Effect sensors derived
during testing was not communicated to all the component designers that needed it. In general, system engineering
on several of the projects did not keep abreast of test results from all areas and communicate the findings to other
areas of the development project. The MPL report concludes that the effect of inadequate peer interaction was, in
retrospect, a major problem that led to a breakdown in intergroup communications. Communication is one of the

most important functions in any large, geographically distributed engineering project and must be carefully planned

162
and fostered.”

A major contributing factor to the ultimate communication failure was that “insufficient system
engineering during the formulation stage led to important decisions that ultimately required more

development effort than originally foreseen.”*®® These development strains exacerbated already

59 Ibid,

180 ypL Special Review Board, Report on the Loss of the Mars Polar Lander and Deep Space 2 Missions (Pasadena,
CA: Jet Propulsion Laboratory (JPL), March 22, 2000),
http://spaceflight.nasa.gov/spacenews/releases/2000/mpl/mpl_report_1.pdf.

**! Nancy G. Leveson, “Role of Software in Spacecraft Accidents,” Journal of Spacecraft and Rockets 41, no. 4
(2004): 564-75.

%2 1bid.
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“considerable funding and schedule pressure” and substantially eroded opportunities to maintain tight

integration between various aspects of the development process.’®

For all their visibility in retrospect, communication, coordination and integration failures like those
observed in MER and MPL represent only a subset of this class of systems engineering challenges.
Specific, discrete events such as those outlined above represent a kind of “spot failure” or weakness in
the systems engineering process. Such weaknesses may be systemic in particularly poorly managed or
overstressed programs, but pose a threat to cost, schedule and/or mission success only when they are
unrecognized (as in the case of MPL) or available resources are insufficient to combat them (as was
nearly the case in MER). A more subtle and systematic form of coordination and management challenge
comes where design team integration is lost entirely. This occurs when program management actively
separates aspects of the development lifecycle in time, or program management is unable to prevent

their separation in space.

The former situation — a separation in time — has occurred most recently in the case of JWST. Lack
of budgetary resources led program management to defer development work on some subsystems —in
particular, the spacecraft bus — in favor of more detailed work on the instruments and optics. This
decision, while justifiable — and even creditable, given existing constraints and the need to mature
relevant technologies for those subsystems — has inexorably increased the total lifecycle costs of the
telescope. Past experience indicated that deferred work “potentially doubles or triples costs, due to the
impact of the deferrals on other work.”*®® For JWST in particular, the decision to defer spacecraft bus
maturation has “had the unintended consequence of placing the burden of interface accommodation
largely on the spacecraft. It is thus likely that thermal, mechanical, and dynamics issues will need to be
“absorbed” by the spacecraft, which could create significant cost and schedule impacts to the spacecraft
element going forward.”**® In effect, the spacecraft element must account for any changes in the rest of
the observatory which occurred during the maturation of those subsystems. With no opportunity to
optimize the bus design in tandem with the rest of the telescope (which is now fixed), the bus must
simply meet the needs of the rest of the system regardless of the cost/performance efficiency of that

solution.

164
165

JPL Special Review Board, Report on the Loss of the Mars Polar Lander and Deep Space 2 Missions.

John R. Casani, Chair, Independent Comprehensive Review Panel (ICRP), James Webb Space Telescope (JWST)
1CRP Report.

1% Ibid.
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The latter situation — separation in space — is perhaps best illustrated with reference to the Apollo
program. In the case of Apollo, the urgency of the moon race led NASA to initiate a variety of
development contracts well before the system concept was sufficiently mature to warrant spacecraft
development. The flight computer and associated software, for example, were the first contract let — to
MIT’s Instrumentation Lab (IL) — in 1961. Such early contracts helped accelerate the maturation of the
moon program, but NASA’s attention was often divided between various aspects of the program, along

with the ongoing Mercury and Gemini missions.

For the software in particular, the early years of development proceeded “in a vacuum of detailed
mission goals and specifications.”*®” In the absence of tight integration with the rest of the development
effort, “the programming effort trundled along at a comparatively leisurely rate,” with engineers free to
innovate and propose a variety of software routines. In 1966, however, everything changed: “At the
end of the Gemini program, Lickly recalled, ‘NASA descended on us.””*®® Considerable efforts were
made to “put the MIT programming and scheduling on a more business like basis” and formalize
requirements for the now-imminent flight missions. In particular, NASA sought to curb a tendency
towards “bloated program size, some of it brought on by an obsession with precision by the
academically oriented IL engineers...[which led to] unnecessary sophistication in the program” and

threatened the “schedule and [memory] storage” of the computer.*®

The late reintegration of the software development effort into the overall Apollo design maturation
necessitated that programs be “ruthlessly culled” and development “accelerated.”*”® At the same time,
however, NASA was also requesting new features to better accommodate the needs of the larger

mission:

“Rather late in the program, NASA made a decision that the software should allow the computer to be restarted,
literally in the middle of a maneuver, without corrupting the process. This feature, known as “automatic restart
protection” helped protect against transients on the power supply {such as from a lightning strike) or software
problems that stuck the code into an infinite loop...A clever idea, to be sure, but it forced the programmers to rework
every program, and every subroutine, to keep track of its current state in a permanent way, so if a restart occurred, it
could pick up against without interruption. As Copps put it, “It was actually the right thing to do...but it really made

things a bit more complicated. 1 would say a lot more complicated.”"171

187 pavid A. Mindell, Digital Apollo: Human and Machine in Spaceflight (Cambridge, MA: The MIT Press, 2008).

188 1hid.
189 1bid.
79 1bid.
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The end result of these late-breaking changes and cullings meant that the software development
became for some time “the most pacing item for the Apollo flights.” It was only the tragedy of the
Apollo 1 fire and the delay that resulted which enabled the software development process to get back
on a “solid footing.” Ultimately, Apollo’s computers and software proved wildly successful, contributing

substantially to the overall success of the flight program.*”

The challenges NASA and MIT encountered in the Apollo software development effort arose in part
from the limited capacity of the development system to handle the complexity of the overall program.
MIT’s physical separation from NASA’s centers in Washington and Houston became a practical

17 1o be sure, the break was not

separation in the different tracks of the development process.
complete — MIT was able to effectively incorporate the needs and perspectives of the astronaut-pilots in
many of their development efforts, for example, and NASA never completely “forgot” about software.”
But in a real way, Apollo hardware and software development had for a time devolved into distinct
efforts, rather than different tracks of the same effort. These stove-piped processes resulted in
products which required expensive rework and redesign before they could be assembled into the

complete Apollo mission system.

2 |bid,

7 This practical separation was not solely related to the spatial relationships within the development effort —-itis
likely that a similar outcome would have occurred had the instrumentation Lab been down the hall rather than
across the country. The physical distance, however, did make it more challenging to enforce reintegration later in
the development process.

7% Mindell, Digital Apollo.
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4. Identifying a Solution: Cognitive Systems and Modernizing
Systems Engineering

4.1, Aerospace Systems Development as a Cognitive Systems Problem

Until now, this thesis’ discussion of systems development has focused on problems of “managerial

»n u

attention,” “complexity,” “integration” and “overload.” These terms are appropriate to the systems
engineering discipline, but they also reference another lexicon: that of cognition and cognitive systems.
In many ways, the development system — that is, the part of the systems engineering process which
accomplishes the formulation and implementation periods of the system lifecycle — is a cognitive
system, one distributed across the network of people and machines conducting the design and
fabrication efforts. In this view, the development system is a collective social organization which allows
“the performance of cognitive tasks that exceed individual abilities” —in this case, the design of a system
too complex for any one individual to fully comprehend. ' in effect, the development system as a

whole is the entity holding the system to be designed in its “head,” with individual engineers performing

the role of cognitive agents within the larger network.

This cognitive model of engineering systems has existed in some form since the early stages of
engineering process formalization. During the Apollo program, reports on the software development
effort ascribed its ultimate success to “‘an intricately-tuned interaction among men and machines,’” in
this case referring “not to the interactions aboard the spacecraft, but rather to the coordinating and
scheduling of engineers and programmers on the ground, and their mainframes and simulation

machines.”*’®

Cognitive systems research as a discipline differs fundamentally from classical cognitive science in
that it “takes a distributed, socio-technical system rather than an individual mind as its primary unit of
analysis.””” Rather than focus on the “information processing properties of individuals,” cognitive
systems analysis is “concerned with how information is represented and how representations are

transformed and propagated in the performance of tasks.”*’® This approach is fundamentally grounded

175 Edwin Hutchins, Cognition in the Wild {Cambridge, Mass.: MIT Press, 1995),

http://search.ebscohost.com/login.aspx?direct=true&scope=site&db=nlebk&db=nlabk&AN=1687.

176 Mindell, Digital Apollo.

s Edwin Hutchins, “How a Cockpit Remembers Its Speeds,” Cognitive Science 19, no. 3 {1995): 265-88.
ibid.
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in a need to examine organizations and activities in context to arrive at meaningful evaluations of a
cognitive system’s performance.’® The objective is to observe behavior in real world settings and use
these “natural laborator[ies)” as an opportunity to develop an understanding of the general patterns

which guide interactions between cognitive system components.'®

These hypotheses hecome
“prototype...tools for discovery” which can be re-applied to the systems under analysis to effect changes

to the field of practice.'®

A major advantage of the joint cognitive systems approach (to use the Hollnagel and Woods
terminology) is that the analytical effort is largely indifferent to the kinds of agents which make up the
cognitive system. Extensive research has been done to differentiate humans and machines, and identify
appropriate roles for each in a systems context’®; in a joint cognitive system, “the opposition,
separation, and substitution of people and machines disappears.”*®® Algorithms, software, automation
and computers stop acting as mechanisms for the replacement of {or correction to) humans and their
perceived foibles; instead, the research focuses on how human and machine system elements can be

best integrated to maximize the productivity of the cognitive system as a whole.

Hutchins, in his seminal work, Cognition in the Wild, expands on this concept with the related notion
of distributed cognition. Here, the emphasis is specifically on how various aspects of a given task or
cognitive activity are divided between system elements. Hutchins identifies three primary elements to a
distributed cognitive system - human agents, physical and/or technological artifacts, and the mechanism

or medium of exchange between them.'®

This differs from classical studies of organizations (but is in
keeping with the cognitive systems community) in that it recognizes the role of these “material media”
in the cognitive process. The details of how tasks are organized in real world environments impart the
cognitive properties of distributed systems and “cannot be reduced to the cognitive properties of

individual persons.”*® This kind of analysis can help identify what kinds of information processing

179 paanan Lipshitz, Micha Popper, and Victor J. Friedman, “A Mulitifacet Model of Organizational Learning,” The

Journal of Applied Behavioral Science 38, no. 1 (March 2002): 78.

1% pavid D. Woods and Erik Hollnagel, Joint Cognitive Systems: Patterns in Cognitive Systems Engineering (Boca
Raton: CRC/Taylor & Francis, 2006).

* Ibid.

82 Thomas B. Sheridan, Telerobotics, Automation, and Human Supervisory Control {Cambridge, Mass: MIT Press,
1992).

183 Erik Hollnagel and David D. Woods, “Cognitive Systems Engineering: New Wine in New Bottles,” International
Journal of Man-Machine Studies 18, no. 6 (1983): 583-600.

184 Hutchins, Cognition in the Wild.

185 Hutchins, “How a Cockpit Remembers Its Speeds.”
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functions are embedded in the artifacts used in a cognitive task, and also aid in recognizing ways to
improve those tools and artifacts to better support knowledge maintenance and associated cognitive

activities.®®

Related research in “Situated Cognition” offers another focus in the wider field of cognitive systems
engineering.’® Here, the focus is especially on the contextual placement of the cognitive activity within

188

its environment.’®® Knowledge, learning, and thinking are structured within “the environment, both

social and physical” such that attempts to abstract and transfer it to another cognitive system with

[.¥¥ |n the aerospace realm this

similar characteristics (but different environment) frequently fai
framework has been used to explain the success of the Mars Exploration Rover (MER) missions. The
decision to physically co-locate (as well as acculturate) scientists and engineers in the same operations
facility contributed dramatically to the success of the program (as well as the satisfaction of the
participants).'®® This structure was explicitly different from past NASA missions, where similar groups of
scientist and engineer participants were left physically, organizationally and culturally distinct, ultimately

limiting the participants’ ability to work as a team and maximize the output of the mission.™?

Until now, research in the cognitive field has primarily concentrated on cognitive systems
engineering — meaning, the application of cognitive principles to the design of better complex systems —
rather than the cognitive engineering of systems engineering itself."””> The development system,
however, is clearly a joint cognitive system, and benefits from a cognitive analysis as much as the
systems it creates. Because the analysis here is explicitly interested in the aspects of cognition in

systems engineering which are generalizable across organizations and contextual environments, the

186 Donald A Norman, Things That Make Us Smart: Defending Human Attributes in the Age of the Machine

(Reading, Mass.: Perseus Books, 1993).

187 Wolff-Michael Roth and Alfredo Jornet, “Situated Cognition: Situated Cognition,” Wiley Interdisciplinary
Reviews: Cognitive Science 4, no. 5 (September 2013): 463-78, doi:10.1002/wcs.1242.

188 william J. Clancey, Situated Cognition: On Human Knowledge and Computer Representations, Learning in Doing
(Cambridge, U.K. ; New York, NY, USA: Cambridge University Press, 1997).

1% john Seely Brown, AHan Collins, and Paul Duguid, “Situated Cognition and the Culture of Learning,” Educational
Researcher 18, no. 1 (1989): 32-42.

% The ability of engineers and scientists to collaborate (and even operate on Mars time) during the primary
mission contributed greatly to feelings of involvement and team-building. This is perhaps best exemplified in
reported feelings of “telepresence” on Mars via the rover. In effect, participants were so well engaged cognitively
in the task that it was as if they were standing with the rover on Mars during its exploration of the red planet.
William J. Clancey, Working on Mars: Voyages of Scientific Discovery with the Mars Exploration Rovers (Cambridge,
Mass: MIT Press, 2012).

91 Squyres, Roving Mars.

32 Holinagel and Woods, “Cognitive Systems Engineering.”

87



research approach used here bears the most in common with the distributed cognition model embodied
in the distributed cognition and joint cognitive systems approaches. In particular, an examination of the
artifacts used in systems engineering (and relationships to them) seems to be a particularly valuable
approach for identifying opportunities to modernize or reform systems engineering workflows:

“Artifacts are not just objects; they are hypotheses about the interplay of people, technology and work. In this cycle

prototypes function as tools for discovery to probe the interaction of people, technology and work and to test the
hypothesized, envisioned impact of technological change."m

In order to accomplish this analysis, the following sections will provide a detailed review of the
conceptual framework involved in a distributed cognitive analysis, which will then be applied to the
systems engineering framework to evaluate the roles and effectiveness of humans and artifacts within
the development system. In particular, Hutchins’ explanation of the complex task of shipboard
navigation within the western naval tradition will be used as a guide for a similar analysis of the complex

tasks associated with system design.

%3 Woods and Hollnagel, Joint Cognitive Systems.
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4.1.1. Distributed Cognition in Human-Machine Systems

Shipboard navigation, particularly in the era before GPS, was a complex task necessitating the
collaboration of many individuals to accomplish it. The navigation team must observe the environment
around the ship, translate that information into actionable data, establish the relevant relationships
between the data and some working model of the ship in space and time, and reconcile those
relationships to determine a position. This general computational description takes many specific forms
depending on the nature of the environment, data and model in use for the calculation. For illustrative
purposes, this thesis will outline a subset of procedures used in “Sea and Anchor Piloting Detail,” which

features line-of-sight navigation via triangulation with reference to fixed landmarks (Figure 32).%

N

Hoteldel =

Dive Tower Pier 5

Figure 32. lllustrative depiction of ship position fixing with reference to three known landmarks in the San Diego
Bay area: “Hotel del Loma,” “Dive Tower” and “Pier 519

This sort of line-of-sight position fixing requires the navigation team to calculate the angle (bearing)
to each landmark and plot those lines of position on a chart. With the lines of position in place, it
becomes possible to back-calculate the position of the ship at the time at which the observations were
made. Although a position can be derived from the intersection of any two position lines, three are
used to assess the accuracy of the position calculation. Error may be introduced into the fix calculation
if the bearing calculation is imprecise, or if the ship is in motion during the calculation of the ship’s

position (Figure 33).

%% Hutchins, Cognition in the Wild.

1% |bid.
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Figure 33. Example of a “fix triangle.” In this case, one of the bearing readings was taken “late” relative to the
established time for a fix calculation. The dark shape indicates the position of the ship when the initial position
fixes were taken. In the time to the third fix, the ship has moved to the position indicated by the lighter shape. A
similar error profile may arise in other circumstances, for example if bearing directions are rounded prior to
plotting on the position chart.”*

As a practical matter, the physical layout of the ship and the time-sensitive nature of the position
fixing calculation necessitate the involvement of multiple individuals within the navigation team to
achieve an accurate result (Figure 34). In coastal waters, observers positioned on the wings of the ship’s
bridge determine bearings to nearby landmarks with the aid of an alidade (essentially, a telescope with
attached gyrocompass termed a pelorus). These bearings are communicated on command to the
bearing recorder in the charthouse via dedicated phone circuits. The bearing recorder notes the bearing
in a dedicated log and verbally repeats the bearing for the benefit of the plotter and other members of
the charthouse navigation team. The plotter in turn adjusts a hoey (a kind of protractor) to find and
mark the lines of position on his detailed chart of the surrounding area. Plotting all three lines of

position yields the position of the ship. The integrated information is now available to the navigator for
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use in making course recommendations the Officer of the Deck (OOD) — the individual physically in

command of the vessel."’
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Figure 34. Layout of the navigation bridge (pilothouse) and associated workspaces of the Navigation Department
as configured on an iwo Jima class amphibious assault ship.w8

Plotting a position fix in the manner described above appears fairly straightforward on first
description, but it bears all the hallmarks of a distributed cognitive system relevant to our problem set.
First, the task requires the integration of information and agents distributed across time and space.
Second, the task includes a variety of activities which take place in parallel, but which must be
interpreted serially to achieve a valid result (Figure 35). Third, the task is commanded by a hierarchical
organization composed of individuals with varying skills, access to information, and understanding of the
wider system. Finally, the task is heavily mediated by and through a set of technological artifacts

without which the task becomes cognitively and physically unmanageable.
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