Z-Gate Operation on a Superconducting Flux Qubit via its Readout SQUID
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Detuning a superconducting qubit from its rotating frame is one means to implement a Z-gate operation. In this work, we implement a Z gate by pulsing a current through the qubit’s readout dc SQUID. While the dc SQUID acts as a magnetic flux sensor for qubit readout, we in turn may use it as a flux actuator with tunable strength to impose a qubit frequency shift. Using this approach, we demonstrate Ramsey-type free-induction experiments with time constants as long as 280 ns and rotation frequencies as high as 1.4 GHz. We experimentally demonstrate an inferred Z-gate fidelity of approximately 90%, limited largely by the bandwidth of our system. In the absence of this limitation, we argue that the inferred fidelity may be improved to as high as 99%.
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I. INTRODUCTION

A quantum algorithm may be efficiently implemented on a quantum information processor using a universal set of one- and two-qubit gates [1]. The “Z gate” is a single-qubit gate that often appears in such sets. This operation maintains qubit state |0⟩ and flips the sign of state |1⟩, corresponding to a π rotation of the Bloch vector about the z axis.

A Z gate can be realized via a controlled frequency detuning of the qubit from its rotating frame. For superconducting qubits, one approach is to apply a rapid, adiabatic dc current pulse (voltage pulse) to a nearby antenna, which changes the qubit’s magnetic-flux bias (charge bias) and, thereby, its energy levels [2–5]. Such antenna-mediated biasing with adiabatic and nonadiabatic pulses is used to facilitate single-qubit control and readout [6–10] and coupled-qubit interactions [11–18]. The coupling strength between the antenna and the qubit is generally static, fixed by their design, which carries a fundamental trade-off for high-fidelity operations. Increasing the “always-on” coupling strength will increase the gate speed but also introduces more environmental noise. Conversely, reducing the coupling strength will reduce the environmental-noise level but at the cost of slower gate speed. An alternative approach is the use of multiple microwave gates to realize a Z gate (i.e., via Euler rotations), but the need for multiple gates may also reduce the gate speed compared with a direct approach. A means to circumvent this trade-off is to introduce a tunable coupling which is strong only when needed.

Tunable couplers are demonstrated in several superconducting qubit circuits for a variety of applications. For example, a current-biased Josephson junction is used in the quantronium qubit [19] both to enable qubit readout following noise-insensitive qubit operations and to implement a Z gate [7]. In persistent-current qubits [20,21], a dc SQUID is similarly used for qubit readout following degeneracy-point operation [22] as well as to increase coherence times by reducing environmental coupling due to junction asymmetry [23]. Furthermore, a dc SQUID [24] and a “coupler qubit” [25] are used to mediate and tune the coupling between two persistent-current flux qubits. It is also worth noting that SQUIDs of this type are used as resonators to read out qubits [26,27], and its reduced geometry compared with a coplanar waveguide may be advantageous for scaling.

In this paper, we implement a Z-gate operation on a persistent-current qubit using a dc SQUID, which serves as both a tunable coupler and a readout element (see Fig. 1). In the present context, the dc SQUID–qubit system has two key properties [28,29]: (i) with no external current applied to the SQUID, the qubit is largely decoupled from the SQUID’s external environment (coupling-off condition), and (ii) when an external current is applied to the SQUID, the qubit frequency is shifted, the qubit becomes coupled to the SQUID environment, and both increase with larger...
current amplitude (coupling-on condition). By varying the SQUID current-pulse amplitude and duration, we can identify the combination of frequency shift, coupling strength, and pulse duration that realizes a $Z$ gate and maximizes its fidelity.

The frequency shift is also used to read out a persistent-current qubit operated at its high-coherence (degeneracy) point, where the two qubit states generate no net flux [22]. A current pulse is applied to the SQUID and passes through a kinetic inductance $L_K$ which is shared with the qubit. This process generates a magnetic-flux offset that adiabatically shifts the qubit to a higher-frequency bias point, where its states have net magnetization and are distinguishable by the dc SQUID magnetometer. When used for qubit readout, the SQUID is biased with a relatively large current-pulse amplitude, such that one of the two qubit states will cause the SQUID to switch to its normal state. In contrast, for a $Z$ gate, the current-pulse amplitudes will take only moderate values such that the SQUID always remains in the superconducting state.

**II. QUBIT MANIPULATION VIA SQUID LINE**

The schematic of the sample is shown in Fig. 1. The qubit is a superconducting loop with geometric inductance $L_G$ (not shown) interrupted by four junctions with a total Josephson inductance $L_Q$. The qubit loop is galvanically connected with the SQUID via a shared kinetic inductance $L_K$. The dc SQUID is designed to be symmetric, with two nominally identical Josephson junctions $J_1$ and $J_2$, each having a critical current $I_c$. A dc magnetic field $B$ is applied to the qubit-SQUID system to position the qubit at its high-coherence bias point. Under most operating conditions, no external current is applied to the SQUID ($I_b = 0$), and the circulating current $I_{\text{circ}}$ is determined solely by the external field $B$ and fluxoid quantization.

The sample is designed such that $L_Q \gg L_K \gg L_G$ (see Supplemental Material, Ref. [29]), and this design allows us to make the following conceptual simplifications:

(i) Since $L_Q \gg L_K$, an applied current $I_b$ will mainly flow through the shared kinetic inductors $L_K/2$, with negligible current dividing into the qubit junctions.

(ii) Since $L_K \gg L_G$, the contribution of $L_G$ can be neglected.

During either qubit readout or $Z$-gate operation, a current $I_b = I_1 + I_2 = 0$ is applied ($I_1$ and $I_2$ refer only to the extra currents associated with $I_b$), and it splits down the two arms of the SQUID. In the presence of external field $B$, this splitting is not uniform, and it results in an *extra* circulating current $\delta I_{\text{circ}}$. For a symmetric SQUID (i.e., identical junctions and inductances in each branch), $\delta I_{\text{circ}}$ is an even function of $I_b$ [30,31]. In practice, small asymmetries may arise due to growth or fabrication variations, and these asymmetries can be mitigated with a small offset current $I_b^o$ [23,28]. We define $I_{\text{bs}} = I_b - I_b^o$, in which $I_{\text{bs}}$ is the bias current for a symmetric SQUID, $I_b^o$ is a constant offset compensating the SQUID asymmetry, and $I_b$ is the applied bias current. Then $\delta I_{\text{circ}}$ can be expanded as an even function of $I_{\text{bs}} \ll I_b$:

$$\delta I_{\text{circ}} = a I_{\text{bs}}^2 + b I_{\text{bs}}^4 + O(I_{\text{bs}}^6).$$  \hfill (1)$$

The extra $\delta I_{\text{circ}}$ leads to an additional flux bias on the qubit:

$$\delta \Phi_{\text{circ}} = L_K \delta I_{\text{circ}},$$  \hfill (2)$$

which, along with $\delta I_{\text{circ}}$, is first-order insensitive to changes in $I_{\text{bs}}$ near $I_{\text{bs}} = 0$ [23,28]. This is the coupler-off state.

Applying a current $I_{\text{bs}}$ turns on the SQUID-qubit coupling and shifts the qubit frequency. Within a two-level approximation, the energy difference between the two lowest qubit eigenstates is $\hbar f_Q = \sqrt{\Delta^2 + \epsilon^2}$, in which $\hbar$ is Planck’s constant, $f_Q$ is the qubit frequency, $\epsilon$ is the energy difference between the qubit’s classical circulating-current states, and $\Delta$ is their hybridization energy. In turn, $\epsilon = 2L_Q \delta \Phi_{\text{circ}}$ is proportional to the qubit’s circulating-current $I_Q$ and magnetic-flux bias $\delta \Phi_{\text{circ}}$, which is referenced to the qubit degeneracy point (i.e., $\Phi_{\text{circ}} = n \Phi_0/2$, $n = 0, \pm 1, \pm 2, \ldots$), where $\delta \Phi_{\text{circ}} = 0$, $\epsilon = 0$, and $\hbar f_Q = \Delta$. Starting from this point, the extra flux $\delta \Phi_{\text{circ}}$ induced when $I_{\text{bs}} > 0$ increases the qubit frequency through the term $\epsilon = 2L_Q \delta \Phi_{\text{circ}}$. By using Eqs. (1) and (2), $\epsilon$ becomes

$$\epsilon = 2L_Q L_K [a I_{\text{bs}}^2 + b I_{\text{bs}}^4 + O(I_{\text{bs}}^6)],$$  \hfill (3)$$

and the resulting frequency shift $\delta f_Q$ induced by the SQUID bias $I_{\text{bs}}$ in the coupler-on state is
\[ h\delta f_Q \equiv h(f_Q - f_Q') = \sqrt{\epsilon^2 + \Delta^2} - \Delta. \] (4)

To confirm these expressions, we perform spectroscopy measurements as a function of applied bias current \( I_b \). The flux qubit studied in this work has a qubit frequency \( f_Q = 5.3662 \text{ GHz} \), energy relaxation time \( T_1 = 12 \mu\text{s} \), and Hahn echo time \( T_{2E} = 23 \mu\text{s} \) at the degeneracy point [29]. Experiments are performed in a dilution refrigerator operated at temperature \( T = 20 \text{ mK} \), such that \( k_B T \ll h f_Q \), and the qubit is predominantly in its ground state in thermal equilibrium. At each \( I_b \) value, the qubit frequency \( f_Q \) is determined by fitting the resonance line with a Lorentzian. The qubit frequency \( f_Q \) (left axis) and corresponding shift \( \delta f_Q \) (right axis) are plotted versus \( I_b \) in Fig. 2(a). The data fit well to \( f_Q = \sqrt{\Delta^2 + \epsilon^2} \) (red dashed curve), in which \( \epsilon \) in Eq. (3) is truncated at fourth order in \( I_b \), giving \( \alpha = 1.0 \times 10^5 \text{ A}^{-1} \) and \( \beta = 1.6 \times 10^{16} \text{ A}^{-3} \). Here \( L_K = 50 \text{ pH} \) and \( I_Q = 0.18 \mu\text{A} \) are used [29].

We also measure the energy relaxation time \( T_1 \) as a function of \( I_b \) [Fig. 2(b)]. \( T_1 \) changes minimally for small \( I_b \) values, where the qubit is first-order decoupled from the SQUID [see Eqs. (1) and (2)]. As \( I_b \) increases, the coupling to the SQUID and its environment becomes stronger and \( T_1 \) decreases. The \( T_1 \) value observed at the highest dc bias used in this work \((I_b = 1.3 \mu\text{A})\) is around 500 ns. The data are well fit to \( 1/T_1 = 1/T_1^{(0)} + \kappa(I_b - I_b^*)^2 \), with \( I_b^* = 12 \text{ nA} \), indicating that the reduction of \( T_1 \) is due to the SQUID environment. Note that \( 1/T_1 = \Gamma_1 = \frac{\pi}{2\Delta} (\partial f_Q/\partial I_b)^2 S_{I_b} \), in which \( S_{I_b} \) is the current noise spectrum at the qubit frequency. From the fitting, one is able to estimate \( S_{I_b} = 2\hbar^2 k/64P_0 L_k^2 \alpha^2 \beta^2 = 6.06 \times 10^{-27} \text{ A}^2/(\text{rad s}^{-1}) \), corresponding to zero-point fluctuations of a 200 \Omega impedance and consistent with a similar device studied in Ref. [28].

### III. Z-GATE (PHASE-GATE) OPERATIONS

To characterize the phase-gate operation, we perform Ramsey interferometry about the qubit quantization axis, the \( z \) axis of the Bloch sphere [inset in Fig. 3(a)]. The qubit starts in the ground state at its degeneracy point \( \epsilon = 0 \). A resonant \( \pi/2 \) pulse about the qubit \( x \) axis is then applied via the microwave line (Fig. 1) to rotate the qubit Bloch vector to the \( y \) axis. A Z-gate pulse is then applied via the dc-SQUID line, with an amplitude \( I_{bs} \) and duration \( t_g \). The gate pulse rise and fall times are rapid but still adiabatic with respect to the qubit levels. This adiabaticity ensures that the pulse does not inadvertently drive transitions between the qubit states, even though the qubit’s quantization axis is rotated during the pulse [29]. The qubit frequency increases during the pulse [see Eq. (4)], and this increase induces free precession of the qubit Bloch vector in the \( x-y \) plane about the \( z \) axis at a rate equivalent to the frequency shift \( \delta f_Q \). After 1 \( \mu \text{s} \), a second resonant \( \pi/2 \) pulse and a SQUID readout pulse are applied to measure the \( z \) projection of the resulting qubit state (see Fig. 3). The phase shift \( \Delta \phi = 2\pi \int_0^t (dt)\delta f_Q \) accumulated in the \( x-y \) plane during the Z-gate operation is related to both the gate amplitude \( I_{bs} \), which sets the precession rate \( \delta f_Q \), and the gate duration \( t_g \), the free-precession time. Ideally, for a square pulse, this phase accumulation is given simply by \( \Delta \phi = 2\pi \delta f_Q(I_{bs})t_g \). In practice, however, the phase accumulation rate may vary during the rising and falling edges of the gate pulse, necessitating a formal integration.

In Fig. 3(a), we present one such Ramsey experiment and plot the switching probability of the readout SQUID versus the effective gate amplitude \( I_{bs} \). When the gate amplitude is \( I_{bs} = 0 \), the qubit is found in state \( |1\rangle \) after the two consecutive \( \pi/2 \) pulses. As \( I_{bs} \) is increased, which in turn increases the frequency shift \( \delta f_Q \), the readout probability begins to oscillate between \( |1\rangle \) and \( |0\rangle \).

An arbitrary waveform generator (AWG) is used to generate the pulse, comprising a triangle waveform with the rise and fall times fixed at 1 ns. The 300-MHz bandwidth of the AWG leads to a filtered realization of the ideal triangle waveform [inset in Fig. 3(a)]. The resulting pulse is well fit to a Gaussian pulse \( V(t) = k e^{-t^2/2\sigma^2} \), in which \( k = 0.76 \) is the scaled amplitude, \( \sigma = 0.34 \) ns, and \( t \) is time. For a Gaussian current pulse with a peak height of \( kl_{bs} \), the integrated phase accumulation is \( \Delta \phi = 4\pi[I_0^2L_k^2/(\hbar\alpha)]\sqrt{\pi/2\alpha^2k^3I_{bs}} \), in which \( \epsilon \) in Eq. (3) is truncated at second order in \( I_{bs} \). This phase accumulation is equivalent to that of a square wave.
with duration $t_g = \sigma \sqrt{\pi}/2$ and amplitude $kI_{bs}$. This result allows us to convert the applied transient Gaussian pulse to an effective (constant-current) gate amplitude of $kI_{bs}$ and to fit the SQUID switching probability $P_{sw}$ versus effective gate amplitude $I_{bs}$ in Fig. 3(a) in a straightforward manner.

The solid red line in Fig. 3(a) is a fit to the data using the functional form $P_{sw} = P_0 - A \cos(\Delta \phi + \phi_0)$, in which $P_0$ is the SQUID switching probability when the qubit is depolarized, $A$ is the oscillation amplitude, and $\phi_0$ is a phase offset of about 0.2 rad. The Gaussian pulse amplitude of $k = 0.79$ gives a best fit and is consistent with the independently measured value 0.76 [inset in Fig. 3(a)]. The small difference is ascribed to the slight deviation of the pulse shape from an ideal Gaussian.

We next change both gate amplitude $I_{bs}$ and gate width $t_g$ to quantify the trade-off between the gate speed (coupling strength) and coherence time (environmental noise). For each gate amplitude, we scan the gate width to observe both the oscillation frequency and its decay time. We present the results for $I_{bs} = 0.4 \mu A$ and $I_{bs} = 1.0 \mu A$ in Figs. 3(b) and 3(c), respectively.

In Fig. 3(b), the lower $I_{bs}$ corresponds to a weaker coupling; the qubit exhibits a relatively slower oscillation frequency (approximately equal to 14.5 MHz) paired with a longer decay time (approximately equal to 280 ns). As a result, only a few oscillations are completed before the system decays. The small apparent variation in rotation frequency is ascribed to a low-frequency ringing of approximately 10 MHz in the SQUID line. In Fig. 3(c), the higher $I_{bs}$ corresponds to a much stronger coupling; the qubit exhibits a faster rotation frequency (approximately equal to 0.39 GHz) and a shorter decay time (approximately equal to 48 ns). Despite the reduced coherence, many of the rapid oscillations can be completed within the shorter decay time.

It should be noted that the oscillation frequency is lower in the first 10 ns, and it increases to a steady-state value at larger $t_g$. The slower oscillation in the first 10 ns is primarily due to bandwidth constraints within the measurement system (e.g., pulse generator and external and on-chip filters), which increase the pulse rise time and, therefore, the amount of time it takes the frequency shift to reach its steady-state value. The bandwidth limitation is exacerbated by the hyperbolic energy levels, which limits the frequency shift for small pulse amplitudes. To quantify the actual and potential phase accrual rates, we define two quantities: The first is the actual Z-gate frequency $f_Z \equiv 1/(2T_Z)$, which corresponds to the experimentally demonstrated Z-gate duration $T_Z$ in our system; the second is the long-time steady-state frequency $f_{SS}$, which
corresponds to the best-case achievable rotation frequency for a given frequency shift. Using these definitions, we plot $f_{SS}$ (closed circles) and $f_z$ (closed diamonds) versus $I_b$ in Fig. 3(d). Although the steady-state frequency can readily exceed 1 GHz, the experimentally demonstrated $Z$-gate frequency is at most 200 MHz, due primarily to the constraints described above.

In Fig. 3(e), we plot the oscillation decay time (i.e., Ramsey $T_2^*$ decay time) as a function of $I_{bs}$. This time is the relevant $Z$-gate decay time, and it decreases as the qubit’s coupling strength to environmental noise is increased with increasing $I_b$. Since $T_2^* < 0.3 \, \mu s < 2T_1 = 23 \, \mu s$ in this device, it follows that $T_2^* \approx T_\Phi^*$, the inhomogeneous pure dephasing time [32]. The observed decay function $\Gamma_\phi \approx \Gamma_\phi^* = 1/T_\phi^*$ is predominantly Gaussian, consistent with the dephasing being dominated by $1/f$ low-frequency noise. Furthermore, by taking the low-frequency fluctuations to be Gaussian distributed and quasistatic (i.e., constant during each free-induction period and changing to a new Gaussian-distributed value between periods) [33], the dephasing rate $\Gamma_\phi^* = 1/T_\phi^* \approx 1/T_2^*$ can be parameterized by an inhomogeneous flux $(\sigma_\Phi^*)$ and bias-current $(\sigma_{I_{bs}})$ noise by

$$ (\Gamma_\phi^*)^2 = 2\pi^2 \left( \frac{\partial f_Q}{\partial e} \right)^2 \left( \frac{\partial e}{\partial \phi} \right)^2 \sigma_\Phi^* + \left( \frac{\partial e}{\partial I_{bs}} \right)^2 \sigma_{I_{bs}}^2, $$

in which the first term is the contribution of the flux noise and the second term the contribution of the bias-current noise. By using the value for flux noise $(\sigma_\Phi^*/h = \frac{I_{bs}}{\Phi_0} \sigma_\phi/h = 10 \, MHz)$ measured independently on this device [29], the decay times in Fig. 3(e) correspond to a bias-current noise of $\sigma_{I_{bs}}^*/h = \frac{\partial e}{\partial I_{bs}} \sigma_{I_{bs}}/h = 3.7 \, MHz/\mu A \times I_{bs}(\mu A)$. This result indicates that the bias-current noise can be comparable with the flux noise in limiting the $Z$-gate time for large $I_{bs}$.

Using the decay times [Fig. 3(e)] and the rotation frequencies [Fig. 3(d)], we can define an inferred experimental error rate for the demonstrated $Z$ gate:

$$ P_Z = 1/(2f_z T_2^*), $$

which incorporates all experimental limitations through the use of the frequency $f_z$; and a best-case inferred error rate which uses the steady-state frequency $f_{SS}$:

$$ P_{BC} = 1/(2f_{SS} T_2^*). $$

The terms $2f_z T_2^*$ and $2f_{SS} T_2^*$ correspond to the number of $\pi$ rotations that can be completed before the system decays for the experimentally demonstrated and best-case error rates, respectively. By using these definitions, $P_{BC}$ and $P_Z$ are plotted versus $I_{bs}$ in Fig. 3(f). Both error rates tend to decrease as $I_b$ increases, indicating that the frequency ($\propto f_{I_{bs}}^*$) increases faster than the decoherence rate $1/T_2^*$ ($\propto f_{I_{bs}}^*$) as a function of $I_{bs}$. At large $I_{bs}$ values, for the experimentally achievable $Z$ gate, $P_Z$ reduces to approximately 10%, corresponding to a demonstrated experimental fidelity $F_Z \equiv 1 - P_Z \approx 90\%$. For comparison, the best-case error rate $P_{BC}$ would decrease to approximately 1%, corresponding to a best-case fidelity $F_{BC} \approx 99\%$. To improve the experimental fidelity, one obvious improvement is to increase the pulse bandwidth to approximately 1 GHz, using a higher-bandwidth AWG and filters with a higher-frequency cutoff. Additionally, one can also improve gate fidelity by further increasing $I_{bs}$. In this particular cooldown, however, the interaction of the qubit and a nearby two-level system [34] limit the range of $I_{bs}$ to that shown in Fig. 3.

**IV. SUMMARY**

In conclusion, we demonstrate a $Z$-gate operation on a persistent-current qubit using the readout SQUID as a tunable coupler. In the present work, the SQUID serves as both a readout element and the tunable coupler, although this is certainly not a requirement. The 90% inferred fidelity demonstrated here, while decent, is not yet competitive with the state of the art [35]. For example, we demonstrate single-qubit gate fidelities around 99.8% via randomized benchmarking [36], and composite operations using these gates (e.g., Euler rotations) would certainly yield a higher $Z$-gate fidelity. In this work, the experimentally inferred gate fidelity is primarily limited by the finite rise and fall times of our pulses, and addressing this issue will be the subject of future work.
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