18.05 Lecture 16
March 14, 2005

Expectation of a random variable.

X - random variable

roll a die - average value = 3.5

flip a coin - average value = 0.5 if heads = 0 and tails = 1

Definition: If X is discrete, p.f. f(x) = p.f. of X,
Then, expectation of X is EX =Y zf(x)
For a die:
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Another way to think about it:

P P, PPy B

Consider each p; as a weight on a horizontal bar.
Expectation = center of gravity on the bar.

If X - continuous, f(z) = p.d.f. then E(X) = [z f(z)dz
Example: X - uniform on [0, 1], E(X) = fol (x x 1)dx =1/2

Consider Y = r(z), then EY = >~ r(z)f(z) or [r(z)f(z)dx
E(Y) = Zy yg(y) = Zy Y Z{w;y:T(I)} f(@) = Zy Z{w-(z):y} yf(z) = Zy Z{w:'r(:p):y} r(z)f(x)

then, can drop y since no reference to y:

E(Y) =3, r(@)f(x)

Example: X - uniform on [0, 1]
EX? = [ X?>x 1dz=1/3

X1, ..., Xp - random variables with joint p.f. or p.d.f. f(z1...2y)
E(r(X1, ... Xn)) = [7(@1, oy zn) f(21, ooy 2n)dy . dy,

Example: Cauchy distribution
p.d.f.:

Check validity of integration:

e 1 1
/ ——dz = —tan ' (2)|®°, =1
oo T(1 + 22) ™

But, the expectation is undefined:
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Note: Expectation of X is defined if E|X| < oo
Properties of Expectation:

1) E(aX +b) =aE(X)+b
Proof: E(aX +b) = [(aX +b)f(z)dz =a [zf(x)dz +b [ f(z)dz = aE(X) + b

DEX; +Xo+...+X,) =EX; +EX5> + ... + EX,,
Proof: E(Xl + XQ) = ff(éEl + ZL‘Q)f(xl,.Z’Q)diL‘ldl'Q =
= [ [z1f(z1, z2)dxrdzs + [ [zof (21, 22)dx1dry =

= [a1 [ f(z1,x2)dzodry + [ 22 [ f(z1, 22)dardas =
= [z fi(z1)dey + [ 22 fo(ze)dry = EX) +EX,

Example: Toss a coin n times, “T” on i: X; =1; “H” on i: X; =0.
Number of tails = X7 + Xo + ... + X,

E(number of tails) = E(X; + Xo + ... + X,,) = EX; + EXy, + ... + EX,,
EX;, =1xP(X; =1)+ 0 x P(X; = 0) = p, probability of tails
Expectation=p +p + ... + p =np

This is natural, because you expect np of n for p probability.

Y = Number of tails, P(Y = k) = (})p*(1 — p)"*

E(Y) =Y k()P A —p)"* =np
More difficult to see though definition, better to use sum of expectations method.

Two functions, h and g, such that h(z) < g(z), for all z € R
Then, E(h(X)) < E(g(X)) — Blg(X) — h(X)) 2 0

J(9(z) — h(z)) x f(a)dz > 0

You know that f(x) > 0, therefore g(z) — h(x) must also be > 0

Fa<X<b—oa<EX)<E®D)<b

EI(X€A)=1xP(X €A +0xP(X ¢ A), for A being a set on R

Y =I(X € A) = {1, with probability P(X € A);0, with probability P(X ¢ 4) =1 —-P(X € A)
E(I(X € A) =P(X € A)}

In this case, think of the expectation as an indicator as to whether the event happens.

Chebyshev’s Inequality
Suppose that X > 0, consider ¢ > 0, then:

Proof: E(X) = E(X)I(X < t) + E(X)I(X >t) > E(X)I[(X > t) > E})[(X > ) = tP(X > 1)

** End of Lecture 16
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