Design of the All-Electric Ship: Focus on Integrated Power System coupled to Hydrodynamics
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ABSTRACT

We present a detailed model of the integrated power system coupled to hydrodynamics that allows us to study global sensitivities in the All-Electric Ship. A novel element of our formulation is the stochastic modeling of the coupled system to account for uncertainty in the parameters or operating conditions. This new computational framework is applied to a model of the DDG-51 destroyer that involves a 19 MW 15-phase induction machine and an indirect field oriented controller. In particular, we simulate extreme events corresponding to propeller emergence and firing of pulsed power weapons.

1. INTRODUCTION

In the All-Electric Ship (AES) architecture, the power sharing between the propulsion units and the high-power equipment, especially under heavy propulsion demands and casualty conditions, has recently been identified as an important design issue [6], [27], [35]. In the new AES configuration, there is an increasing demand for electric power for ship system automation, electrical weaponry, electric propulsion, and ship service distribution. About 70% to 90% of power from the generator units in the fully integrated power system (IPS) is consumed in the propulsion systems [6]. Therefore, when a large power demand is imposed on an electrical bus during a mission or life critical situation, the power distribution must be optimally modified to yield the most efficient power usage and to maintain continuity of service [35].

This complex problem is compounded by the sea states which are unpredictable, leading to stochastic time-varying propulsion loads. It is, therefore, challenging for the electric ship designer to thoroughly investigate interactions between machines, power electronics, and uncertain sea conditions. To date there have been no published papers that account for dynamic interactions of propeller and ship hydrodynamics with a large-scale shipboard IPS. In this paper, we develop stochastic models of the IPS and the propeller coupled to random wave dynamics and ship motion. In the following, we present some details of the system that we model, the technical approach, and first results.

2. SYSTEM MODELING

To investigate the influence of the propeller loading and the pulsed power load on the AC propulsion and power generation in the electric ship, modeling of both power systems and hydrodynamics of ship and propeller must be introduced. In our study, the IPS is similar to the model described in [29] for a destroyer class. In summary, the main AC subsystem of this IPS consists of a 21 MW, 3-phase, 60Hz Synchronous Machine (SM) as a generator, a close-loop drive using the indirect rotor field oriented control of 19 MW, 15-phase Induction Machine (IM) as a propulsor, and a pulsed power charger for an EM gun. The generator supplies the voltage to the 3-phase 4160V AC distribution bus, which must be filtered by a harmonic filter before connecting to the induction motor drive. The detailed derivation of machine equations can be found in [22] and [29]. A power converter and the Indirect Field Oriented Control (IFOC) using the sine-triangle modulation technique for
a current regulator are incorporated into the propulsion system to control the torque of the induction machine. According to [14], the IFOC employs an inner loop with a current feedback from IM and an outer loop with IM's shaft angular velocity feedback for computing the machine rotational angle in the IFOC. The IPS configuration considered in this study is similar to a split plant arrangement in [4], shown in Figure 1. In the split plant configuration, a single high-power generator supplies power to a propulsion unit, one EM gun and a gun support service. On the other hand, two high-power generators connect through AC distribution bus to support two propulsions and two EM gun in the parallel plant arrangement. Also, a schematic of the IPS installed in the ship we model here is shown in Figure 2.
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**Figure 1.** A one-line diagram of the AC power generator and power distribution with the closed-loop torque control of the induction machine.

### 2.1. Hydrodynamics

*The propeller model,* used in this study, is based on a five-blade, fixed-pitch, highly skewed propeller with a maximum skew angle of 32 degrees [1]. Several effects, such as fluctuation of in-line water inflow, ventilation, and in-and-out-of water effects [21], can cause a reduction in the propeller thrust and torque from its nominal operating condition. Both the in-line water inflow variation and the in-and-out-of water effects directly affect the propeller loading. The propeller emergence can abruptly reduce the propeller thrust because of a loss in the propeller effective disc area. Especially, when the ship operates in the rough sea condition, the propeller emergence can occur intermittently, resulting in ship speed reduction, sudden increase in shaft angular speed, and rapid decrease in motors’ current. Propeller thrust and torque loss can be represented by the thrust loss factor, $\beta_T$, and the torque loss factor, $\beta_Q$, multiplied by the open-water propeller thrust, $T_p$, and torque, $Q_p$, respectively. According to [21], the thrust loss factor due to the propeller emergence is assumed to be proportional to the effective disc area as follows:

$$\beta_T = \text{real} \left( 1 - \frac{\text{arccos} \left( \frac{h}{R} \right)}{\pi} + \frac{h}{\pi} \sqrt{1 - \left( \frac{h}{R} \right)^2} \right),$$  

(1)

where $h/R$ is the relative submergence, with $h$ the propeller shaft submergence and $R$ the propeller radius. Thus, we have $\beta_T = 1$ when the propeller is fully submerged. Also, $\beta_Q$, corresponding to a reduction of the effective propeller disc area, and it is related to $\beta_T$ as follows:

$$\beta_Q = (\beta_T)^m, \quad 0 < m < 1,$$

(2)

where for an open-water propeller, $m$ is typically within the range of 0.8 and 0.85, resulting in a larger $\beta_Q$ than $\beta_T$, such that the propeller efficiency is less than unity if the loss due to propeller emergence increases.

To model the wave effects, first, we assume that nonlinear and viscous effects are small compared to
wave inertia for a ship motion in the sea. Moreover, we assume that deep water random waves, modeled through the one-parameter Pierson and Moskowitz spectrum [13], derived on the basis of North Atlantic data and described by the significant wave height, $H^{1/3}$.

To model *ship hydrodynamics*, we must consider the interaction between the propeller and ship hull because the wake created by the hull modifies the propeller advance velocity ($V_a$) [17] with $V_a = (1 - w)U$, where $U$ is the ship speed. The wake fraction ($0 < w < 0.4$) [17] indicates the velocity reduction due to the wake; here we used $w = 0.2$. Moreover, the presence of the propeller at the stern also increases the drag force on the vessel; thus, the propeller thrust must be decreased by a factor $(1 - t_d)$, where $t_d$ is the so-called “thrust deduction factor” to account for the difference between the self-propelled and the towed-model resistance; in this study we used $t_d = 0.2$.

The specifications of the full-scale USS DDG-51 Arleigh Burke-class [15], driven by the electrical propulsor, are given in Table 1. This full-scale ship is employed in the ship hydrodynamics calculations for calm water and added resistances, and for propeller performance.

In this study, we consider only the *surge motion* of the electric ship, driven by two propellers connected to two identical IPS, in head sea. We note that the total propulsion system of DDG-51 consists of 4 identical IPS and achieves 31 knots; with two IPS it achieves a maximum speed of about 24 knots. The ship’s motions in other directions i.e., sway, heave, roll, pitch, and yaw are assumed to be small. Thus, the equation of ship motion with the induction motor directly driven the propeller can be described as:

\[
(M + M_a) \frac{dU(t)}{dt} = 2(1 - t_d)T_p(n, U) - R(U) \tag{3}
\]

\[
- \bar{R}_{AR}(U) - R_{2nd-AR}(U, t),
\]

\[
J_s \frac{d\omega_r(t)}{dt} = T_c - Q_p(n, U)\eta_h\eta_r, \tag{4}
\]

where $n$ denotes revolutions per minute of the propeller, $n = \omega \ast 30/\pi$, and $M$ and $M_a$ are the ship mass and added mass in the surge direction, respectively. The rotational inertia, $J_s$, includes the IM rotor and propeller inertia; also, $T_p$ and $Q_p$ are the propeller open-water thrust and torque, respectively, i.e., $T_p = K_T(J)pn^2D^4$ and $Q_p = K_Q(J)pn^2D^5$, where $J = \frac{V^2}{MD}$ is the advance velocity. Also, $K_T$ and $K_Q$ are thrust and torque coefficients of the propeller, while $\eta_h$ and $\eta_r$ denote the bearing and propulsive efficiency. The drag force, $R$, corresponds to the calm-water resistance; it can be found from the non-dimensional drag coefficient, $C_D(Re, Fr)$, as $R = C_D \frac{1}{2} pS U^2$ where $S$ is the wetted surface area. The drag coefficient $C_D$ [13] is composed of a frictional resistance coefficient ($C_F(Re)$) and a residual resistance coefficient ($C_R(Re)$), where $Re$ and $Fr$ are Reynolds and Froude numbers, respectively. The added resistance, $R_{AR}$, is associated with the involuntary speed reduction due to the waves. Assuming that the added resistance is a second-order nonlinear system obeying the properties of quadratic systems, the slowly-varying added resistance can be separated into two major components: *mean* or steady second-order force ($\bar{R}_{AR}$) (the first term) and *slowly-varying* second-order force ($R_{2nd-AR}$) (the second term), given by:

\[
R_{AR} = \bar{R}_{AR} + R_{2nd-AR} \tag{5}
\]

\[
R_{AR} = \frac{1}{2} \sum_{k=1}^{N} (A_k)^2 H(\omega_k, -\omega_k) + \frac{1}{2} \sum_{k=1}^{N} \sum_{l=1}^{N} \text{Re}\{A_kA_lH(\omega_k, \omega_l)e^{i[\Delta \omega + \Delta \phi]}} \} \tag{6}
\]

where $\Delta \omega = \omega_k - \omega_l$ and $\Delta \phi = \phi_k - \phi_l$, and $\phi_{k,l}$ are wave amplitudes and independent random phases varying between $(0, 2\pi)$, respectively, corresponding to the wave frequency $\omega_{k,l}$. Note that $A_k$ can be calculated from the one-side sea spectrum ($S^+(\omega)$) by discretizing $S^+(\omega)$ into $N$ equally intervals. Then, $A_k^2 = 2 \int_{\omega_{k+1}}^{\omega_{k}} S^+(\omega)d\omega$ for
$k \in 1, ..., N$. $H(\omega_k, \omega_l)$ represents the second-order transfer function of hydrodynamics force. The response amplitude of the steady force normalized by the wave amplitude squared is denoted by $R(\omega)$; therefore, $R(\omega)$ is assumed to be equal to $\frac{1}{2}H(\omega_k, -\omega_l)$. According to [20], the mean added resistance is obtained from $R(\omega)$, and it is computed from the MIT5D Code [5]. For the slowly-varying added resistance, $H(\omega_k, \omega_l)$ can be approximated as $2R\left(\frac{\omega_k + \omega_l}{2}\right)$. From Newman’s approximation [18], $R_{2nd, AR}$ is associated with the diagonal terms of $H(\omega_k, \omega_l)$ if the difference of the two-frequency wave, $\omega_k$ and $\omega_l$, is very small, e.g., $|\omega_k - \omega_l| < 0.2$.

Table 2. Parameters of the 21 MW, 3-phase, 60-Hz synchronous machine [29] in SI unit system.

<table>
<thead>
<tr>
<th>$r_s$</th>
<th>$L_{ds}$</th>
<th>$L_{mq}$</th>
<th>$L_{md}$</th>
<th>$r_{kd}$</th>
<th>$L_{kd}$</th>
<th>$r_{fd}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.27m$\Omega$</td>
<td>369$\mu$H</td>
<td>2.51mH</td>
<td>2.79mH</td>
<td>5.26m$\Omega$</td>
<td>157$\mu$H</td>
<td>69.8$\mu$H</td>
<td>401$\mu$H</td>
</tr>
</tbody>
</table>

2.2. Integrated Power System (IPS)

The first major component of IPS is the synchronous generator or machine (SM), which supplies electric power to AC power distribution and propulsion system. The mathematical model of a 3-phase, salient-pole synchronous machine consists of the rotor windings - the field winding ($fd$), damper windings ($kd$) - and the symmetrical stator windings ($qs, ds, 0s$). The detailed equations are given in [22, 29] and the parameters we used are shown in table 2.

To maintain the bus voltage at a specified level, an exciter is needed to feedback the bus voltage to the generator. The exciter/voltage regulator, controlling the field winding of the generator, is modeled according to a simplified model of the IEEE type 2 [12]. This type of exciter is typically accepted in the industry due to the model’s simplicity. The main components of this exciter are an independent power supply, a self-excited shunt field, a stabilization feedback associated with gains and time constants, and a nonlinear saturation in the shunt field. The state equations for this type of exciter are described in [22, 29] and the parameters used are shown in table 3.

![Exciter Diagram](image)

Figure 3. Three 5-phase equivalent circuits of 15-phase induction machine in the $qd0a\beta$ synchronous reference frame, where $i \in 1, ..., 5$.

The propulsion system of IPS is driven by a 19 MW, 15-phase (squirrel cage) induction machine. The larger number of phases in the induction motor is, the larger the electromagnetic torque is and hence a more reliable motor operation can be achieved. In this study, the model of the 15-phase induction machine is represented by three 5-phase equivalent circuits in the $qd0a\beta$ reference frame, introduced in [29], such that the quantities in the $0a\beta$ axis are independent of those in $qd$ axis. The three 5-phase equivalent circuits of the 15-phase induction machine are represented in Figure 3. This shows that the $qd$-axis stator and rotor voltages are highly cou-
Table 4. Parameters of the 19 MW, 15-phase induction machine [29] in SI unit system

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_s$</td>
<td>122 mΩ</td>
</tr>
<tr>
<td>$L_{dc}$</td>
<td>6.79 mH</td>
</tr>
<tr>
<td>$r_r$</td>
<td>35.7 mΩ</td>
</tr>
<tr>
<td>$L_{dr}$</td>
<td>7.62 mH</td>
</tr>
<tr>
<td>$P$</td>
<td>12</td>
</tr>
</tbody>
</table>

induction and nonlinear. All parameters of the 15-phase induction machine are given in Table 4.

**Indirect Field Oriented Control (IFOC)** of the 15-phase induction motor drive requires an input torque command ($T^*_d$) and a desired rotor flux command ($\lambda^*_{dr}$) and outputs semiconductor signals, driving the H-bridge type inverters. Because of the multiple phases in the induction motor, the power converter topology must be separated into three five-phase parallel rectifier-dc link-inverter paths, as shown in Figure 4. As a result, each of the five phases of the induction machine can be independently controlled using the paralleling control. The dc voltage from a six-pulse uncontrolled rectifier ($v_{rj}$) in each path or rail ($j$) must be filtered with a low-pass LC circuit before propagating to five $i$th H-bridges inverters. In each rail, the smoothed dc voltage ($v_{dcj}$) can be expressed by $v_{dc} = [v_{dc1}, v_{dc2}, v_{dc3}]$ where $j = 1, 2, 3$. Then, the dc current ($i_{dcj}$) in each rail is a summation of five $i$th H-bridge current ($i_{dchj}$). In each rail, the phase of the $i$th H-bridge in Figure 4 is determined so that the AC voltage of $i$th H-bridge is displaced by $(i - 1)24^\circ$ from the first phase. Each H-bridge is composed of four controllable semiconductor switches, denoted as $D_{ij}$ through $D_{ie}$.

In this study, maintaining the induction machine’s torque at a specified level is the main objective of IFOC. According to [29], this control technique must be stable, the current be constrained below a maximum semiconductor current limit, the switching frequency be kept constant at 2 kHz, and the IFOC act as a torque transducer. Thus, the structure of the field oriented control, shown in Figure 5, consists of 6 main parts: a paralleling control, a torque limiter, a dc link stabilizing control, a current limiter, a field oriented supervisory control, and a current regulator. Five-phase inverter-rail voltages are controlled by the three independent control architectures in the IFOC. Although there might exist a negative impedance instability in the dc link due to the tight control of switch current, the IFOC’s fast response can help stabilize the power converter. Details regarding the diagrams and corresponding governing equations of the paralleling control, torque limiter, and current limiter are given in [29]; the parameters used are shown in Table 5.

Figure 4. A diagram of the three five-phase rectifier-dc link-inverter path in the power converter.

Figure 5. The link stabilized and indirect field oriented controller.

We also model the pulsed power weapon system and for this a 6-pulse rectifier and an LC pulse forming network and its controller must be modeled such that a specific voltage profile for charging a storage capacitor can be supplied. Figure 6 shows the charging profile of capacitor voltage; it increases linearly during the charging interval, $t_{cha}$, then the voltage is held constant for a capacitor to be fully charged in the catch-up period, $t_{ca}$. After the commutating period of thyristor, $t_{off}$, the capacitor is now ready to instantly discharge to the pulsed load. The model of the pulsed power charger is
Table 5. Parameters of the indirect field oriented controller for 15-phase induction machine [29]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{e,lim}$</td>
<td>403kNm</td>
</tr>
<tr>
<td>$T_{e,slew}$</td>
<td>12.03MNm/s</td>
</tr>
<tr>
<td>$K$</td>
<td>20</td>
</tr>
<tr>
<td>$\tau$</td>
<td>20ms</td>
</tr>
<tr>
<td>$I_{z,lim}$</td>
<td>1000A</td>
</tr>
<tr>
<td>$v_{dcn}$</td>
<td>5618V</td>
</tr>
<tr>
<td>$K_{pxx}$</td>
<td>17.07V/A</td>
</tr>
<tr>
<td>$K_{pyy}$</td>
<td>17.07V/A</td>
</tr>
<tr>
<td>$K_{pxx}$</td>
<td>306.6V/As</td>
</tr>
<tr>
<td>$K_{puy}$</td>
<td>306.6V/As</td>
</tr>
<tr>
<td>$K_{ppc}$</td>
<td>61.65V/A</td>
</tr>
<tr>
<td>$K_{qpc}$</td>
<td>504.9V/A</td>
</tr>
<tr>
<td>$\tau_x$</td>
<td>0.2ms</td>
</tr>
<tr>
<td>$\tau_y$</td>
<td>0.2ms</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>4ms</td>
</tr>
<tr>
<td>$K_0$</td>
<td>4.175</td>
</tr>
<tr>
<td>$\lambda_{dc}$</td>
<td>44V/s</td>
</tr>
</tbody>
</table>

Table 6. Parameters of the pulsed power charger [29]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{ch}$</td>
<td>0.8sec</td>
</tr>
<tr>
<td>$t_{coa}$</td>
<td>0.1sec</td>
</tr>
<tr>
<td>$t_{off}$</td>
<td>0.05sec</td>
</tr>
<tr>
<td>$t_d$</td>
<td>0.05sec</td>
</tr>
<tr>
<td>$C_{pp}$</td>
<td>4F</td>
</tr>
<tr>
<td>$L_{pp}$</td>
<td>3.21mH</td>
</tr>
<tr>
<td>$r_{pp}$</td>
<td>2.42mH</td>
</tr>
<tr>
<td>$L_c$</td>
<td>64.3mH</td>
</tr>
<tr>
<td>$N_{ps}$</td>
<td>5</td>
</tr>
<tr>
<td>$K_{pl}$</td>
<td>0.3213V/A</td>
</tr>
<tr>
<td>$K_{pq}$</td>
<td>80A/V</td>
</tr>
<tr>
<td>$t_{lim}$</td>
<td>6KA</td>
</tr>
<tr>
<td>$V_c^*$</td>
<td>1000V</td>
</tr>
<tr>
<td>$\tau$</td>
<td>4.595ms</td>
</tr>
</tbody>
</table>

3. METHODOLOGY

The time-varying random sea spectrum is modeled as a stochastic process, but in addition, we consider that some components of the IM and SM may be described by uncertain parameters. To simulate this coupled stochastic system and analyze its response we use the probabilistic collocation method (PCM) and a variance-based sensitivity approach as we describe next.

3.1. Stochastic Modeling – Polynomial Chaos

Polynomial chaos methods are essentially spectral expansions based on Askey-type orthogonal polynomial functionals of random vectors. Generalized Polynomial Chaos (gPC) was introduced in [34] as a generalization of the Hermite Chaos expansions originally proposed by Wiener [32].

Let $(\Omega, \mathcal{F}, \mathcal{P})$ be a probability space. A general second-order random process, i.e. a process with finite variance, $X(\omega) \in L_2(\Omega, \mathcal{A}, \mathcal{P})$ can be expressed by gPC as

$$X(\omega) = \sum_{i=0}^{\infty} \delta_i \Phi_i(\xi(\omega)),$$  \hspace{1cm} (7)

where $\omega$ is the random event and $\Phi_i(\xi(\omega))$ are polynomial functionals of degree $p$ in terms of the multi dimensional random variable $\xi = (\xi_1, \ldots, \xi_d)$. The family $\{\Phi_i\}$ is an orthogonal basis in $L_2(\Omega, \mathcal{A}, \mathcal{P})$ with orthogonality relation

$$\langle \Phi_i, \Phi_j \rangle = \langle \Phi_i^2 \rangle \delta_{ij},$$  \hspace{1cm} (8)

where $\delta_{ij}$ is the Kronecker delta, and $\langle \cdot, \cdot \rangle$ denote the ensemble average. Here, the ensemble average can be defined as the inner product in the Hilbert space in terms of the random vector $\xi$

$$\langle f(\xi), g(\xi) \rangle = \int f(\xi)g(\xi)w(\xi)d\xi$$ \hspace{1cm} or \hspace{1cm} (9)

$$\langle f(\xi), g(\xi) \rangle = \sum_{\xi} f(\xi)g(\xi)w(\xi)$$ \hspace{1cm} (10)

in the continuous and discrete case, respectively, where $w(\xi)$ denotes the weight function.

For a certain random vector $\xi$, the gPC basis $\{\Phi_i\}$ can be selected in such a way that its weight function has the same form as the probability distribution function of $\xi$. The corresponding type of polynomials $\{\Phi_i\}$ and their associated random variable $\xi$ can be found in [34]. For example, uniform distributions are represented by Legendre polynomial functionals, exponential distributions by Laguerre polynomial functionals, etc. The method includes also discrete distributions with corresponding discrete eigenfunctions as trial basis; e.g., Poisson distributions are represented by Charlier polynomial functionals.
Equipped with finite-term spectral expansions of the random input and unknown solutions, we can formulate the basic stochastic Galerkin and collocation spectral methods via the usual projections. These procedures essentially recast the stochastic problem as a high-dimensional deterministic problem, whose dimensionality is prescribed by the random input and the order of the approximating polynomials. The stochastic Galerkin method usually requires the solution of a system of coupled deterministic problems for the gPC basis coefficients unless the problem is linear in random space. The stochastic collocation method [33, 30] (also known as the probabilistic collocation method (PCM)) involves sampling the deterministic system at a set of collocation points chosen to coincide with a numerical cubature rule. Thus, this method is often more easily implemented than gPC in problems with random nonlinearities.

A useful extension to gPC that can handle arbitrary PDFs was the development of the multi-element version [31]. More recently, the multi-element method was formulated for the collocation version of polynomial chaos in [10], thereby extending the sparse-grid integration work of [33]. This last version, which we termed MEPCM (multi-element probabilistic collocation method), is simply a gPC expansion with collocation (instead of Galerkin) projection on subspaces (elements) of the random space. We have found MEPCM to be superior in terms of efficiency over other versions of polynomial chaos for benchmark problems but also for computationally intensive simulations [10, 22].

3.2. Sensitivity Analysis

In the AES, sensitivity analysis can identify the influential and interactive parameters from a large number of parameters needed for the IPS designer to improve performances of the integrated system and to prevent a cascaded failure. Sensitivity analysis, based on the “One-At-a-Time” (OAT) stochastic variation, has been shown to be able to identify and prioritize the important parameters of an AC subsection in the entire IPS [19]. In addition, to further accelerate large-scale simulation and potentially guide experimental studies, a reduction of parametric space can be accomplished by fixing the less important parameters at their nominal values.

The two main classes of techniques for ranking these inputs in sensitivity studies are local and global methods. The local approach [11, 23], which relies on a partial derivative of output with respect to input, is used to measure the sensitivity around a local operating point. When the system has strong nonlinearity and the input uncertainties are contained within a wide range, the local sensitivity does not provide full information to the IPS designer. On the other hand, the global approach examines the sensitivity from the entire range of the parameter variations. The screening methods, which are included in the global methods, rank the important factors and their interaction among a large number of system parameters. These screening techniques are based on OAT perturbation of parameters, which directly yields the main input effect without input interaction. Several screening methods have been proposed in the literature, for example, the Morris method [16, 25], Cotter’s method [7], factorial experimentation [2], and iterated fractional factorial design [24]. The different approaches have their strengths and weaknesses. The Morris method can efficiently identify the sensitive parameters when a system has a large number of inputs or parameters. Only the worst-case analysis of a system is examined for the upper and lower bounds of system variables in Cotter’s method. In factorial experimentation, all combinations of inputs’ interactions as well as the main effects are evaluated at the same time, which requires intensive computation. Iterated fractional factor design reduces this large input-combination computation by evaluating only important combinations but the sensitivity indices might be biased.

To investigate the OAT global sensitivity, an elementary effect of $i$ input on $j$ output ($EE^j_i$) is defined as the approximated gradient. Basically, $EE^j_i$ is a ratio of the difference in outputs $y_j(x)$ over $\Delta$ when only $i$ input deviates from its nominal value with $\Delta$ magnitude. This definition of $EE^j_i$ is identical to that of Morris [16]. The $EE^j_i$ can be formulated as:

$$EE^j_i = \frac{y_j(x_1, x_2, \ldots, x_i + \Delta, \ldots, x_k) - y_j(x_1, x_2, \ldots, x_i, \ldots, x_k)}{\Delta},$$

where $x_i$ with $i = 1, \ldots, k$ is contained within a domain of variation. For $y_j$ outputs with $j = 1, \ldots, n$, we need a total of $n \times k$ computations of $EE^j_i$. Using the local gradient computation, when $\delta y_j/\delta x_i$ is equal to 1) zero, 2) a non-zero constant, or 3) a non-constant function of input parameter/s, the effects of $x_i$ on $y_j$ are 1) negligible,
2) linear and additive, or 3) nonlinear and coupled, respectively. The numerically approximated gradient can capture all the above effects – it is called the elementary or first-order effect. If all $x$ except $x_i$ are fixed at their nominal values, the $EE_i^j$ can only rank the input parameter according to the first-order or elementary effect without specifying any influence of the interaction among inputs. However, by randomizing all values of $x$ in computing $EE_i^j$, the interaction effects can be discovered from the variation of the $EE_i^j$ distribution.

In [22], four sensitivity analysis techniques for ranking the inputs’ significance and the nonlinear and coupling effects of inputs were studied. Two of them were based on gradient-based analysis while the other two were based on variance-based analysis. Gradient-based methods, while effective in general, can be very costly and are not so accurate for non-smooth solutions. The regularity required for computing the local gradient at one point in a parameter range to be representative of the gradient over the entire range is not guaranteed nor expected for a nonlinear system like IPS.

To this end, we also consider variance-based methods and investigate their connection to gradient-based methods. Specifically, we make some mathematical connections between MEPCM local variance-based sensitivity techniques and gradient-based methods. Let us focus on a particular hypercube element $B$, a subset of the $N$-dimensional parametric space, written without loss of generality as the product set $\prod_{i=1}^N [x_{0,i} - h, x_{0,i} + h]$ where $x_0 = (x_{0,1}, x_{0,2}, ..., x_{0,N})$ is the center of $B$. Suppose we have a function $f \in C^3(B)$ and assume $X$ is a random variable uniformly distributed on $B$. It can be shown [9] that the variance of $f(X)$ over $B^i$, when normalized with the one-dimensional uniform distribution variance, approximates the norm of the gradient $\|\nabla f|_{x_0}\|^2$ in the limit as $h \to 0^+$. This result is easily generalizable to rectangular $B$, but we will assume uniform edge lengths for simplicity here. Specifically, we have:

$$\text{Var}_B[f(X)] = \|\nabla f|_{x_0}\|^2 + O(h^2).$$

The rate of convergence here is $O(h^2)$, which is independent of $N$. Hence, we see that the variance-based sensitivity analysis is related to the gradient-based sensitivity analysis as indicated in the above relationship.

### 3.3. Example: Stochastic Duffing’s Oscillator

Having discussed the use of polynomial chaos and in particular MEPCM in solving stochastic differential equations we present an example, namely the nonlinear Duffing oscillator, to demonstrate the results of sensitivity analysis. The governing equation is

$$\frac{dy^2}{dt} + 2\eta y + \omega^2 y + \varepsilon \omega^2 y^3 = 1.0,$$

with $dy(0)/dt = 0; y(0) = 2$, where $\eta$, $\omega$, and $\varepsilon$ are the damping coefficient, natural frequency, and coefficient of the cubic nonlinearity. All $\eta$, $\omega$, and $\varepsilon$ are assumed to be independent uniform random variables with mean of 2 and standard deviation of 0.2 for unbiased weighting. From this nonlinear system, $\omega$ is the most influential
parameter due to the quadratic nonlinearity and strong coupling with the other two terms of the equation. However, this might not be the case for all times between [0, 1] seconds. We will use the mean value of the elementary effect, $E[EE]$, to quantify the sensitivity and the standard deviation, $o[EE]$, to quantify the interaction between parameters. As shown in Figure 7(top), the trajectories of normalized $E[EE]$ for the three random parameters are plotted as a function of time using the Morris method, the Monte Carlo Sampling and Collocation methods with $\Delta = \frac{1}{4}$, which are based on the gradient computation; similar results are obtained also with the variance-based methods [22]. Note that the normalized $E[EE]$ trajectories from the Monte Carlo and Collocation methods are identical and also match closely that of the Morris method. From the plot of normalized $E[EE]$ versus time, the sensitivity effect of $\omega$ is dominant at the first quarter of a second and again after 0.6 seconds; the damping effect of $\eta$ surpasses that of $\omega$ only between 0.35 and 0.6 seconds. These changing trends occur because of the cubic nonlinearity in the last term of the Duffing equation. In addition, we can consider the ranking of inputs’ first-order and coupling effects at a specified time, as shown in Figure 7(bottom) for $t=\frac{3}{4}$ seconds. For the values chosen, the interaction effects of $\eta$ and $\omega$ are about the same at this fixed time instant whereas at earlier times the interaction effect of $\omega$ dominates.

4. IPS RESULTS

We now return to the IPS and consider the coupled IPS-Hydrodynamics stochastic system; here we simulated the surge motion of the electric ship excited by the Pierson and Moskowitz spectrum with $H^{1/3} = 20$ ft. The interaction between the ship speed, propulsion load, and electric machines’ states are examined for sea state 6, very rough sea [3]. Two identical IPS, as shown in Figure 1, with the torque control using the IFOC, directly connected to the propeller, drive the 1DOF ship motion in head and random seas, see Figure 2. We note that this is a simplified model and does not correspond to the full DDG-51 configuration which requires 4 IPS to reach 31 knots, see table 1. Here we further assume that initially two generators operate near their steady-state conditions and then after 2 seconds the two propulsion drives are turned on while the ship moves forward at about 20 knots. The mean added resistance and the slowly-varying added resistance of the scaled electric ship are computed using Newman’s approximation and the added resistance response amplitude operator [18]. Thus, the propellers driven by IPS experienced the slow-varying force from the added resistance.

In this section, we simulate the effects of both the propeller emergence and the pulsed power load charger on the IPS. First, we consider only the induction motor drive with a constant voltage supply in order to tune the field-oriented controller. Second, we consider the entire IPS that includes the generator, bus and the IM drive connected to a propeller. These machines exhibit a strong interaction when they are first connected together due to start up dynamics and have to be turned on sequentially. In this case, we investigate the ship surge motion driven by the highly skewed propeller connected to the IPS. Finally, a 5 MW pulsed power charge is added to the IPS’s AC distribution system in order to examine the effect of a sudden large load propagating through the entire IPS. We also present stochastic simulations that take into account the uncertainty associated with two parameters of IPS.

4.1. Parameter Sensitivity

First, in order to check that the field-oriented control of the 15-phase induction machine (IM) is working properly, we separate the 19 MW IM drive from the generator and distribution bus in order to tune separately the parameters of IM drive. The controller of IM is independently provided with a constant 3-phase voltage ($V_{abc}$), supplying the 3 parallel rectifier dc link paths, as shown in Figure 8. In this model, a simplified hydrodynamics model from [29] is used as a torque load.

![Figure 8. Simulink diagram of the field-orient control of 15-phase induction machine.](image-url)
Initially, the induction machine is started from rest with a small constant torque command of 1000 N-m and then at 10 seconds the torque command is increased to $8 \times 10^5$ N-m. Using the controller parameters (slew rate $T_{slew} = 4 \times 10^6$) and proportional gain ($K = 100$) reported in [29] leads to large overshoots in both machine torque and rectifier dc current, as shown in Figures 9 and 10. The gain $K$ of the torque limiter for each rail must be decreased to reduce overshoots in IM drive’s response, but the slew rate ($T_{slew}$) of torque limiter need to be increased to reduce response time of the IM torque $T_e$ and Rectifier dc current $I_{dc}$. Thus, we will use the values of $K = 20$ and $T_{slew} = 12 \times 10^6$ in the rest of the paper. Note that the proportional and integral gains of the XYZ current control have only minor effect on the large overshoot corresponding to the step torque command.

![Figure 9](image1.png)

**Figure 9.** Step change: Induction machine torque with different $K$ and $T_{slew}$.

![Figure 10](image2.png)

**Figure 10.** Step change: The first 5-phase rectifier dc current with different $K$ and $T_{slew}$.

Next, we examine the specific effects of propeller emergence that causes a load torque reduction on the IM drive. Given a constant voltage source, the 15-phase motor drive connected to a Boswell’s highly skewed propeller [1], we allow only surge motion of the ship in a head sea corresponding to Pierson and Moskowitz spectrum with $H^{1/3} = 20$ ft. The effective disc area of the propeller is reduced when the propeller emerges out of water. We note that the thrust loss factor, $\beta_T$, and the torque loss factor, $\beta_Q$, should be multiplied by the propeller thrust and torque, respectively. The propeller emergence leads to an increase in motor’s or propeller’s angular speed by about 7% and a negligible change in ship speed, as shown in Figure 11. Furthermore, in Figure 12, the phase current of induction first decreases and subsequently increases while the propeller is out of the water. However, the rectifier phase current must be increased slightly to compensate for an abrupt increase in IM’s speed.

![Figure 11](image3.png)

**Figure 11.** Propeller emergence: Responses of the IM’s torque, IM’s angular speed, and ship speed due to the thrust and torque reduction.

### 4.2. Pulsed Power Load

To examine the effect of a 5 MW pulsed power load on the entire system, in this scenario, the generator and bus are operated near their steady state condition and then at time = 0.5 seconds, the IM drive, also operating close to its steady state, is turned on with a constant torque command of $9.25 \times 10^5$ N-m. The pulsed power charger is switched on at 6 seconds and, in addition, the thrust loss factor is imposed at the propeller thrust and torque at the same time. There are sudden increases and decreases in the SM current and bus voltage because a relatively large power is instantaneously drawn from the bus to support the pulsed power charger. Consequently,
the SM torque increases and the exciter tries to increase the field-winding voltage to maintain the voltage at a constant level. However, only minor effects are exhibited in the IM torque and angular speed due to the pulsed power charge, as shown in Figure 13 14, 14, 15, and 16 (with an enlargement scale). The IM speed again increases with the torque loss as a result of the propeller emergence.

4.3. Stochastic Simulations

We now consider both the SM field-winding resistance, \( r_{fd} \), and the IM rotor inertia, \( J \), to be uniform random variables with 20% variation from their nominal values. Our objective is to examine the stochastic responses of SM, exciter, IM, Ship, and pulsed power charger because of the uncertainty propagation from these parameters. Using a full-grid collocation method (FPCM) [22], stochastic variations of all system responses can be computed from the 25-point Gauss-Legendre quadrature. Specifically, the sampling points are simply fixed points in the parameter space defined by the roots of the Legendre orthogonal polynomials employed in the representation of all stochastic fields.
A variation in $r_{fd}$ might be caused by an operational temperature dependence. On the other hand, the value of IM rotor inertia is not readily available in the literature and hence it can be modeled as uncertain parameter. The same scenario as in the previous case is considered. Figure 17, plotting the root-mean square or standard deviation, shows strong variation in SM and IM phase-currents and bus phase voltage only when IM is turned on near its steady state condition. Then, root-mean square values of these currents and voltage oscillate with small magnitude. There are large variations in SM and IM torque, but variations in both IM angular speed and ship forward speed are small, as seen in Figure 18 and 19. However, Figure 20 shows a non-negligible effect on the exciter field-winding voltage and rectifier dc voltage due to these uncertainties. This indicates the importance of knowing the precise value of $r_{fd}$, which we have also verified with more elementary parametric studies.

5. CONCLUSION

We have presented detailed models for the two primary components of the All-Electric Ship (AES), namely the Integrated Power System (IPS) and the Hydrodynamics. This is the first time that all components of each system have been modeled and coupled together at this level. Simulating such a coupled system on today’s computers is feasible, and results can be obtained in a matter of minutes – even for long-time integration of the system – to include the characteristic electric, mechanical and hydrodynamic scales. We note that these characteristic time scales, even of the small sub-components, are not input to the problem but they are part of the solution, unlike other models where simplified lumped parametrizations are employed. In addition we have demonstrated how we can use polynomial chaos representations to model parametric uncertainties in some of the components of the electromechanical system. This, in turn, allows us to expeditiously quantify the global sensitivity of the system – a very important component in design process. For example, in the case we simulated stochastically we showed that the SM field winding resistance, $r_{fd}$, has a big effect on the exciter that controls the voltage of the SM. Our aim in this context is to understand and quantify the uncertainties due to modeling approximations, but also to highlight the importance of incorporating such analyses in the overall design process.
Figure 19. Root-mean square responses of Ship Speed and magnitude of slowly varying added resistance.

Figure 20. Root-mean square responses of exciter field-winding voltage, rectifier rail 1 voltage, capacitor voltage \(V_{c2}\) of pulse power charger, and inductor current \(I_{L}\) of pulse power charger due to charging a pulsed power charger at time = 6 seconds.

The first paper was to demonstrate the capability of the new framework, and we will report more systematic sensitivity studies in future work.
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