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Abstract—Indoor navigation using the existing wireless infrastructure and mobile devices is a very active research area. The major challenge is to leverage the extensive smartphone sensor suite to achieve location tracking with high accuracy. In this paper, we develop a navigation algorithm which fuses the WiFi received signal strength indicator (RSSI) and smartphone inertial sensor measurements. A sequential Monte Carlo filter is developed for inertial sensor based tracking, and a radiolocation algorithm is developed to infer mobile location based on RSSI measurements. The simulation results show that the proposed algorithm significantly outperforms the extended Kalman filter (EKF), and achieves competitive location accuracy compared with the round trip time (RTT) based ultra-wideband (UWB) system.
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I. INTRODUCTION

Future wireless applications face an increasing demand for location information to enable numerous commercial and public services [1]–[3]. However, navigation in indoor environment is very challenging due to the attenuation of global positioning system (GPS) signals. In recent years, emerging wireless technologies [4]–[6] and advanced filtering techniques [7]–[9] have played a pivotal role in the design of accurate indoor navigation systems.

Smartphones have been incorporating ever more powerful computing capability and sensor functions. The recent smartphones are equipped with an inertial measurement unit (IMU) including accelerometer and gyroscope. These inertial sensors measure the force and angular velocity, which can be exploited to assist navigation when the GPS signal is severely attenuated. However, IMU-based navigation is sensitive to initialization and is only accurate for a short period due to the cubic error drift [10]. Hence, it is usually used with fusion of other measurements, e.g., radiolocation using UWB, Bluetooth, and WiFi [11]–[14].

Radiolocation is a key component of indoor navigation systems, which use the round trip time (RTT) or received signal strength indicator (RSSI) to infer the location. UWB has been considered in RTT-based radiolocation for high accuracy due to its fine signal resolution [5], [15]. However, the high cost of adding UWB to current wireless devices hinders a wide commercial deployment. Hence, it is more desirable to design an indoor navigation system which exploits the existing communication infrastructure and devices. As one of the most common wireless technologies, WiFi is widely available in indoor areas such as offices and shopping malls. Moreover, WiFi RSSI can be easily detected on a smartphone without modifying the physical layer, and hence, greatly facilitates indoor localization and navigation [16]–[18].

In this paper, we develop a location tracking algorithm which fuses the WiFi RSSI and smartphone inertial sensor measurements to track the mobile node position. The major contributions are summarized as follows:

- We design a Sequential Monte Carlo Kalman filter (SMC-KF)† for the IMU-based navigation, which uses a particle filter for nonlinear orientation estimation with a bank of Kalman filters for estimating the remaining states (e.g., position, velocity). The proposed method significantly outperforms the EKF in navigation accuracy.
- We develop a steepest descent random start (SDRS) algorithm for the WiFi RSSI-based radiolocation. The proposed scheme using WiFi RSSI achieves performance close to that of the RTT-based scheme, but with much easier implementation on smartphones.
- We integrate the WiFi RSSI and smartphone inertial sensor measurements in a navigation filter. The simulation results shows that the information fusion provides significant improvements compared with RSSI-only or IMU-only navigation.

II. SYSTEM MODEL OF SMARTPHONE IMU

In this section, we describe the process model and measurement model of the inertials (i.e., accelerometer and gyroscope) on a smartphone.

We define the orientation of a smartphone as \( \phi(n) = [\varphi_x(n), \varphi_y(n), \varphi_z(n)]^T \), representing the three simultaneous orthogonal rotation angles. The state \( x(n) \) contains position, velocity, acceleration, and the derivative of orientation, given

†The development of the SMC-KF can be viewed as a Rao-Blackwellized particle filter [19], but the SMC-KF uses the quasi-optimal importance density instead of the suboptimal one-step prediction simulation density used in [14].
by
\[
x(n) = [x(n), y(n), z(n), ẋ(n), ẏ(n), ȧ(n), ⃗x(n), ⃗y(n), ⃗z(n)]^T.
\]
Both \(\varphi(n)\) and \(\mathbf{x}(n)\) are represented with respect to the reference frame.

The process model can be written as
\[
x(n + 1) = F\mathbf{x}(n) + G\mathbf{w}(n) \quad (1)
\]
\[
\varphi(n + 1) = \varphi(n) + T\dot{\varphi} + \frac{T^2}{2}\mathbf{w}(n) \quad (2)
\]
where
\[
F = \begin{bmatrix}
I_3 & T\mathbf{I}_3 & T^2/2\mathbf{I}_3 & 0_3 \\
0_3 & I_3 & T\mathbf{I}_3 & 0_3 \\
0_3 & 0_3 & I_3 & 0_3 \\
0_3 & 0_3 & 0_3 & \mathbf{I}_3 \\
\end{bmatrix},
G = \begin{bmatrix}
T^3/6I_3 & 0_3 \\
T^2/2\mathbf{I}_3 & 0_3 \\
\mathbf{I}_3 & 0_3 \\
0_3 & 7T\mathbf{I}_3 \\
\end{bmatrix}
\]
with the sample time \(T\), and \(I_k\) and \(0_k\) denoting the \(k\times k\) unit matrix and zero matrix, respectively. The noise vector \(\mathbf{w}(n) = [w_x(n), w_y(n), w_z(n), \varphi_x(n), \varphi_y(n), \varphi_z(n)]^T\), of which the first three elements model the jerk noise as an i.i.d. Gaussian sequence, i.e., \([w_x(n), w_y(n), w_z(n)]^T \sim \mathcal{N}(0, \mathbf{Q})\), and the last three elements model the orientation derivative process noise as \(\mathbf{w}(n) \sim \mathcal{N}(0, \mathbf{Q}_\varphi)\). The covariance matrices \(\mathbf{Q} = \text{diag}(\sigma_x^2, \sigma_y^2, \sigma_z^2)\) and \(\mathbf{Q}_\varphi = \text{diag}(\sigma_{\varphi_x}^2, \sigma_{\varphi_y}^2, \sigma_{\varphi_z}^2)\) with standard deviations in m/s and rad/s, respectively.

The smartphone inertial sensor measurements include the angular velocity \(\omega\) and the force normalized by the constant mass of the IMU \(f\), both with respect to the body frame. The IMU measurement model is given by
\[
z_{\text{IMU}}(n) = \begin{bmatrix}
\omega(n) \\
f(n)
\end{bmatrix} = \mathbf{H}(\varphi(n))(\mathbf{x}(n) - \mathbf{x}_\text{g}) + \mathbf{v}_{\text{IMU}}(n) \quad (3)
\]
where \(\mathbf{x}_\text{g} = [0_{1 \times 8}, g, 0_{1 \times 3}]^T\) is the gravity acceleration, and
\[
\mathbf{H}(\varphi(n)) = \begin{bmatrix}
0_3 & 0_3 & 0_3 & C_1(\varphi(n)) \\
0_3 & 0_3 & C_2(\varphi(n)) & 0_3
\end{bmatrix}
\]
with matrices \(C_1(\varphi(n)) \in \mathbb{R}^{3 \times 3}\) and \(C_2(\varphi(n)) \in \mathbb{R}^{3 \times 3}\) given by [9], [20]
\[
\begin{align*}
C_1(\varphi(n)) &= I_3 - \|\varphi(n)\|^2\left(\begin{array}{c}
1 - \cos\|\varphi(n)\| \\
\sin\|\varphi(n)\|
\end{array}\right)\|\varphi(n)\|^2_x \\
C_2(\varphi(n)) &= I_3 - \|\varphi(n)\|^{-1}\sin\|\varphi(n)\|\|\varphi(n)\|^2_x \\
&+ \|\varphi(n)\|^{-2}\left(1 - \cos\|\varphi(n)\|\right)\|\varphi(n)\|^2_z
\end{align*}
\]
and \([\varphi(n)]_x\) denoting the skew-symmetric form of the vector \(\varphi(n)\), i.e.,
\[
[\varphi(n)]_x = \begin{bmatrix}
0 & -\varphi_z & \varphi_y \\
\varphi_z & 0 & -\varphi_x \\
\varphi_y & \varphi_x & 0
\end{bmatrix}.
\]
The additive IMU noise \(\mathbf{v}_{\text{IMU}}(n) = [\mathbf{v}_\omega(n), \mathbf{v}_f(n)]^T\) is an i.i.d. Gaussian sequence with \(\mathbf{v}_\omega(n) \sim \mathcal{N}(0, \sigma_{\omega}^2 I_3)\) and \(\mathbf{v}_f(n) \sim \mathcal{N}(0, \sigma_f^2 I_3)\). The covariance matrix of \(\mathbf{v}_{\text{IMU}}(n)\) is denoted as \(\mathbf{R}_{\text{IMU}}\).

III. SEQUENTIAL MONTE CARLO KALMAN FILTER FOR IMU-BASED NAVIGATION

In this section, we design a nonlinear filter for the smartphone navigation problem using inertial sensors measurements. Since the measurement model (3) is a nonlinear function of orientation, we apply the sequential importance sampling method to the orientation estimation, while adopting measurement linearization for construction of a practical simulation density. Such method is referred to as SMC-KF [21], [22].

In the SMC-KF, the estimated states are determined by
\[
\hat{\varphi}(n) = \sum_{i=1}^{N_n} w_i(n) \varphi_i(n), \quad \hat{x}(n|n) = \sum_{i=1}^{N_n} w_i(n) x_i(n|n) \quad (4)
\]
where \(w_i(n)\) is the weight of the \(i\)th particle \(\varphi_i(n), N_n\) is the number of particles, and \(\hat{x}(n|n) = \mathbb{E}\{x(n|n)\}\) is the estimated state vector given cumulative measurements \(z^n = \{z(l), l = 0, \cdots, n\}\).

A. Particle Filter for Estimating \(\varphi(n)\)

Consider a particle filter with \(N_n\) particle streams, i.e.,
\[
\varphi^{i,n} \triangleq (\varphi^i(l), l = 0, \cdots, n), \quad i = 1, \cdots, N_n.
\]
The particles \(\varphi^{i,n}(n)\) are generated as random samples from the importance sampling density \(q(\varphi^{i,n}(n)|\varphi^{i,n-1}, z^n)\). The optimal importance density is given by [22]
\[
q(\varphi^{i,n}(n)|\varphi^{i,n-1}, z^n) = \frac{p(\varphi^{i,n}(n)|\varphi^{i,n-1}, z^n)}{\tilde{p}(z(n)|\varphi^{i,n-1}, z^n-1)}
\]
\[
= \frac{1}{c^i} \mathcal{N}\{z(n); \mathbf{H}(\varphi^{i,n}(n))(\hat{x}(n|n-1) - \mathbf{x}_\text{g})\},
\]
\[
\mathbf{H}(\varphi^{i,n}(n))\mathbf{P}(n|n-1)\mathbf{H}(\varphi^{i,n}(n))^T + \mathbf{R}
\]
\[
\cdot \tilde{\mathcal{N}}\{\hat{x}(n|n-1) + T\hat{x}(n|n-1), T^2\mathbf{P}(n|n-1) + T^4/4\mathbf{Q}\} \quad (5)
\]
where \(c^i = p(z(n)|\varphi^{i,n-1}, z^n-1)\) is a constant with respect to \(\varphi^{i,n}(n)\), and \(\hat{x}(n|n-1) = \mathbb{E}\{x(n|n-1)\}\). The nonlinearity of \(\mathbf{H}(\varphi^{i,n}(n))\) precludes combining the product of Gaussian densities in (5) into a single Gaussian, hence obtaining a tractable sampling distribution. To address the problem, we adopt the SMC-KF [21] to approximate the importance density. Specifically, we perform the following linearization approximation in (5):
\[
\mathbf{H}(\varphi^{i,n}(n))\left(\hat{x}(n|n-1) - \mathbf{x}_\text{g}\right)
\approx \mathbf{H}(\tilde{\varphi}^{i,n}(n))\left(\hat{x}(n|n-1) - \mathbf{x}_\text{g}\right) + J^i(n)(\varphi^{i,n} - \tilde{\varphi}^{i,n}) \quad (6)
\]
\[
\mathbf{H}(\varphi^{i,n}(n))\mathbf{P}(n|n-1)\mathbf{H}(\varphi^{i,n}(n))^T + \mathbf{R}
\approx \mathbf{H}(\tilde{\varphi}^{i,n}(n))\mathbf{P}(n|n-1)\mathbf{H}(\tilde{\varphi}^{i,n}(n))^T + \mathbf{R}
\triangleq \Sigma^i(n|n-1) \quad (7)
\]
\footnote{For notation simplicity, we omit the subscript “IMU” in this section.}
where \( \tilde{\varphi}(n) = \varphi(n) - 1 + T \dot{\varphi}(n|n-1) \), and \( J^i(n) \in \mathbb{R}^{6 \times 3} \) is the Jacobian matrix given by

\[
J^i(n) = \left. \frac{\partial H(\varphi(n)) (\dot{\varphi}^i(n|n-1) - x_g)}{\partial \varphi(n)} \right|_{\varphi(n) = \tilde{\varphi}(n)}.
\]

Note that the linearization of \( H(\varphi(n)) \) and \( J^i(n) \) are evaluated at \( \tilde{\varphi}(n) = \varphi(n) - 1 + T \dot{\varphi}(n|n-1) \), since \( \tilde{\varphi}(n) \) is more accurate than \( \varphi(n) \) and thus can help to reduce the linearization error. Substitution of (6) and (7) into (5) yields the following proposition.

**Proposition 1:** The density \( p(\varphi(n)|\varphi^{i,n-1}, z^n) \) can be approximated as a single Gaussian distribution using the linearization in (6) and (7):

\[
p(\varphi(n)|\varphi^{i,n-1}, z^n) = N(\tilde{\varphi}(n); \tilde{\varphi}(n), P_{\tilde{\varphi}}^i(n))
\]

where

\[
\tilde{\varphi}(n) = \varphi(n) + P_{\tilde{\varphi}}^i(n) J^i(n) (\dot{\varphi}(n|n-1) - x_g)
\]

\[
P_{\tilde{\varphi}}^i(n) = J^i(n)^T \Sigma^i(n|n-1)^{-1} J^i(n) + (T^2 P_{\tilde{\varphi}}^i(n|n-1) + T^4/4 Q_{\tilde{\varphi}})^{-1}.
\]

**Proof:** The derivations follows the standard EKF derivation [22, 23]. Due to the limited space, we omit the details here. \( \square \)

The recursive weight update is given by

\[
w^i(n) \triangleq \frac{p(\varphi(n) | z^n)}{q(\varphi(n) | z^n)} = \frac{p(z(n) | \varphi^{i,n-1}, z^{n-1})}{p(z(n) | z^{n-1})} \cdot w^i(n-1).
\]

Since \( p(z(n) | z^{n-1}) \) is a constant and can be omitted after the normalization, we only need to determine the density \( p(z(n) | \varphi^{i,n-1}, z^{n-1}) \). It can be written as

\[
p(z(n) | \varphi^{i,n-1}, z^{n-1}) = \int p(z(n) | \varphi^{i,n}, z^{n-1}) p(\varphi^{i,n} | \varphi^{i,n-1}, z^{n-1}) d\varphi^{i,n}.
\]

The densities in the above equation have been derived in (5). Using the linearization in (6) and (7), we have

\[
p(z(n) | \varphi^{i,n-1}, z^{n-1}) = N\left(z(n); H(\tilde{\varphi}(n)) (\dot{\varphi}^i(n|n-1) - x_g), \Sigma^i(n|n-1) + J^i(n)(T^2 P_{\tilde{\varphi}}^i(n|n-1) + T^4/4 Q_{\tilde{\varphi}})^{-1} \right).
\]

Hence, the weight update is given by

\[
w^i(n) = \frac{1}{c} p(z(n) | \varphi^{i,n-1}, z^{n-1}) \cdot w^i(n-1)
\]

where \( c \) is a normalization constant.

**B. Kalman Filter for Estimating Non-Orientation States**

The non-orientation state processes including position, velocity, acceleration, and angle derivative along with their measurements can be modeled as linear Gaussian, once the orientation is specified. Hence, the Kalman filter is optimal for estimating \( x(n) \) given the particle stream \( \varphi^{i,n} \). Specifically, we use \( N_s \) parallel Kalman filters to estimate \( \dot{x}^i(n) \), \( i = 1, \cdots, N_s \).

The Kalman filter gain is given by

\[
K^i(n) = P^i(n|n-1) H^T(\varphi(n)) \cdot \left( H(\varphi(n)) P^i(n|n-1) H^T(\varphi(n)) + R \right)^{-1}.
\]

The correction steps are given by

\[
\begin{align*}
\dot{x}^i(n|n) &= \dot{x}^i(n|n-1) + K^i(n) \\
&\cdot \left( z(n) - H(\varphi(n)) (\dot{x}^i(n|n-1) - x_g) \right)
\end{align*}
\]

The prediction steps are given by

\[
\begin{align*}
\dot{x}^i(n+1|n) &= F \dot{x}^i(n|n) \\
P^i(n+1|n) &= FP^i(n|n)F^T + GQG^T.
\end{align*}
\]

The overall SMC-KF algorithm for IMU-based navigation is described in Algorithm 1.

**Algorithm 1 SMC-KF Algorithm for IMU-based Navigation**

**Given:** \( \varphi^{i,n-1}, \dot{x}^i(n|n-1), P^i(n|n-1) \) and the IMU measurement \( z_{\text{IMU}}(n) \)

1: for \( i = 1, \cdots, N_s \) do \( \triangleright \) SMC Filter
2: Generate particle \( \varphi(n) \sim p(\varphi(n)|\varphi^{i,n-1}, z^n) \) via (8)
3: Update weight \( w^i(n) \) via (9)
4: end for
5: Normalize weights \( \bar{w}^i(n) = w^i(n)/\sum_{i=1}^{N_s} w^i(n), \forall i \)
6: Calculate effective sample size \( N_{\text{eff}} = 1/\sum_{i=1}^{N_s} (\bar{w}(n))^2 \)
7: if \( N_{\text{eff}} \leq N_T \) then
8: Systematical resampling (cf. [7]) of \( \varphi(n) \), and set \( w^i(n) = 1/N_s \)
9: end if
10: for \( i = 1, \cdots, N_s \) do \( \triangleright \) Kalman Filter
11: Update \( \dot{x}^i(n|n) \) and \( P^i(n|n) \) via (10)–(12)
12: Predict \( \dot{x}^i(n+1|n) \) and \( P^i(n+1|n) \) via (13)–(14)
13: end for
14: Calculate the estimated states \( \hat{x}(n) \) and \( \dot{x}(n) \) via (4).

**IV. RADIOLOCATION USING WiFi RSSI**

In addition to the inertial sensor measurements, WiFi signals can be exploited in smartphone navigation due to the ever increasing density of WiFi networks. In this section, we develop a radiolocation algorithm that infers the smartphone location based on WiFi RSSI measurements.

**A. Steepest Descent Random Start (SDRS) Positioning Algorithm**

We consider a scenario in which a single static smartphone computes its position using the RSSI from adjacent wireless access points (AP). The smartphone obtains RSSI measurement in \( \text{dBm} z_{\text{RSSI}}(n) \) from access point (AP) \( j \), given by [24]

\[
z_{\text{RSSI}}(n) = s_j^\delta - 10 \eta_j \log_{10} \frac{\| \mathbf{p}(n) - \mathbf{p}_j^* \|}{d_0} + v_j(n), \forall j \in N_a
\]
where \( s_j^2 \) is the AP transmit power in dBm, \( \eta_j \) is the path loss exponent, \( p(n) \) and \( p_n^a \) are the positions of the smartphone and the APs, respectively, \( d_0 \) is the reference distance, \( v_j(n) \) is the measurement noise, and \( N_a \) is the set of adjacent APs. For Gaussian noise \( v_j(n) \), the maximum-likelihood position estimate corresponds to the minimum of the objective function

\[
\hat{f}(p(n)) = \sum_{j \in N_a} \left( z_{\text{RSSI},j}(n) - s_j^2 + 10\eta_j \log_{10} \frac{||p(n) - p_n^j||}{d_0} \right)^2.
\]

The SDRS algorithm uses multiple initial starting points \( p^{q,0} \), \( q = 1, \cdots, N_{\text{start}} \) uniformly distributed in the scenario region. The \( N_{\text{start}} \) points are processed in parallel with \( l_q \) iterations at which convergence is declared. The SDRS estimate corresponds to \( \hat{p} = p^{q,l_q} \), where \( q^* = \arg \min_q f(p^{q,l_q}) \). The SDRS algorithm can be interpreted as a lightweight particle filter, in which the random start positions \( p^{q,0} \) correspond to an initial choice of particles, and with a single particle \( \hat{p} \) surviving at the end of the algorithm. The description of the SDRS algorithm can be referred to [25].

**B. Path Loss Exponent Decision**

The accuracy of SDRS algorithm relies on the path loss exponent \( \eta_j \). Since the path loss exponent changes fairly slowly for the pedestrian applications here, e.g., LOS or NLOS, we consider two hypotheses of the path loss exponent as \( \{\text{LOS} : \eta_j = 2\} \) and \( \{\text{NLOS} : \eta_j = 4\} \). Then we apply a binary decision rule using multiple RSSI measurements to determine the path loss exponent. We let \( z_{\text{RSSI},j}(n) = \{z_{\text{RSSI},j}(l), l \in N_{\text{RSSI}}(n)\} \) denote the \( N_{\text{RSSI}} \) adjacent independent RSSI measurements, i.e., \( N_{\text{RSSI}}(n) = \{n - N_{\text{RSSI}} + 1, n - N_{\text{RSSI}} + 2, \cdots, n\} \). Given \( v_j \sim \mathcal{N}(0, \sigma^2) \), the likelihood ratio can be derived as

\[
\frac{f(z_{\text{RSSI},j}(n)|\text{NLOS})}{f(z_{\text{RSSI},j}(n)|\text{LOS})} = \exp \left(-\frac{1}{\nu^2} \sum_{n \in N_{\text{RSSI}}} 2 \log_{10} \frac{||\hat{p}(n) - p_n^j||}{d_0} \cdot \left(z_j(n) - s_j^2 + 30 \log_{10} \frac{||\hat{p}(n) - p_n^j||}{d_0} \right) \right).
\]

The decision rule is given by

\[
\frac{f(z_{\text{RSSI},j}(n)|\text{NLOS})}{f(z_{\text{RSSI},j}(n)|\text{LOS})} \geq \lambda
\]

where \( \lambda \) is a threshold. It follows that

\[
g(z_{\text{RSSI},j}(n)) \geq \gamma_{\text{th}} = -\sigma^2 \ln \lambda
\]

where

\[
g(z_{\text{RSSI},j}(n)) = \sum_{n \in N_{\text{RSSI}}} 2 \log_{10} \frac{||\hat{p}(n) - p_n^j||}{d_0} \cdot \left(z_j(n) - s_j^2 + 30 \log_{10} \frac{||\hat{p}(n) - p_n^j||}{d_0} \right).
\]

The threshold \( \lambda \) is given by

\[
\lambda = \frac{p_{\text{LOS}}(C_{\text{LOS}|\text{NLOS}} - C_{\text{LOS}|\text{NLOS}})}{p_{\text{NLOS}}(C_{\text{NLOS}|\text{NLOS}} - C_{\text{NLOS}|\text{NLOS}})}
\]

\(^{3}\)A more complicated algorithm considering continuous \( \eta_j \) is given in [18].

---

**C. Kalman Filter for SDRS Position Estimate**

To track the smartphone location, the SDRS estimates are further treated as linear Gaussian measurements by a Kalman filter. Specifically, we consider the process model (1). The measurement model is written as

\[
z_{\text{RL}}(n) = H_{\text{RL}}(n)x(n) + v_{\text{RL}}(n), \quad n \mod N_{\text{SDRS}} = 0
\]

where \( H_{\text{RL}} = [1_3 \ 0_3 \ 0_3] \), and the SDRS position estimation error is taken to be Gaussian, i.e., \( v_{\text{RL}} \sim \mathcal{N}(0, \sigma_{v_{\text{RL}}}^2 I_3) \). The covariance matrix of \( v_{\text{RL}}(n) \) is denoted as \( R_{\text{RL}} \). The details of the Kalman filter is similar to Sec. III-B.

**V. INFORMATION FUSION IN SMARTPHONE NAVIGATION**

In this section, we propose a smartphone navigation system which fuses the WiFi RSSI and inertial sensor measurements. The system diagram is shown in Fig. 1. The specific blocks perform the following tasks:

- **WiFi RSSI Estimation**: it includes a WiFi module that obtains RSSI measurements \( z_{\text{RSSI},j}(n) \) from the in-range APs \( j \in N_a \).
- **Path Loss Exponent Estimation**: it performs a binary decision (Sec. IV-B) on path loss exponent \( \eta_j \) based on multiple RSSI measurements \( \{z_{\text{RSSI},j}(n)\} \). Moreover, the binary decision of \( \eta_j \) also requires the estimated position. Since \( \eta_j \) varies slowly during normal walking, the binary decision is not very sensitive to the position estimation error. Hence, we directly use the estimated position \( \hat{p}(n|n) \) obtained from the navigation filter.
- **Radiolocation (SDRS)**: runs the SDRS algorithm (Sec. IV-A) to infer the smartphone position based on RSSI measurements \( z_{\text{RSSI},j}(n), j \in N_a \).
Inertial Sensors: contain 3-D accelerometer and 3-D gyroscope, which measure the acceleration and angular velocity with respect to the body frame. The IMU model is described in Sec. II.

Navigation Filter: fuses the SMC-KF (Sec. III) for inertial sensor measurements and the Kalman filter (Sec. III-B) for radiolocation. We assume that SDRS algorithm position estimates are computed after every $N_{SDRS}$ IMU measurements. The SDRS estimates are treated as linear Gaussian measurements by a Kalman filter when $n \mod N_{SDRS} = 0$. The IMU measurements are treated as nonlinear Gaussian measurements by the SMC-KF when $n \mod N_{SDRS} \neq 0$.

VI. SIMULATION RESULTS

In this section, we simulate the WiFi RSSI and IMU based smartphone navigation algorithm in a 2-D urban corridor scenario.

The urban corridor is illustrated in Fig. 2, where the street is 15 m wide with buildings 15 m wide on the north and south sides. Fourteen WiFi APs (red rings) are placed in two rows along the corridor, separated by every 100 m. A single mobile node (blue dots) moves according to the Gaussian acceleration model in (1)-(2) at a nominal velocity of 1 m/s heading east, and gradually moves into the buildings on two sides. The mobile node is also rotating itself, with random initial orientation $\varphi_0$ in $[-\pi, \pi]$. The small bar on the blue dot denotes the orientation of mobile node. RSSI measurements $z_j$ are assumed to be LOS ($\sigma = 4$ dB) when the mobile node is in the street, otherwise the measurements are modeled as NLOS ($\sigma = 10$ dB) [24]. The simulation parameters are summarized in Table I.

In Fig. 3, we first investigate the performance of information fusion in the smartphone navigation. Specifically, we plot the average position estimation errors along the time axis, and compare the scheme using information fusion with the ones using RSSI measurements or inertial sensor measurements only.\footnote{We adopt the Kalman filter in the RSSI-only scheme and the SMC-KF in the IMU-only scheme.} It shows that using IMU only fails to track the smartphone position over the long term. The RSSI-only scheme is able to track the movement but with fairly large position error, i.e., 22.59 m on average. The fusion of both RSSI and IMU measurements reduces the position error to 7.83 m on average, which is 65% lower compared with the RSSI-only schemes.

Hence, it confirms the importance of the information fusion in location tracking.

In Fig. 4, we compare the performance of the SMC-KF with the conventional EKF. Specifically, we plot the cumulative density function (CDF) curve of the position and angle estimation errors. It shows that the SMC-KF significantly outperforms the EKF. The position error of SMC-KF is 13 m lower than that of EKF with 80% probability. On average, the position error is reduced by 60%. Moreover, the angle estimation using SMC-KF is improved by 0.13 rads with 80% probability compared with that using EKF. On average, the angle error is reduced by 83%. This is mainly because the SMC-KF uses multiple particles to estimate the angles, which results in lower estimation errors compared with a single EKF.

In Fig. 5, we compare the proposed system using WiFi RSSI and the system using UWB radio round trip time (RTT) measurements in [14]. Both systems exploit inertial sensors for the orientation estimation. Hence, the angle estimation errors are similar. Due to the fine resolution of UWB signals, its RTT measurements provides much more precise location accuracy. As shown in the figure, the position error using RTT measurements is 4.4 m lower with 80% probability, and the gap is up to 3.1 m with 50% probability. Despite the higher error of RSSI versus UWB navigation, the former’s low cost and wide availability makes the performance tradeoff acceptable.

![Fig. 2: The urban corridor with a single mobile node trajectory.](image)

![Fig. 3: Information fusion improves the navigation accuracy.](image)

**TABLE I: Urban corridor simulation parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anchor transmitters</td>
<td>15 m</td>
</tr>
<tr>
<td>Anchor receivers</td>
<td>15 m</td>
</tr>
<tr>
<td>WiFi transmit power</td>
<td>15 dBm</td>
</tr>
<tr>
<td>AR-to-mobile communication range</td>
<td>100 m</td>
</tr>
<tr>
<td>Sample time</td>
<td>0.1 sec</td>
</tr>
<tr>
<td>Total simulation duration</td>
<td>600 sec</td>
</tr>
<tr>
<td>Number of simulation runs for error averaging</td>
<td>100</td>
</tr>
</tbody>
</table>

Jerk noise standard deviation (STD): $\sigma_j$ 1e-1 m/s^3
Angular acceleration noise STD: $\sigma_\varphi$ 5e-1 rad/s^2
IMU gyro (angular velocity) noise STD: $\sigma_\omega$ 5.2e-4 rad/s
IMU accelerometer (force) noise STD: $\sigma_f$ 2e-3 m/s^2/√Hz
AP-to-mobile communication range | 100 m | 600 sec |
| Number of particles: $N_a$ | 8 | 100 |
| Number of random starting points for SDRS | 8 | 100 |
| Number of IMU updates per SDRS update: $N_{SDRS}$ | 100 | 100 |
| Sample time: $T$ | 0.1 sec | 100 |
| Initial orientation: $\varphi_0$ | 1.5 m | 100 |
| Initial position error STD: $\sigma_{pos}$ | 8 | 100 |
| Position error of SMC-KF | 8 | 100 |
| Time (s) | 0 | 600 |
| Position error (m) | 0 | 600 |
| IMU | 0 | 600 |
VII. Conclusion

In this paper, we proposed a location tracking algorithm that fuses WiFi RSSI and smartphone IMU measurements. The nonlinear IMU measurements are processed by a SMC-KF, and then integrated with the radiolocation information inferred from WiFi RSSI. An urban corridor simulation shows that the fusion algorithm with SMC-KF reduces the position error by 13 m with 80% probability compared with the conventional EKF. Moreover, it shows that the information fusion achieves 65% lower position error compared with the navigation scheme without using smartphone inertial sensors.
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Fig. 4: SMC-KF achieves higher location accuracy compared with EKF in IMU-based navigation.

Fig. 5: WiFi RSSI achieves useable accuracy compared with UWB RTT in the fusion with IMU measurements.