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ABSTRACT

Drug-eluting stents (DES) are commonly used in coronary angioplasty procedures. A
DES elutes drug compounds from a thin polymeric coating into the surrounding coronary
artery tissue to reduce in-stent restenosis (a significant lumen loss due to growth of
vascular tissue). Biodurable (non-erodible) polymers are often used in the current DES
coatings, which stay permanently in the patients. While promising treatment results were
obtained, in-stent restenosis remains an issue and late in-stent thrombosis, which is
associated with hypersensitivities to the polymer coatings, is also reported. Increasing
interests have been raised towards the design of a more biocompatible coating, in
particular a poly(lactic acid-co-glycolic acid) (PLGA) coating, for DES applications to
improve the drug delivery and reduce adverse outcomes in patients.

This dissertation aims to develop a mathematical model for describing the process
of drug release from a biodegradable PLGA stent coating, and subsequent drug transport,
pharmacokinetics, and distribution in the arterial wall. A model framework is developed
in the first part of the dissertation, where a biodurable stent coating is considered, and the
intravascular delivery of a hydrophobic drug from an implanted DES in a coronary artery
is mathematically modeled. The model integrates drug diffusion in the coating with drug
diffusion and reversible drug binding in the arterial wall. The model was solved by the
finite volume method. The drug diffusivities in the coating and in the arterial wall were
investigated for the impact on the drug release and arterial drug uptake. In particular,
anisotropic vascular drug diffusivities result in slightly different average arterial drug
levels but can lead to very different spatial drug distributions, and is likely related to the
reported non-uniform restenosis thickness distribution in the artery cross-section.

The second part of the dissertation focuses on modeling drug transport in a
biodegradable poly(D,L-lactic-co-glycolic acid) (PLGA) coating. A mathematical model
for the PLGA degradation, erosion, and coupled drug release from PLGA stent coating is
developed and validated. An analytical expression is derived for PLGA mass loss. The
drug transport model incorporates simultaneous drug diffusion through both the polymer
solid and the liquid-filled pores in the coating, where an effective drug diffusivity model
is derived taking into account factors including polymer molecular weight change, stent
coating porosity change, and drug partitioning between solid and aqueous phases. The
model predicted in vitro sirolimus release from PLGA stent coating, and demonstrated
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the significance of the developed model by comparing with existing drug transport
models.

An integrated model for intravascular drug delivery from a PLGA-coated DES is
developed in the last part of the dissertation. The integrated model describes the
processes of drug release in a PLGA coating and subsequent drug delivery, distribution,
and drug pharmacokinetics in the arterial wall. Model simulations first compared a
biodegradable PLGA coating with a biodurable coating for stent-based drug delivery. The
simulations further investigated drug internalization, interstitial fluid flow in the arterial
wall, and stent embedment for impact on the drug release and arterial drug distribution of
a PLGA-coated stent. These three factors greatly change the average drug concentrations
in the arterial wall. Each factor leads to significant and distinguished alterations in the
arterial drug distribution that can potentially influence the treatment outcomes.

The developed model here provides the basis of a design tool for evaluating and
studying a PLGA coating for stent applications. Simulations using the model helped to
provide insights into the potential impacts of various factors that can affect the efficacy of
drug delivery. With the developed model, optimization of the model parameters can also
be performed for future exploration on the design of PLGA-coated drug-eluting stents.

Thesis Supervisor: Richard D. Braatz
Title: Edwin R. Gilliland Professor of Chemical Engineering
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Development of controlled release drug delivery systems has opened up a new era of
drug therapeutics. In particular, drug-eluting stents (DES) are commonly used in
coronary angioplasty procedures. The device helps to reduce in-stent restenosis, a
significant lumen loss due to growth of vascular tissue, by eluting drug compounds from
a thin polymeric film coating into the surrounding coronary artery tissue. In current DES
devices, biodurable (non-erodible) polymers are often used for the coating, which stays
permanently in the patients after complete elution of the drug. While promising treatment
results are obtained in DES as compared with bare-metal stents, in-stent restenosis
remains an issue. Insights into the drug delivery and distribution process in the DES
systems are needed. Meanwhile, long-term problems have also been reported, for
example, late in-stent thrombosis that is associated with hypersensitivities to the polymer
coatings in existing DES designs. Using a more biocompatible coating, in particular a
poly(lactic acid-co-glycolic acid) (PLGA) coating, could potentially reduce such

problems and improve DES efficacy.

Some preliminary work has been reported in researching PLGA coating for drug
delivery in DES. However, limited studies are available due to the high complexity in the
system and heavy dependency on trial-and-error experiments. Even for in vitro drug

release investigation, a thorough understanding of the mechanisms regulating the drug
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release is still needed. More complexities are encountered in intravascular drug delivery
study, arising from DES interactions with local physiological environment. In order to
evaluate and understand DES function, information of drug release and arterial drug

uptake are important but yet difficult to acquire.

Mathematical models and simulations offer one possible approach to such
information and can facilitate the understanding of the drug delivery process. Drug
release behaviors in various conditions can be evaluated, including experimentally
studied (model validation) and theoretical interest (prediction). Such models will be very

useful for evaluating and designing DES to optimize for specific therapeutic requirements.

The dissertation work is intended to develop a mathematical model for describing
the drug release from a biodegradable PLGA stent coating and subsequently drug
transport and distribution in the arterial wall. Development of the model requires the
understanding of drug transport and behaviors in distinct domains, which includes the
changing properties in the degrading PLGA coating, drug interactions in the arterial wall,
as well as drug behaviors on the interfaces of different domains. Such a comprehensive
model] studies the drug delivery and arterial distribution integrally and can offer insights

in the design and evaluation of the performance of a DES with PLGA coating.

The objectives of the research proposal are briefly described as below and are

discussed in detail section 1.2.

e Objective 1. Model intravascular drug delivery from a DES with biodurable

coating



e Objective 2. Develop a predictive model for the degradation and erosion of
PLGA stent coating

¢ Objective 3. Model drug transport in PLGA coating with in vitro release
validation

e Objective 4. Model intravascular drug delivery from a DES with PLGA coating

¢ Objective 5. Explore model factors for intravascular drug delivery

1.2 Research Objectives

In this section, the five research objectives of the dissertation are explained and discussed

in detail.
Objective 1. Model intravascular drug delivery from a DES with biodurable coating

The intravascular drug delivery of a hydrophobic drug (such as sirolimus or
paclitaxel) from a DES with biodruable coating is modeled. The model aims to
incorporate the drug transport in the polymer coating as well as the drug transport and

binding in the arterial wall, and is an approximation of in vivo drug delivery in a DES.

On one hand, the model simulations will provide insights in the current DES
systems with biodurable coatings. The parameter space of the model will be examined,
including investigation of different values of the drug diffusivities in the coating and in
the arterial wall for impact on drug release rates and spatiotemporal arterial drug
distributions. More specifically, anisotropic drug diffusivities in the arterial wall in the

circumferential and transmural directions will be studied in detail. On the other hand, the
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model for a biodurable coating also serves as a model framework for future studies,
where the components can be either replaced by a new one (biodegradable coating) or

modified with new features (mechanisms of drug pharmacokinetics in the arterial wall).

Objective 2. Develop a predictive model for the degradation and erosion of PLGA stent

coating

The goal is to develop a mechanistic model to describe the degradation and
erosion of PLGA thin coatings. The model aims to provide information on the change of
polymer molecular weight and coating porosity (or the polymer weight loss), which is

necessary for subsequent description of drug transport in the coating.
Objective 3. Model drug transport in PLGA coating with in vitro release validation

The development of a drug transport model in a PLGA coating needs to take into
account the evolving effective drug diffusivity in the coating as a result of both polymer
molecular weight change and coating porosity change. This proposed dual-dependency of
the effective drug diffusivity has not been evaluated in the literature and can bring more
physical significance compared with the existing forms of effective diffusivity that are

dependent on only one factor or the other.

Integrating drug transport model with the PLGA degradation and erosion model,
simulations with reported experimental conditions can be performed for model validation

using data from in vitro studies.

Objective 4. Model intravascular drug delivery from a DES with PLGA coating

11



This objective requires an integration of the validated coating models for PLGA
degradation and erosion (Objective 2) and drug transport (Objective 3) into the
intravascular drug delivery model frame (Objective 1). The integrated model will provide
a complete description of drug release from a DES with biodegradable PLGA coating.
The drug release profiles and arterial dmg distributions in the PLGA-coated DES will be
simulated and compared with biodurable coating and in vitro studies, and further

provides evaluation of PLGA coating for DES.
Objective 5. Explore model factors for intravascular drug delivery

Various factors in the model will be explored to study the impact of drug release
and arterial drug uptake and distribution enabled by a PLGA-coated drug-eluting stent.
The investigation will provide insights into the system for potentially improving the

efficacy of drug delivery and treatment outcome.

1.3 Organization

The dissertation work is organized as follows. In Chapter 2, the background concepts of
controlled drug release delivery, drug-eluting stents (DES), and drug release in DES are
described. A brief literature review of modeling efforts is provided in Chapter 3, which
covers the drug release in polymer-coated DES, intravascular delivery in DES, PLGA
degradation and erosion and coupled drug release. The model framework (Objective 1) is
developed in Chapter 4 based on intravascular drug delivery from DES with a biodurable
coating, which provides simulation insights into the current DES design and experimental

observations. A mechanistic model for describing the degradation and erosion of PLGA
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coating (Objective 2) and the couple drug release (Objective 3) is developed in Chapter 5,
with model verifications using reported experimental data. The developed PLGA-drug
release model is integrated with the model framework based on biodurable DES coating
in Chapter 6 (Objective 4), where model simulations were used to investigate the impact
of drug internalization, interstitial flow, and strut embedment on drug release and

distribution. Conclusions are presented in Chapter 7.
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CHAPTER 2

BACKGROUND CONCEPTS

This section provides an overview of polymer-based controlled release drug delivery
systems. Following that, coronary drug-eluting stents (DES) are discussed in detail,

including the achievements, existing issues, and recent research progress.
2.1 Polymeric Controlled Release Drug Delivery Systems

Controlled-release drug delivery systems have gained significant growth over the last
decades and have opened up a new era of drug therapeutics. Compared with conventional
drug therapy, controlled release systems are capable of achieving drug delivery to a target
environment with minimum fluctuation and extended duration, and have certain
advantages regarding maintenance of drug levels in the therapeutically desirable range,
reduction of harmful side effects, potentially less amount of drug needed, as well as less
frequent drug administration and better patient compliance [1, 2]. In addition,
development of polymeric drug delivery systems have provided better drug protection
and improved drug stability, allowing extended activity duration of drugs with short half-
life which were previous difficult to utilize [1, 3]. Representative drug delivery systems
include polymeric systems, liposome, hydrogel, and responsive drug delivery systems
based on magnetic signal, electrical signal, ultrasonic signal, pH and temperature [4].
Using controlled release systems, various bioactive compounds can be delivered,

including small molecule drugs, vaccine, protein and DNA for gene therapy [5].
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Polymeric controlled-release drug delivery systems are classified broadly into
three categories according to the mechanisms of drug release: (1) diffusion controlled
systems; (2) chemically controlled systems, where release is activated by the degradation
and erosion of the polymer, or the cleavage of a chemical bound between the drug and
the polymer; and (3) solvent activation controlled systems such as osmotic pumping or
swelling [1, 2]. However, a distinct classification is not easy as a polymeric system can

often involve multiple release mechanisms.

Figure 2.1 In a matrix configuration (a), drug is uniformly dispersed; in a reservoir

configuration (b), a drug core is contained in a polymeric shell.

Matrix system and reservoir system are two commonly used configurations for
polymeric delivery systems [1, 2]. In a matrix system, a drug is usually uniformly
distributed within the polymer matrix and is released by either drug diffusion or a
combination of drug diffusion and polymer erosion (Figure 2.1a). A reservoir system
typically contains a drug core surrounded by a polymeric out-layer (Figure 2.1b). Large
amount of drug can be embedded in a reservoir system, however, such a system may

experience the risk of overdose when factures form on the outer polymeric layer.
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Both biodurable (non-erodible) and biodegradable polymers are found in
controlled drug release systems [3, 6]. A biodurable polymer stays intact both during and
after the drug release and is usually used in drug delivery systems which can be retrieved
or removed after the drug release, such as oral and transdermal applications [3].
Biodegradable polymers undergo degradation and erosion, which eventually lead to
break-down of the devices. Most synthetic biodegradable polymers undergo degradation
hydrolytically [7]. Detailed reviews of the polymers used in controlled release are also

available [3, 7].

2.2 Polymer-Coated Drug-Eluting Stents

Drug-eluting stents (DES) are commonly used in the cardiovascular intervention
procedures. An overview of the advancements and issues in the existing DES design is
given in the first part of the subsection. Representative drugs used in DES applications
(such as sirolimus and paclitaxel) and their physiochemical properties are discussed.
Drug release from biodurable and biodegradable PLGA polymeric coatings in DES are

examined in the last part.
2.2.1 Progress and Issues in DES

Drug-eluting stents are used for controlled release of immunosuppressive, anti-
inflammatory, or antiproliferative drugs at the wounded coronary artery site after
coronary angioplasty procedures [8]. The primary purpose of the delivered drugs is to
reduce exaggerated vascular neointimal proliferation in the patients, also known as in-

stent restenosis [8, 9]. In-stent restenosis occurs at a high rate (20-30%) in bare metal
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stents where a systemic drag administration was not successful due to low tissue drug
levels at the target coronary artery site. In comparison, drug-eluting stents enable a
prolonged local delivery of drugs, which are embedded in and released from a polymeric
stent coating. Significant reduction of in-stent restenosis has been achieved by using
drug-eluting stents (a reduction to less than 10%), and several commercialized products
are available in clinical applications (Table 2.1) [8-11]. The superior performance of
drug-eluting stents over bare-metal stents in controlling in-stent restenosis further reduces

the need for reintervention in the treated vessel [12].

Table 2.1 Examples of FDA approved drug-eluting stents in the United States.

Trademark Drug eluted Coating polymer
Taxus™ Paclitaxel ly( b-isobutylene-b- )
achtaxe styrene-b-1sobutylene-b-styrene
(Boston Scientific) polylstyre y e
CypherTM . poly(ethylene-co-vinyl acetate);
Sirolimus
(Cordis, J&IJ) poly(n-butyl methacrylate)
Poly(n-butyl methacrylate);
Xience™ Everoli lyi' ]fd fl cr)"d )
verolimus vinylidene fluoride-c-
(Abbott) polytviny
hexafluoropropylene)

The pathways leading to in-stent restenosis is quite complex' and several major
steps have been identified as inflammation, granulation, extracellular matrix remodeling,
and vascular smooth muscle cell proliferation and migration [13]. While a complete
understanding of the exact mechanisms in restenosis formation is still in progress,
detailed overview of the currently well-accepted mechanisms is available in several
reviews [9, 13, 14]. Among those steps in the pathways, the growth and migration of
vascular smooth muscle cells is considered as the key process that results in neointimal
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proliferation after vascular injury [11]. In order to prevent the growth of restenosis, a
period of at least three weeks of continuous release of an antirestenotic drug is suggested
[8]. Based on the understanding of the mechanisms, drugs that can target and inhibit

different stages in the pathways are selected to be eluted.

Despite the promising initial results, in-stent restenosis still occurs and non-
uniform stent strut distribution has been reported to correlate with more restenosis growth
in sirolimus-eluting stents [15]. Thickest restenosis at maximum inter-strut angle was
reported and is suspected to be caused by a decrease in local drug delivery. Wall shear
stress has also been proposed to correlate with the non-uniform restenosis growth [16, 17].
Less restenosis occurred with higher wall shear stress, probably by reducing the
accumulation of macrophages which furthers prevents migration of smooth muscle cells

and restenosis formation.

Long-term adverse side effects have also been reported with existing drug-eluting
stents, with the most concern towards the late in-stent thrombosis [18]. Late in-stent
thrombosis is a blood clot forming complication that is rarely seen in bare-metal stents
[19]. Several factors are considered to be related to this event. The drugs that target to
inhibit the smooth muscle cell proliferation also impair the re-endothelialization process,
which causes a delayed re-endothelialization process and may eventually lead to late in-
stent thrombosis. The delay in re-endothelialization suggests a necessity of an optimal
release profile to achieve drug concentrations that are sufficient to inhibit the
proliferation of smooth muscle cells without influencing the re-endothelialization process

of the endothelial wall [20]. Another factor is that the biodurable polymer coatings used
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are not totally inert and causes hypersensitivity reactions after the complete release of
drug [10, 21, 22]. Development of more biocompatible stents are needed [10]. A slowly
degrading coating is potentially advantageous in provoking less inflammatory reactions

while being able to maintain a sustained release of drugs.

Biodegradable polymers like poly (D,L-lactic acid) (PLA) and poly (lactic acid-
co-glycolic acid) (PLGA) are considered to have great potentials for the design of next
generation drug-eluting stents. Some attempts have been made to develop totally
biodegradable stents. Such stents can reduce restenosis effectively, but a considerable
inflammatory response has been observed in the long term due to the degradation of the
whole stent [23]. A biodegradable coating, which involves less polymeric material and
correspondingly releases less polymers during coating degradation, may be more
advantageous. In an extensive study of stent coating with the most applied polymers (five
biodegradable and three biodurable), PLGA was found to induce ]éss inflammatory

response [24].
2.2.2 Drugs and Their Physiochemical Properties

Sirolimus and paclitaxel are two of the most commonly incorporated drugs in drug-
eluting stents and both are very effective in inhibiting the in-stent restenosis [13, 20, 22].
The molecular structures of sirolimus and paclitaxel are illustrated in Figure 2.2.
Sirolimus, also called rapamycin, acts by binding to the cytosolic proteins FKBP12
(FK506-binding protein 12), which subsequently binds to a specific cell cycle regulatory
protein mTOR (mammalian target of rapamycin) and inhibits the cell proliferation.

Paclitaxel reversibly binds to microtubules and promotes the formation of extremely
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stable and nonfunctional microtubule bundles, which further inhibits the mitosis.
Additionally, both sirolimus and paclitaxel can also bind non-specifically to proteins in
the extra cellular matrix and hydrophobic tissue microenvironments [25]. When delivered
simultaneously, paclitaxel and sirolimus do not interfere with the other's specific binding,
but competition for general binding sites seem to exist [26]. Other drugs in the Limus
family such as everolimus and zotarolimus, which also bind to FKBP12 proteins and are

even more hydrophobic than sirolimus, are also used [10, 20].

Sirolimus (molar mass 914 g/mol)

HO Paclitaxel (molar mass 854 g/mol)

Figure 2.2 Molecular structures of sirolimus (left) and paclitaxel (right). Both drugs are

very hydrophobic.

High drug hodrophobicity is necessary to retain the drug in the vascular wall and
minimize the drug depletion into the circulation [27]. Hydrophilic drugs such as heparin
and dextran, even though biologically potent, are rapidly cleared and therefore ineffective.
Both sirolimus and paclitaxel are very hydrophobic drugs with intermediate molecular

weight (Figure 2.2) [10]. Strong partitioning into the vascular wall were observed for
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both sirolimus and paclitaxel with the drug concentrations 30 to 40 times higher than in
the bulk solution [25]. Such tissue partitioning and retention is achieved by the specific
binding of drugs with tissue elements and is beneficial for transvascular drug transport,

deposition and distribution [28, 29].

The different mechanisms of specific binding and spatial distribution of binding
sites lead to different arterial transport properties and distinct transmural profiles of
paclitaxel and sirolimus distribution [25, 28]. Sirolimus distributes uniformly within the
vascular layers, while paclitaxel exhibits heterogeneous distribution and accumulates
more in the adventitia. The difference suggests paclitaxel to be less effective as the media
and intimal layers are the primary origin of the cellular components of in-stent restenosis. -
Both FKBP12 (sirolimus binding site) and microtubules (paclitaxel binding site) have
similar cellular concentration of ~ 10 M.[25]. In diseased or injured arteries, the lesion
complexity induces changes in the distribution of drug-binding proteins and alters drug

distribution [30].

Anisotropic drug diffusivity in the arterial wall is observed and modulated by the
arterial ultrastructure, which affects local drug delivery and arterial drug distribution [31].
The diffusivity anisotropy is mostly contributed by transmural obstruction due to the
orientation of flat shape of smooth muscle cells. Diffusion in the arterial wall is highly
anisotropic for both paclitaxel and sirolimus, with the diffusivity in the planar direction
exceeding transmural diffusivity by as large as two orders of magnitude. The diffusivity
difference is reported to remain relatively constant for small molecular weight dextran

and gradually decrease for dextran molecules larger than 70 kDa [31].
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2.3 Drug Release in Drug-Eluting Stents

Drugs used in drug-eluting stents are usually embedded in a polymer matrix in order to
avoid bulk release of drug and toxic reactions. In one special case sirolimus was directly
coated onto a microporous stent surface [32]. Drug release in both biodurable and

biodegradable polymer coatings are discussed.
2.3.1 Biodurable Coating

Biodurable polymeric coatings are used in current FDA approved drug-eluting stents
(Table 2.1). The drug release in those devices is dominated by the diffusion mechanism,
while different coating layer configurations are seem in the devices [33]. Release with
different drug loadings and coating configurations were tested for both sirolimus in
Cypher™ stents and paclitaxel in Taxus™ stents. Cypher™ stents used a fast release and
a slow release configurations [34]. Both configurations were based on a sirolimus-
embedded poly (ethylene-co-vinyl acetate) coating, whereas the slow release
configuration has an additional top layer which contains no drug and acts as a drug
diffusion barrier. The fast-release configuration released the entire drug loading within 15
days in vitro, while the slow-release configuration required more than 90 days for
complete sirolimus release. In Taxus™ stents paclitaxel was embedded in poly (styrene-
b-isobutylene-b-styrene) at three different loadings to achieve slow, medium and fast
releases [35, 36]. All three configurations had initial drug concentrations in the polymer
matrix that were much higher than the drug solubility. An initial drug burst was observed

in all release profiles, followed by a very slow release via diffusion. Incomplete drug
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release were observed in moderate- and slow-release configurations over a considerably

long period.

For both Cypher™ and Taxus™ stents, slow-releasing profiles are more favorable
than fast release in restenosis outcomes [34]. However, neither of the stents can deliver a
good amount of drug beyond 30 days, even though a substantial amount of drug remains
in the polymeric coating. This limitation is a result of the very slow drug diffusion

through the polymer matrix.

2.3.2 PLGA Biodegradable Coating

Compared with biodurable coating, biodegradable coating like PLGA allows a complete
release of embedded drug by degradation and erosion of the polymers. The release
profiles in PLGA systems typically contains a slow diffusion-controlled release stage and
an accelerated release phase by the combined effect of polymer degradation, erosion and

drug diffusion [37].

PLGA stent coating has been studied for in vitro release kinetics of various drug
agents. PLGA polymer composition, film thickness and drug loading were examined in
detail for the release of dexamethasone [38]. Release rates are slower in the dip coated
films than in the spray coated ones. Paclitaxel-containing PLGA layers were filled into
the holes on a Conor stent and in vitro paclitaxel release was controlled by adjusting drug
loading as well as placement of blank PLGA layers [39]. Placing blank PLGA layers can
reduce initial burst (top or bottom layers) or change the late phase drug release

(intermediate layers). A PLGA film containing green fluorescent protein plasmid DNA



was prepared on a coronary stent by coating multiple thin layers of the materials solution
[40]. Release of more than 50% of the loaded DNA occurred in the first hour of in vitro

incubation followed by a zero order release.

Curcumin was mixed with PLGA at the molecular level using an ultrasonic
atomization spray method and the release profiles behaved linearly at all low, medium,
and high doses [41]. The coating was also observed to be very smooth and uniform
before and after the expansion. Rapamycin-eluting stents were prepared using the same
procedures, where release profiles, polymer matrix erosion and swollen rates were
determined [42]. In a following study, four drugs were prepared in PLGA stent coatings
and two release behaviors were observed [43]. Rapamycin (sirolimus) has a biphasic
release which includes an initial burst, while the other three drugs heparin, curcumin, and
emodin exhibited linear release profiles. A bi-layer structure where the top coating used
different molecular weight PLGA and contained less rapamycin effectively prevented the

initial burst effect and prolonged the release period.

At loadings of 2%, burst effect was absent in both rapamycin and paclitaxel
release from PLGA stent coating [44]. The release showed an initial slow stage controlled
by diffusion and a more rapid phase by degradation and erosion. Percentage release
profiles of sirolimus from a PLGA coating was indistinguishable at loading of 1% and
2%, and addition of PEG in the coating accelerated release [45]. The unaffected release
kinetics was probably explained by the low loading of sirolimus, which permitted a

dissolved state in the coating.
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An accelerated in vitro release method of everolimus was also proposed, which
used acetonitrile in the release media to achieve 80% of everolimus release within 24
hours [46]. This method, however, removed the impact of degradation on release kinetics,

which is a key factor in modulating the in-body releasing process.

Homogeneous degradation of a PLGA stent coating was observed, which caused
80% polymer molecular weight loss and 60% weight loss of the coating in 60 days [47].
Significant swollen of the coating occurred after one month's degradation. However in
another study heterogeneous degradation was reported for both 10 pm and 100 pm
PLGA films [48]. Molecular weight of PLGA decreased immediately by degradation
upon placement in PBS, and faster degradation occurred in PLGA 50:50 compared with
PLGA 75:25 due to the higher content of glycolic units. The immediate degradation in
molecular weight was reported elsewhere, and erosion seemed to speed up after a plateau
[45]. Porous structure was clearly seem on the PLGA coating surface after 21 days. The
weight loss of a PLGA coating (molecular weight 95800, 10 pm thick) appeared a linear
profile and swollen of the coating by water absorption started to increase significantly

after day five [42].



CHAPTER 3

LITERATURE REVIEW OF MODELING EFFORTS

Drug release kinetics from the coating and arterial drug deposition and distribution are
important for the understanding of the precise drug pharmacokinetics. Such information
is, however, very limited or sometimes unavailable in experiments. Modeling and
simulation studies have been involved to gain insights in the DES delivery systems,
which can promote the understanding of the device function and facilitate the
improvement of device efficacy. This chapter reviews the modeling work in the literature
on drug release in biodurable coatings, intravascular drug delivery from stents, and drug

release in PLGA systems.
3.1 Drug Release in Biodurable Coatings

Drug release from a biodurable coating is usually a diffusion-controlled process. Several
analytical models are available for describing in vitro drug release [33, 49]. A well-
known model for release from a biodurable coating is the Higuchi equation (Equation 3.1)

for planar drug release systems with drug loading much higher than the solubility [SO].

M,=A2D(C,~C)C It G.1)

Here the cumulative amount of drug released M, is dependent on the initial drug
concentration Cp, drug solubility C;, area of the coating A, and drug diffusivity D. The

equation was derived based on a pseudo-steady-state approach and assumed
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homogeneously dispersed drug in the polymer, fast drug dissolution compared to
diffusion, and sink boundary condition. Distinguishable from other empirical equations,

the coefficient in the Higuchi equation has physical meanings.

Another model (Equation 3.2) was derived using Fickian diffusion for drug
loadings less than solubility [49]. M, is the total amount of drug released as time
approaches infinity. A dependency on the square root of time is seem for short time
approximation, same as in the Higuchi equation. The expression is valid for the first 60%
of release. The solution of Fickian diffusion in cylindrical coordinates was also fitted to
experimental data using diffusivity as a fitted parameter for both in vitro and in vivo
conditions [51].

V2

The above equations are limited to non-swelling biodurable polymer systems. A

generalized equation, known as Peppas equation (Equation 3.3), was proposed to fit drug

release with a empirical coefficient £ and an exponent of time dependency between 0.5

and 1 [52].
—t = k" 33)

Mechanistic models have also been developed and solved numerically. Two
modes of drug transport was used for the release of dispersed everolimus, where fast

release occurred through a percolated structure and slow release occurred through the
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non-percolated polymer phase [53]. In the majority of the intravascular delivery models,
drug release from coating was simplified as a simple diffusion process at some initial
drug concentrations (which assumes dissolved drug state) or a continuum
pharmacokinetics [54, 55]. Coating parameters such as diffusivity in the coating, coating
thickness and strut size were studied in detail with wide range values for the impact on

intravascular drug release and arterial drug uptake [56].

Models describe drug release from a biodegradable stent coating are somehow
limited. Effect of an degradable coating was analyzed by assuming total polymer erosion
in domains containing low drug concentration and subsequent replacement of the domain
by arterial tissue [57]. This scenario may correspond to a simplified case of surface
erosion polymer. A good amount of work has been published for modeling drug release
from PLGA microspheres, and this particular aspect will be discussed in detail in section

33.
3.2 Drug Delivery into the Arterial Wall

Drug transport in the arterial wall is primarily dependent on the diffusion, whereas
convection has also been examined as a simultaneous transport mechanism. The
convection is considered to arise from a transmural hydrostatic pressure gradient and the
hydraulic conductivity of the arterial wall [27]. The effect of relative strength of the
diffusive and convective forces was examined for both hydrophilic and hydrophobic
drugs using continuum pharmacokinetic models [55]. Drug concentrations in the
superficial arterial layer and average arterial drug were assessed at different Peclet

numbers (the ratio of convective force to diffusive force). Little variability was observed
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for hydrophobic drug compared to hydrophilic drug within the physiological Peclet
number range of 0.1~10. In another model, the arterial wall was modeled as a porous
media and drug delivery from the coating on multiple struts was examined under steady
state blood flow [58]. A non-uniform filtration velocity within the arterial wall was
induced by the strut obstruction, which facilitates accumulation of drug underneath a
stent strut and reduces axial drug distribution. A one-dimensional multilayer porous
structure of the arterial wall was also used in the derivation of an analytical solution of

drug delivery from a uniform endothelial stent coating [59].

More recent studies solely considers diffusive drug transport in the arterial wall
as opposed to a combination of diffusion and convection [57, 60]. In fact, convective
transport was experimentally shown to be negligible in thin arteries [61]. The endothelial
monolayer acts as a significant resistance barrier to both hydraulic flux and dmg entry
into the blood in the arterial wall [62]. Using a computational fluid dynamics and mass
transfer model, the convection transport in the arterial tissue was demonstrated to be

negligible [63].

Large concentration gradients in the arterial wall have been observed for both
hydrophilic and hydrophobic drugs in DES drug delivery [55]. Hydrophilic drug was
cleared very fast and did not retain in the arterial wall. Hydrophobic drug accumulated in
the arterial wall and suffered concentration gradient only in the transmural direction when
the stent struts were evenly placed, but circumferential concentration gradient was
observed when struts were extremely non-uniformly displaced. Anisotropic diffusivity in

the arterial wall was modeled in some work, with circumferential diffusivity ten times as
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high as the transmural diffusivity [55, 58]. However a detailed analysis of the impact of
different drug anisotropy properties on drug release rate and arterial drug distribution was

not seem.

3.2.1 Drug-Arterial Tissue Interaction

Drug-arterial wall tissue interaction is usually described by first order reversible binding
reactions [57, 64, 65]. Heparin deposition and distribution in the artery was modeled with
heparin-tissue binding in a one-dimensional model [64]. Two scenarios were simulated
assuming local binding equilibrium, one with an initially uniformly loaded heparin in the
vascular wall and the other with heparin initially loaded in an endovascular hydrogel
coating. Very fast clearance of heparin from the vascular wall was also observed in the
simulation results. Continuous endovascular coating containing a hydrophilic drug was
also assumed in another 1-D model, where a detailed comparison between drug binding

and non-binding was examined for arterial drug uptake [65].

3.2.2 Blood Flow

The impact of blood advection on drug release and deposition was studied using steady
state fluid dynamics. One major role of blood flow is drug dissipation into the blood by
convection [54, 58]. Interestingly, varying the blood flow velocities did not change the
drug release profiles from the coating when the strut embedment is fixed [58]. The
amount of drug in the arterial wall and drug distribution pattern were also observed to
have negligible dependency on the blood flow velocity and drug diffusivity in the blood

[54]. In contrast, the diffusivity in the coating and arterial wall were shown to govern the
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transport of drug in the arterial wall after stent deployment. These findings suggest a fast
drug uptake by advection at the lumen interfaces and justify the appropriate usage of a
sink condition at the blood stream boundary for hydrophilic drugs [66]. Steady state
blood fluid dynamics was also used in other studies for intravascular drug delivery from.

DES [56, 60].

In an computational fluid dynamics and mass transfer model, the drug uptake by
blood stream was shown to be reabsorbed at the blood-arterial tissue interface and
contribute to total drug deposition in the arterial tissue [67]. The strut obstruction induced
a recirculation zone of blood at the downstream of the stent strut, and served as a
secondary source of arterial drug uptake. Drug deposition via contact of stent coating and
the arterial wall was less than the contribution from flow-mediated re-deposition of drug
from blood stream. In a following study by the same authors, the pulsatile behavior of
blood flow was included [63]. The above findings are interesting, while there is limitation
in the models which used a continuous drug concentration at the lumen and arterial wall
interfaces and did not discriminate the drug partitioning. More importantly, drug depleted
into the blood stream is very likely to bind with various proteins in presence, which will

dramatically reduce or even eliminate the re-deposition process.
3.2.3 Stent Geometry and Placement

Different strut appositions (fully embedded, half embedded, and non-embedded) were
examined for the drug delivery and distribution in the arterial wall [54]. Fully embedded
strut resulted in a higher concentration of drug in the arterial wall as less drug was

depleted the blood flow, while half embedded strut showed a more uniform drug
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distribution over time. Similar results was observed in another study [58]. These results,
however, were based on a equal partitioning of the drug in the coating and the blood,
which is reasonable for hydrophilic drug but can deviate significantly for hydrophobic

drugs.

Fully embedded stent struts was assumed in a comparison study of a drug-eluting
stent and a endovascular bi-layer gel paving stenﬁng [68]. Not surprisingly, more uniform
drug distribution in the arterial wall was achieved with a endovascular gel paving.
Overlapping struts were simulated and the amount of drug eluted into the local arterial
tissue had only slight increase compared with the increase in total drug loading in the
struts [67]. The number of stent struts and the arterial wall coverage by the stent coating

were also presented in a model for their effect on the arterial drug distribution [69].

3.2.4 Other Factors

Local lesion complexities may also change drug release and deposition. Simulations
indicated that thrombus surrounding a stent strut elevated the arterial drug deposition by
reducing drug washout, and subsequently increased arterial drug availability [60]. The

effect is proportional to the size of peristrut thrombus.

The mechanics of stent implantation, expansion and function was also studied
computationally. The expansion of a stent in a coronary artery and following drug release
was studied using mechanical and fluid dynamics simulation [70]. Wall shear stress has
been studied using computational fluid dynamics and a correlation between wall shear

stress and restenosis was seem [16, 17]. Wall shear stress distribution caused non-
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uniform distribution of restenosis thickness in a cross-section of stented artery, and
higher wall shear stress induced less restenosis growth. Wall stress distributions after
stent insertion and deployment were simulated and compared for three different stent
designs [71]. Such studies do not directly involve drug release, but are useful in the
improvement of the mechanical-side of drug-eluting stents. Detail discussions are not
included here since the focus of this thesis is on intravascular drug delivery rather than

the mechanics.
3.3 Drug Release in PLGA Systems

Mathematical modeling for drug delivery in PLGA systems are reviewed and discussed

in two aspects: polymer change (degradation and erbsion) and drug transport.
3.3.1 Modeling PLGA Degradation and Erosion

While degradation and erosion are sometimes used interchangeably, a good clarification
is that degradation is a chemical process which describes the scission of polymer
backbones and formation of monomers and oligomers, while erosion is a physical
phenomena designates the loss of material resulted from the monomers and oligomers

leaving the polymer [6].

Surface erosion and bulk erosion are identified as two types of erosion
mechanisms [5, 6]. Poly (esters) including PLA and PLGA are described by bulk erosion.
Poly (anhydrides) is a group of polymer that undergoes surface erosion predominantly.

The primary distinction between the two mechanisms was proposed to be dependent on
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the relative rate of water diffusion into the bulk polymer compared with the degradation
of the polymer backbone, and a critical dimension exists for each polymer type [72]. For

poly (esters) a length scale of 0.1 m is needed for the polymer to lose bulk erosion

property.

In PLGA or PLA microspheres, heterogeneous bulk erosion was observed where
the particle interior underwent fast erosion, also known as autocatalytic effect [73]. The
autocatalytic effect is attributed to the entrapment of monomer and small oligomers in the
interior, which creates a more acidic environment and accelerates degradation reactions.
Such an effect is dependent on the particle size, where in small PLGA microspheres
homogeneous erosion is seem due to the short diffusion length and the lack of an acid
concentration gradient. Various critical sizes of observing autocatalytic effect are

proposed [73].

In the mathematical modeling of PLGA degradation and erosion, mechanistic
approaches are most commonly employed using governing equations of reaction and
diffusion [74]. A combined bulk random scission and end scission model were proposed
to describe both the molecular weight changes and erosion rate in PLGA micrpsphere
seem in experiments [75]. Assuming homogeneous and first order degradation kinetics,
the effect of polymer molecular weight change was analytically incorporated into the
drug release in PLGA films [76]. However, no mass loss was accounted in the model.
Similar first order degradation models are used in some other models [77, 78]. In a
'shrinking core' approach, where a biodegradable core was coated by a biodurable shell, a

degradation model based on the zero, first and second order moments of the molecular
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weight distribution was developed to describe the molecular weight change [79]. Later on,
the same model was extended by adding a monomer diffusion term for a transition

between reaction-controlled and diffusion-controlled states [80].

Although autocatalytic effect is well recognized experimentally, it is rarely
described in mathematical models. An early transport-reaction model considered the
catalytic effect of embedded acid anhydride in the interior of bulk erodible polymer
matrix [81]. A similar unsteady mass balance model was developed for the study of a
stent coating, where three species of polymers PLA, oligomer, and monomer were
described [82]. Only the lactic acid monomer was considered to contribute to the

autocatalytic effect.

The autocatalytic effect was introduced into a computational degradation model
of aliphatic polyesters by adding an acid concentration dependency on the rate constants
[83]. A threshold of dissolvable oligomer size was assumed in the calculation of the
polymer molecular weight change and weight loss. The model explicitly tracks polymers
of all lengths and can take into account of different copolymer composition and
crystallization effect. One disadvantage is, however, that many polymer details are
needed for the model input parameters. The model also implicitly assumes a
homogeneous autocatalytic effect in the polymer matrix due to the lack of transport
equations. In a following work, a simple analytical expression was derived for describing
the number average molecular weight change [83]. No weight loss and constant volume

were assumed.
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Some other models use probabilistic approaches such as cellular automata method
or Monte Carlo method [73, 74]. Those methods are appropriate for describing
degradation specially when polydispersity and chain length are considered. However the
effects of diffusion is difficult to be included, and a combined Monte Carlo model for

degradation and diffusion transport model was seen [74].
3.3.2 Modeling Drug Release in PLGA Systems

Drug delivery has been the most intention of modeling PLGA degradation and erosion.
While there are a bulk of work for experimental drug release in PLGA systems, good
mathematical models are sought for drug release which can be used for predictions and

pre-experimental design.

As both polymer molecular weight and porosity change in an eroding PLGA
system, the drug diffusivity for transport is also greatly affected. However, constant drug
diffusivity has been commonly incorporated in modeling drug release [75]. Obtaining the

correct diffusivity, although intricate, is a key to model the drug release in PLGA systems.

Several expressions considering varying drug diffusivity dependent on polymer
molecular weight are used [37]. A diffusivity inversely dependent on polymer molecular
weight was used in modeling mifepristone release from PLGA films using pseudo steady
state assumption [76]. Analytical solutions was derived and the first part of the release in
the expression is s;milar to the classic Higuchi model for release in biodurable polymer
films. An inversely linear relationship between diffusivity and polymer molecular weight

was used in another model [77]. However, the expression is doubtable as it shows
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inconsistency with the initial diffusivity before degradation. In a more recent study, the
dependence of drug diffusivity on molecular weight was determined in monodisperse
PLGA microspheres and an empirical correlation was proposed [78]. The correlation was
subsequently used in the Fickian diffusion equation for modeling piroxicam release.
Similar approach was seem previously for determining an relationship between initial
PLA molecular weight and apparent drug diffusivity [84]. An exponential relationship

between the diffusivity and the concentration of undegraded PLA was also seen [82].

Even though not seem in the PLGA literature, effective diffusivity through a
porous polymer was proposed to be dependent on factors including porosity, tortuosity,
and drug partition coefficient [85]. When the solute size is comparable to the pore size, a
hindered diffusion transport is observed with an reduction in the effective diffusivity
known as restrictivity [86, 87]. Theoretical expressions based on free volume assumption

are also derived. A summary of the expressions is available in [49].
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CHAPTER 4
MODELING INTRAVASCULAR DRUG DELIVERY FROM

STENTS WITH BIODURABLE COATINGS!

4.1 Introduction

Drug-eluting stents have shown great benefits in reducing in-stent restenosis after
angioplasty procedures compared with bare metal stents [8-11]. The device enables a
prolonged local delivery of drugs, such as. sirolimus or paclitaxel, which are embedded in
and released from the polymeric stent-coating and can interrupt certain stages in in-stent
restenosis formation [13, 20, 22]. Significant work has been carried out on stent design
[88], in vitro drug release from polymeric stent-coating with various configurations
including drug type and loading, coating polymer type and molecular weight, and coating
thickness [33-36, 38], physiochemical drug properties [22, 25, 28, 89], in vivo
examination of drug delivery and arterial drug uptake [28-31, 61, 62, 90], and in-stent
restenosis formation [15-17, 39, 91]. Nevertheless, the various factors lead to
complexities in stent design and evaluation and impede the development of drug-eluting

stents.

Modeling and simulation methods promote the understanding of drug-eluting

stent function and can facilitate the improvement of device efficacy. Drug release from

!Work published as: X. Zhu, D. W. Pack and R. D. Braatz, Computer Methods in Biomechanics and
Biomedical Engineering, vol. 17, p. 187-198, 2014 (published online in April 2012).
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coating and drug-vascular tissue interactions were studied in one-dimensional models [53,
64, 65]. Analytical solution for drug diffusion in one-dimensional multi-layer wall
structure was also derived [59]. Convective and diffusive transports of drug in the arterial
wall have been assessed for both hydrophilic and hydrophobic drugs [55]. The effects of
thrombus [60], blood flow [57, 92], stent coating [56], and strut position [67] on stent-
based drug delivery have been investigated for a single strut in the axial profile of the
artery using a coupled computational fluid dynamics and mass transfer model. In a cross-
section model, drug elution from a fully embedded stent strut was found to be most
effective with a bi-lgyer gel paved stent [68]. Models with multiple struts have also been
developed to study the impact of different strut configurations (half, fully, and not-
embedded) and diffusivities on arterial drug uptake [54, 58]. Mechanics and fluid
dynamics simulation has also been done to study stent expansion and interaction with

coronary artery [70].

Additional questions arises as in in-stent restenosis has been experimentally
observed to be more likely to occur in stented coronary arteries with non-uniformly
distributed struts, and the maximum thickness occurred at the site with maximum inter-
strut angle in the artery cross-section [15]. Knowledge of the spatiotemporal drug uptake
in the arterial wall can provide some insights into this observation. This chapter
mathematically models the integrated process of (1) the delivery of a hydrophobic drug
from a drug-eluting stent with bio-durable polymeric coating and (2) drug distribution in
the arterial wall with reversible binding. The drug delivery and distribution are studied in
a detailed manner for implications on improving device efficacy and reducing in-stent

restenosis for drug-eluting stents. Development of such a model can potentially be used
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for the optimal stent design in silico in the future to avoid sub-optimal stent designs and

undesirable outcomes in patient treatments.

4.2 Model Development

4.2.1 Description of the Implanted Stent

The drug-eluting stents studied in this paper have a bio-durable polymeric coating and
delivers a hydrophobic drug, which is the case for FDA-approved stents such as
CypherTM stents (Cordis, Johnson & Johnson) and Taxus™ stents (Boston Scientific).
The cross-section of the coronary artery with an implanted eight-strut stent is illustrated
in Figure 4.1a. The cross-section for each strut is assumed to be square with strut
dimension a having a typical value from Cypher stents [88]. The struts are assumed to be
distributed evenly in the lumen with same degree of strut embedment, L, in the arterial
wall, which is within the range of no-embedment to total embedment in previous studies

[54, 58, 68].

A single strut section can be separated and studied using the symmetry, as
indicated by dotted lines in Figure 4.1a. Based on the small thickness of the coronary
artery wall (L, ~ 200 pm ) compared to the diameter of the lumen (2.5-3.5 mm), the
single strut section can be modeled as a rectangular arterial wall domain, as in Figure
4.1b. The domain can be further reduced to half to increase the computation speed by
symmetry. The inter-strut distance (distance between the centers of two adjacent struts),

L,, is estimated for an eight-strut stent in a 3-mm wide coronary artery. The transmural
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and circumferential directions are labeled as the x and y axes, respectively. Blood flow

has a direction into the paper plane.

stent strut

arterial wall

(a) (b)

Figure 4.1 (a) Cross-sectional view of an implanted stent in a coronary artery. Dashed
lines show a reduced domain by symmetry. (b) Extracted single strut domain with

partial embedment into the arterial wall.

Parameters defining the spatial dimensions are labeled in Figure 4.1b, with their
values summarized in Table 4.1. The coating thickness J has values in the literature
within the range of 5-50 pm [39], and a value of 50 um is used consistent with previous
modeling work [54, 58]. Strut embedment in the wall can range from no embedment to
total embedment [54, 58, 68], revealing slightly different uniformity in drug distribution
and higher amount of drug in the arterial wall with increased degree of embedment. In
this work the depth of strut embedment into the wall L, is used with a value close to half-

embedment.
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Table 4.1 Model Parameters and Values

Dimensions
strut dimension a 140 um [88]
strut coating thickness ) 50 pm [54]
no embedment ~ total
strut embedment L,
embedment
coronary artery wall thickness L, 200 pm [64]
inter-strut distance L, 1000 pm*
Model parameters
initial drug concentration in the coating Co 10° M [65]
coating drug diffusivity D, 0.01~1 pm?/s[54]
isotropic vascular drug diffusivity D, 0.1~10 pm?s [25]
transmural vascular drug diffusivity Dy, 0.1~10 pm?s
circumferential vascular drug diffusivity Dy, 1~100 Dy, [31]
association rate constant (binding) k, 10° M5! [89]
dissociation rate constant (unbinding) ky 0.015s?
resistance at perivascular boundary R.p 5~100 s/pum [55]
initial binding site concentration So 10° M [25]
partition coefficient at the perivascular boundary K, 1 [28]
partition coefficient at the coating-arterial wall interface K_ 1 [56]

* estimated for an eight-strut stent in a 3-mm wide coronary artery
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4.2.2 Mathematical Model

The drug delivery process is described by drug diffusion in the polymeric coating
(Equation 4-1) and coupled drug diffusion and reversible binding in the arterial wall

(Equations 4-2 & 4-3).

free drug in the ?_C_szﬁ%_plaz_f (4-1)
coating o Ox o

. 2
free drug in the X _p, ZCp T 4 (5,-B)C+k,B @-2)
arterial wall a T Tyt |
bound drug in the 9B _¢, (S,—B)C—k,B 4-3)
arterial wall o

Drug transport by diffusion has been identified as the dominant mechanism in the
arterial wall [61] and convective drug transport in the wall is not considered, same as in
most models [56, 60]. The coating drug diffusivity (D;) studied has a range of 0.01-1
pm?*/s [54, 65], and the isotropic vascular drug diffusivity has a higher range of 0.1-10
pm?/s[25, 28]. Anisotropic vascular drug diffusivity is investigated, where the transmural
vascular diffusivity (D) has the same range as that of the isotropic vascular diffusivity,
while the circumferential vascular diffusivity (D,) can be the same as the transmural
diffusivity for large drug molecules or one or two orders larger in magnitude for

decreasing drug molecule sizes [31]. Drug binding in the wall is described as a first-order

reversible reaction, C +ST_:“:)B , Characterized by an association (binding) rate

constant k, reacting free drug (C) with binding site (S) into bound drug (B), and a

dissociation (unbinding) rate constant k; [57, 64, 65]. The amount of available binding
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sites S at each location within the wall can be tracked by the difference between the initial
binding sites concentration So and the bound drug concentration B. Reported values for
the association (dissociation) rate constants k, (ks) [89] and binding site concentrations

(So) [25] are used as in Table 4.1.

At each interface in Figure 4.1b (defined by the length dimensions), the boundary
conditions are expressed in flux form. At the arterial wall-perivascular space interface,

the flux is expressed as [55]
1(cC,
I =R—(—— pJ 4-4)

where C, is the perivascular drug concentration, C, is the drug concentration on the
arterial wall side of the interface, K, is the partition coefficient (defined as

x,, =[C,IC, ], i

), and R,, is the mass transfer resistance [55]. The boundary
conditions at the lumen-coating interface and the lumen-arterial wall interface can be
written in a similar way as Equation 4-4. While a washed-out boundary condition is
usually adopted for a hydrophilic drug like heparin [64, 65], for hydrophobic drugs such

as sirolimus and paclitaxel a zero-flux boundary condition is justified and used as

described below.

For hydrophobic drugs like sirolimus and paclitaxel, studies [25, 30] have shown
strong partitioning of the drugs into the arterial wall at the lumen-arterial wall interface,
even in the presence of binding proteins or in serum [29]. These experimental

observations and a high resistance imposed by the intima [62] can greatly damp the drug
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depletion into the blood and result in a negligible drug flux into the lumen. In addition,
the drug uptake by the bloodstream was found to be a very limited part of the drug
initially stored in the polymer coating [57], while simulations have indicated that the
blood flow rate and drug diffusivity in the blood have negligible effects on the amount of
accumulated drug in the arterial wall [54]. Furthermore, it is &e drug transported into the
arterial wall that can be effective in suppressing restenosis [13]. Based on these facts, a
simplification of neglected drug flux at the lumen-vascular wall and the lumen-coating

interfaces is justified.

At the perivascular boundary, drug concentration in the perivascular space (C;) is
assumed zero and the mass transfer resistance (R,,) has a reported range of 5-100 s/pm
[55, 65]. Zero flux boundary condition applies to the other interfaces including the
coating-strut interface and right/left wall boundaries (due to symmetry). The boundary
conditions at the wall-coating interface are described by concentration partitioning and

flux matching (Equations 4-5 & 4-6).

Comting = chcwnl.l (4-5)
ocC ocC
-D& =-p &
1 OX kooating b, ox Imn
(4-6)
oc oC
R

Values of one are used for the partition coefficients at the coating-vascular wall interface

(x_,) [56] and perivascular boundary ( KW) [28].
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Initial conditions for simulation include uniformly dispersed drug in the polymer
coating at concentration Cp, absence of both free and bound drug in the arterial wall, and

uniform binding sites throughout the arterial wall at concentration Sp.

4.3 Numerical Simulation

The mathematical model was simulated using the finite volume method. To illustrate how

the numerical scheme was developed, for a mesh cell of size Ax by Ay centered at (x, y),

Equation 4-2 can be expressed as
d oo
— C(x,y,t)dxdy =
d,fx-:;zfy% (x, y,1)dxdy
T oa, 9= ] Ay 4T | 5=, | 8% @7

- w8
AN j’ "3 (S~ B(x.y,0)C(x, y,0dxdy +k, |2 L "2 B(x, y,)dxdy
2 2 2 2

where J_, J correspond to the fluxes in the x, y directions, respectively. Applying a
forward-difference approximation for the time derivative with a time step Ar and mesh

size h = Ax = Ay results in

—n+l

Ci; —Ci; _
At

l(;
AN

where superscript » is the time index, subscripts i, j are the indices for x, y coordinates of

4-8)

n n

n
+J
i+hi2,j y

i-h12,j x

IL o) (8, - B2) T+ B

i, j~h12 Vi, j+hr2 a

the mesh cell, £h/2 are the boundaries with neighboring mesh cells, and C and B are the

average of the free- and bound-drug concentrations over the mesh cell centered at (i, j) at
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time index n. The flux across boundary of two adjacent mesh cells was calculated by a

- -—n
. . Cii—Ciaj
second-order centered difference, ie., J |7, ;= —D—'—'l—}—l——'—'i .

The numerical simulations were implemented in Matlab 2010b running on an
Intel-based personal computer. The explicit numerical scheme used forward-time
centered-space discretization [93]. Standard Von Neumann stability analysis of the
numerical scheme and further consideration to avoid over-damping gave a criterion of

%:-Dz s%. Similar procedures can be used to derive the stability condition for

anisotropic diffusion as%(Dh +D2,)s% . This criterion is a sufficient condition for

numerical stability as the binding reaction terms in Equation 4-8 are overall negative.
While satisfying the stability condition, each simulation was run at several decreasing
time steps ranging from 2 s to 0.1 s with an optimized spatial discretization (14,000 mesh
cells) until the release profiles in the coating were within the difference of 1%. The
correctness of the Matlab implementation was also assessed by reducing the code to a 1D
transmural diffusion problem at the high drug loading case, which was subsequently

verified with analytical solution.

Values of the parameters used in the simulation are summarized in Table 4.1.
Isotropic vascular drug diffusivity (D,) was first investigated, followed by an anisotropic

vascular drug diffusivity study.
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4.4 Dimensional Analysis

Some insights of the system characteristics can be obtained by performing dimensional

analysis. The characteristic lengths of the coating domain and the arterial wall domain are

the coating thickness  and lengths L, and L,/2, respectively. Define C = C/IC, ,B= BIS,,

and non-dimensionalize Equations 4-1, 2, 3 to obtain Equations 4-9, 10, 11 in Table 4.2.

Table 4.2 Non-dimensionalized Equations

ac 5*C o*C

= + -
atlr) oxl6)  Ayld) “-9)
vl 2~ 2~ e _
oc___9¢ ~+G, oc +-G,(1-B)C+G,B (4-10)
o@t/t,) &x/L) o2 y/Ly)
B G, =\= =
=—={1-B|C-B
o(t/z)) A ( ) @-11)
Characteristic time scales and dimensionless groups
7, = & /D, 7, = Li/sz 7, =1k,
/D r L kS
lz_l—.z_)t;zbu— GZ: xkaSO G3=_x— e
y! T2y D, D, ¢,

Three characteristic time scales appear, 71, T2, 73, corresponding to diffusion in the

coating, transmural diffusion, and the binding reaction. An evaluation of the magnitude

of the three groups gives 7; ~ 10°-10° s, 7, ~ 10°-10° s, and 73 ~ 10° s, which indicate that

reversible binding is very fast compared to diffusion.
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The relative significance of diffusion and reversible binding in the wall is also
implied by their corresponding dimensionless groups in Equation 4-10. Compared with
the coefficient of transmural diffusion component (which is ome), the reaction
components have very large coefficients (known as Damkéhler numbers), Gz ~ 10%-10*
and G~ 10'-10°, which also implies that the binding reactions play a very strong role in
the spatiotemporal dynamics. The competition between association and dissociation
reactions is quantified by G»/G; = 10 in Equation 4-11, which indicates a preférence of

association over dissociation.

The competition between transmural and circumferential diffusion in the arterial
wall is implied by the dimensionless group G;. With increasing D,y the group G,
increases from ~107! to ~10, revealing an increasing importance of circumferential

diffusion in Equation 4-10 compared with transmural diffusion.

4.5 Results and Discussion

4.5.1 Drug Release Profiles in the Stent Coating

The drug is dissolved in the polymer matrix when the loading is equal to or less than the
solubility, and the drug transport in the coating is purely diffusion controlled [94]. Due to
the absence of drug aggregates, the dissolved drug concentration in the stent coating

depletes gradually with the release.

The release rate decreases significantly with reduced coating drug diffusivity (D),

when the isotropic vascular drug diffusivity (D;) remains constant (see Figure 4.2).
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Lower coating diffusivity is associated with prolonged drug release, which is in
agreement with previous studies [54, 56]. Within the simulated range of coating
diffusivity D;, more than 90% of the total drug is released in the first 100 hr at a high D,

value of 1 pm%/s, while a two-order lower D; ensures a prolonged release of the drug by

releasing less than 70% within 400 hr.
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Figure 4.2 Drug release profiles in the stent coating at different diffusivities (with binding)

and in non-binding case (the diffusivities are in units of pm?/s).

Meanwhile, changes in the vascular diffusivity D, and the presence of binding in
the wall both affect the drug release process. Compared to the same change in D;,
increment of an order in the magnitude of D, significantly enhances the release rate as

well. Elimination of the binding reactions results in a slightly reduced release rate,
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explained by the fact that with binding a greater concentration gradient is produced in the
wall by transferring free drug into bound form [65], and thus faster drug transport from
the coating-wall interface. These findings suggest a potentially significant impact of
drug-arterial wall interactions on the drug release from an implanted stent. In a clinical
application of an implanted stent, even more complexity may arise due to the
physiological environment compared with the simplified domain in this model. This
impact leads to a difference from in vitro release measurements carried out in buffer
solutions. In particular, for a drug-eluting stent with hydrophobic drug, where the drug
dissipation into blood is small or negligible, drug-arterial wall interactions can vary the

release profiles greatly.

4.5.2 Spatially-Averaged Drug Concentration

Two types of drug forms exist in the arterial wall: free drug and bound drug. The
temporal profiles for the spatial average of both drug concentrations in the arterial wall
were simulated (that is, the integral of the concentration over the arterial wall domain in
Figure 4.1b divided by its volume). The spatially-averaged bound-drug concentration was
about an order of magnitude higher than that of free drug in Figure 4.3, which is
consistent in magnitude with the ratio of their dimensional groups, G»/G3 = 10. This also
implies the preferred association than dissociation in the reversible binding process. For
each simulated diffusivity pair (D;,D,), the spatially-averaged bound- and free-drug

concentrations have similar trends over time.

The spatially-averaged free- and bound-drug concentrations in the arterial wall

approach quasi-steady values that reduce slowly for most (D,,D,) pairs (see Figure 4.3).
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The time needed to reach peak concentrations for both bound- and free-drug can be
estimated by the diffusion time in the transmural direction, 7,. Evaluation with the real
dimensions (reduced transmural distance due to strut embedment) in Figure 4.1b gives 1,
= 33.6 hour for D, = 0.1 pm%s, which is in agreement with the peak positions for
corresponding plots in Figure 4.3. Besides, noticeably the quasi-steady spatially-averaged
drug concentrations are dominated by the diffusivity in the wall, D5, rather than the
diffusivity through the stent coating, D;. While all three (D;,D,) pairs with the same D,
(0.1 um?s) achieved similar quasi-steady spatially-averaged drug concentrations, the
fourth (D;,D,) pair with an order-of-magnitude higher D, (1 pmzls) had a much lower
quasi-steady drug concentration (see Figure 4.3). Under quasi-steady conditions, both
diffusion and binding achieve a dynamic equilibrium throughout the arterial wall, and
with the drug dissipation in the arterial wall occurring through the perivascular space, the
binding kinetics and the vascular diffusivity D, provide the tradeoff that specifies the
quasi-steady spatially-averaged drug concentrations. Higher vascular drug diffusivity
speeds the transport of free drug through the arterial wall and faster dissipation of drug at

perivascular boundary.

While the quasi-steady spatially-averaged drug concentrations are similar for the
same vascular diffusivity D,, the spatially-averaged drug concentrations are higher in
early times for increased stent coating diffusivity D; (see Figure 4.3). The higher D,
results in faster initial drug transport through the stent coating into the arterial wall [54],
before approaching quasi-steady spatially-averaged drug concentrations. These
observations can provide some guidance in the design of the stent coating to maintain the

vascular drug concentrations within the therapeutic window throughout the treatment.
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Figure 4.3 Spatially-averaged concentrations for the free- and bound-drug in the arterial

wall for different coating and vascular diffusivities (pmzls).
4.5.3 Anisotropic Diffusivities in the Wall

The vascular drug diffusivity can be anisotropic in the transmural and circumferential
directions in the coronary artery wall, mainly attributed by the flat shape of the smooth
muscle cells [31]. For small drug molecules, the circumferential vascular diffusivity can
be as high as orders of magnitude larger than the transmural diffusivity, but the
anisotropy in the diffusivity gradually diminishes with increasing drug molecules.
Although anisotropic diffusivity was accounted in some of the studies [55, 58], there has

not been a full investigation on this property. Here diffusivity anisotropy in the arterial
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wall is studied in detail for its impact on the drug concentration and distribution in the

wall.

The spatially-averaged drug concentrations in the arterial wall were enhanced
with increased circumferential vascular diffusivity Dy, when the transmural diffusivity
D, remains the same (see Figure 4.4). With increased Dy, the diffusion in the
circumferential direction competes over penetration through the arterial wall [31],
reduces the penetrated drug concentration close to the perivascular interface and
corresponding local drug dissipation. This allows a longer time for the arterial drug build-
up and as a result the peak times for anisotropic cases are observed to be shifted slightly
to the right compared to the isotropic case (Figure 4.4). Meanwhile, increased
circumferential vascular diffusivity transports drug in the arterial wall away from the
stent coating more quickly, resulting in faster drug release from the stent coating. These
factors mentioned contribute to the enhanced spatially-averaged bound-drug
concentrations at increased D,,. In early times the spatially-averaged free-drug
concentration is slightly lower at enhanced circumferential diffusivity due to the
increased availability of binding sites within the arterial wall where drug has diffused.
With the anisotropy ratio (ratio of circumferential diffusivity to transmural diffusivity,
D»,/Dy;) increased from 10 to 100, the corresponding increment in the quasi-steady drug
concentrations becomes less significant. This observation is partly explained as that when
the circumferential diffusion is very fast compared with transmural penetration, the latter
becomes the dominant limitation for drug transport in the wall and dissipation at the

perivascular side. More details are included in following discussions for Figure 4.5.
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Figure 4.4 Spatially-averaged concentrations for the free- and bound-drug in the arterial

wall at different circumferential diffusivities (Do, = 0.1 pmzls).

Anisotropic diffusivity changes the spatial distribution of drug in the arterial wall
greatly (Figure 4.5). Depending on the particular value of the vascular diffusivity
anisotropy ratio, drug concentrations can range from being highly non-uniform along the
circumference of the arterial wall (Figure 4.5 A-1) to being highly uniform (Figure 4.5 C-
1), whereas a concentration gradient always exists in the transmural direction. At very
high anisotropy ratios, the drug concentrations can be well approximated as only being a

function of time and depth in the transmural direction (Figure 4.5 C-1).
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Figure 4.5 A,B,C-1: drug concentration fields at different circumferential diffusivities at
100 hr with low drug loading in the coating (logarithmic plots, D, = 0.1 pmzfs, X
and y axis are dimensions in pm); A,B,C-2: time evolution of drug concentrations
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The time evolution of the drug concentrations at positions P; and P; (near the left
and the perivascular boundaries in Figure 4.1b) are shown in Figure 4.5 as well. With
increasing circumferential diffusivity D,,, the free- and bound-drug concentrations at P;
increase, and those at P, decrease. The reduced local drug concentrations at P, at
increased circumferential diffusivity further reduces the drug dissipation at the
perivascular boundary, resulting in the slightly higher spatially-average drug

concentrations observed in Figure 4.4.

The first appearance of drug at P; and P, corresponds to the diffusion time in each
direction (see right column in Figure 4.5). For isotropic diffusion in Figure 4.5A-2, the
diffusion time in the circumferential direction is a lot longer than the penetration time.
The drug distribution is very non-uniform in the circumferential direction when
transmural penetration is already achieved, and areas with negligible drug concentrations
exist far away from the strut (see Figure 4.5A-1). Similar results on free-drug
concentration distribution have been reported in a model where drug binding was absent
[55]. The lack of drug in upper layers far away from the strut in the circumferential
direction can be a serious factor of restenosis occurrence, as high drug concentrations in
the upper layers of wall is more important than penetration in suppressing restenosis [22].
This lack of drug in the upper layers of the arterial wall away from the stent strut after
implantation also provides a potential explanation to the reported observation that the
thickest restenosis occurs at the largest inter-strut angle site, where two sent struts are
further apart due to uneven stent placement [15]. This finding could further contribute to

the observed asymmetric neointimal thickness distribution in arterial cross-section, for
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which higher wall shear stress was considered as an important factor to induce less

neointimal growth [16, 17].

For D,y = 10Dy, the time evolution of the free- and bound-drug concentrations at
the locations P; and P; in Figure 4.5B-2 shows comparable diffusion times with both
positions initially receiving drug at a similar time. With even higher D,, (100D,), the
diffusion time in the circumferential direction is much shorter compared to that of
penetration (see Figs. 5C-1 and 5C-2). In this case, a very fast coverage of drug in the
upper media layers is achieved, and nearly uniform drug concentrations in the
circumferential direction are produced. The potential adverse effect of unevenly placed
struts could be greatly reduced, compared with isotropic diffusion. These simulations
indicate that drugs with high diffusivity anisotropy in the arterial wall are preferable from
the clinical point of view, in terms of achieving higher and more uniform drug

concentration in the upper layers of the arterial wall.

4.5.4 High Drug Load (Cy>>C,)

In clinical applications high drug loadings are used that are very often orders of
magnitude higher than the solubility in the matrix and most of the drug is dispersed in the
polymer matrix in aggregated form [33]. While the drug is released from the stent coating,
the dynamic equilibrium between drug aggregates and dissolved drug ensures a
continuous drug supply. When reaching a dynamic equilibrium is fast compared to the
release, the drug concentration can be assumed as constant at its solubility within the
coating, similar to the continuum pharmacokinetics situation investigated in some works

[92]. In this case, the spatially-averaged drug concentrations in the arterial wall achieve
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quasi-equilibrium values (as in Figure 4.6) until the drug aggregates in the coating is
eventually depleted. Shorter times are required to achieve quasi-equilibrium with
increased circumferential diffusivity, and the quasi-equilibrium drug concentrations are
enhanced. Due to the availability of the prolonged drug source, the trend of enhancement

is more significant here than in Figure 4.4.

-

Binded Drug (M) Free Drug (uM)

o 10 200 300 400
Time (hr)

Figure 4.6 Spatially-averaged free- and bound-drug concentrations (uM) in the arterial
wall under continuous drug release from the stent coating at high drug loading

(D2 = 0.1 pm?s).

The drug distribution profiles for isotropic vascular diffusivity indicate that quasi-
equilibrium has not yet fully established after 400 hours due to the slow diffusion in the

circumferential direction (Figure 4.7A-1, 2). The low quasi-equilibrium drug
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concentrations at sites far away from the strut in the circumferential direction lends
support to the finding in the previous section that maximum restenosis thickness at
maximum inter-strut angle is related to lack of drug in that position. Quasi-equilibrium
was established quickly when the circumferential diffusivity D, is enhanced (cases B
and C in Figure 4.7.). In Figure 4.7B-1, the free-drug concentration forms a clear gradient
centered at the strut even at quasi-equilibrium, indicating non-uniformity of drug
concentration in both circumferential and transmural directions. When D, is increased to
100Dy, in Figure 4.7C-1, the fast circumferential diffusion compared with penetration
resulted in planar layers containing uniform equilibrium drug concentrations, and layers

form a drug gradient downward the arterial wall, similar to Figure 4.5C-1.

The concentrations at boundary points P; and P; (as located in Figure 4.1b) in
Figure 4.7 (A,B,C-2) have a similar initial trend as those in Figure 4.5, while reaching at
constant quasi-equilibrium levels. In Figure 4.7C-2, the free-drug concentration at quasi-
equilibrium is higher than that of the bound drug at P;. A careful investigation of C-1
shows that this circumstance is true for a large vascular area neighboring the strut.
Although part of the arterial wall has higher free-drug level than that of bound drug, the
spatially-averaged concentration is still lower for free drug (see Figure 4.6), as expected
from the preferred association to dissociation in binding. These simulations show that,
while the spatially-averaged concentrations have higher bound-drug concentration than

that of free drug, this observation does not necessarily hold for individual vascular sites.



101
......... Free Drug at P’
< g —— Bound Drug at P,
a --------- Frea Drug at Pz
E —— Bound Drug at P,
B
Free Drug =
@
Q
=
(=
o
(=]
2
B Sl . aimisissssimsisnsinisigllssasses st sensionsen
B 300 400
o Dy Time (hr)
B-2
101
s
S
=
°
E
€
[}
o
[ =
[o]
o
o
2
O .............
200 300 400
Time (hr)
C-2
AT cormroeeessensesssos s s s oo
.r
S8
=
o
400 800 B [}
Free Drug =
g 4
[=]
o
o
=
o 2
gg?md Dc,r:.::c| 00 100 200 300 400
9 Time (hr)
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The critical condition for the occurrence that free-drug concentration exceeds that
of bound-drug can be derived. Assuming at equilibrium conditions, the rates of
association and dissociation in Equation 4-3 are equal, k,C(S, —B)=k,B . This equation
can be rearranged to solve for the free-binding-site concentration in terms of the free-
drug concentration, B=KCS,,/(KC + 1) , where K = k,/k; is the binding equilibrium
constant. For a higher concentration of free drug than bound drug, or C> B, the condition

can be reduced to C > S, —1/ K. Because the highest free-drug concentration in the wall

occurs at the coating-wall boundary, where C=C, /x, , and the inequality becomes

Equation 4-12,
Clx,, >S,—l/IK “4-12)

When this inequality is satisfied, higher free-drug concentration can occur in the
region close to the strut. Furthermore, the relationship also defines the boundary of equal

free- and bound-drug concentrations in this work, which is metby C=§,~1/K =9 uM..
4.4 Conclusions

The intravascular drug delivery of a hydrophobic drug from a drug-eluting stent and
coupled drug binding and distribution in the arterial wall were modeled simultaneously.
Dimensionless groups were derived to provide insights into the relative importance of
directionally-dependent diffusivities and reversible binding on the spatiotemporal
distribution of drug in the surrounding arterial wall. Drug release from a implanted drug-

eluting stent is affected by the surrounding arterial wall via the vascular drug diffusivity
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and reversible binding reaction, which implies a potentially large difference from in vitro
release behaviors of a hydrophobic drug. Moreover, the average drug concentrations in
the arterial wall at quasi-steady state are observed to be greatly determined by the
vascular drug diffusivity rather than the coating drug diffusivity. Anisotropic vascular
drug diffusivities result in slightly different spatially-averaged drug levels but very
different spatial distributions, and higher free-drug concentration than bound-drug
concentration can occur in the arterial wall. For the latter the critical condition of

occurrence was derived as C,/x,, > S,—1/K . Higher circumferential vascular diffusivity

reduces the drug gradient in the circumferential direction and produces more uniformly
loaded drug layers, which can be beneficial in reducing in-stent restenosis after drug-
eluting stent implantation. Simulation results as presented here provide insights as to how
changes in drug properties (such as its directional diffusivities) influence spatial
uniformity in the arterial wall and show potential guidance for designing drug-eluting

stents with improved efficacy.
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CHAPTER 5
MODELING DRUG RELEASE IN PLGA COATING COUPLED

WITH POLYMER DEGRADATION AND EROSION?

5.1 Introduction

Drug-eluting stents (DES) are predominantly used in coronary angioplasty procedures for
reducing in-stent restenosis. Their distinguished therapeutic effect is attributed to the
prolonged local release of anti-inflammatory or antiproliferative drugs from a polymeric
stent coating into the arterial wall [13]. Biodurable polymers are most commonly used for
the stent coatings in DES, which release only part of the loaded drug and induce
problems related to the intact polymer coating remaining in the arterial lumen after
release (such as hypersensitivity reactions and late in-stent thrombosis) [33, 34]. The
need of overcoming those problems has led to research on improving the DES techniques,
and special attention has been paid on the evaluation of biodegradable polymers, in

particular poly(D,L-lactic-co-glycolic acid) (PLGA), as alternative drug carriers [10, 95].

PLGA has been well recognized for its suitability in drug delivery due to its good
biocompatibility and ability to achieve complete drug release as a result of degradation
and erosion of the polymer matrix [37, 96]. While degradation and erosion are intricately

connected, they correspond to different processes. Degradation is a chemical process that

2 Work submitted as: X. Zhu and R.D. Braatz, A Mechanistic Model for Drug Release in PLGA
Biodegradable Stent Coatings Coupled with Polymer Degradation and Erosion, Journal of Biomedical
Materials Research Part A, under review.



involves scission of polymer backbones and formation of monomers and oligomers, and
erosion is a physical phenomenon designating the loss of material resulted from the
monomers and oligomers leaving the matrix [6]. Polymer molecular weight (MW)
change and mass loss are the two measures for quantifying degradation and erosion,
respectively. Degradation and erosion are coupled to each other, and they collectively
regulate the drug release rate in the PLGA stent coating [37]. Experimental studies have
been carried out for studying and designing PLGA stent coatings [39, 43, 45, 97], which
are based on the trial-and-error procedures. Complementarily, mathematical models
could provide guidance in device design and optimization prior to or in concert with
experimental procedures. While the literature is considerably rich in mathematical
models for drug release from biodurable stent coatings (to name just a few, [51, 53, 55]),

there is limited work in modeling biodegradable stent coatings for drug delivery.

Modeling the PLGA degradation and erosion is a prerequisite for drug release
modeling, and mechanistic approaches are most commonly employed, as described in
papers on PLGA-based drug delivery systems such as microspheres [73, 74]. A simple
and convenient approach for describing degradation, or the molecular weight change,
uses first-order degradation models [76-78, 98]. Some other models generate a system of
equations for all polymer chain lengths and compute the whole molecular weight
distribution [75, 99]. Such approaches have high computational costs and require very
detailed information for model initialization. As an alternative, a moments model adopts
a “shrinking core” approach to significantly reduce the number of equations [79]. The
moments model was extended by adding a monomer diffusion term for capturing the

transition between reaction-controlled and diffusion-controlled states [80]. A limitation of
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the moments model is often the closure problem of second or higher order moments,
which requires advanced treatment [100, 101]. PLGA erosion, or mass loss, is important
but yet limited modeling works are available in the literature. Among those works, a
combined bulk random scission and end scission model was proposed for explaining the
measured molecular weight change and mass loss in PLGA microspheres [75]. A
threshold of dissolvable oligomer size has been assumed in the calculation of the

measured polymer molecular weight and weight loss [99].

The autocatalytic effect, which occurs due to accumulation of acidic monomers
and small oligomers in the interior of the PLGA matrix and results in a heterogeneous
degradation rate, is also included by adding an acid concentration dependency on the rate
constants [83]. Assuming no mass loss and constant volume, a simple analytical
expression for the number average molecular weight in autocatalytic hydrolysis has been
derived [83]. A mass balance model was also developed for three species (polymer PLA,
oligomer, and monomer) where the monomer was considered to contribute to the
autocatalytic effect [82]. Existing treatments of autocatalytic effect are summarized in a
recent review [102]. Although interesting, the application of PLGA stent coating
typically has a small characteristic length for which spatial non-uniformity of proton

distribution disappears and the autocatalytic effect was not observed [97].

Accompanied and facilitated by PLGA degradation and erosion, drug release
undertakes significant impact from the changing properties of the polymer matrix
(porosity and PLGA molecular weight) and such factors need to be captured in the

diffusion drug transport. For heparin release in PLGA microsphere, the pore size was



modeled and an induction time for drug release was calculated [75]. The model, however,
used constant drug diffusivity for its drug release calculation. While macromolecular
hydrophilic drugs are limited by diffusion through the pore space, relatively smaller

hydrophobic drugs could diffuse through both the PLGA matrix and the pore space.

Table 5.1 Diffusivity dependency on molecular weight in literature models

Model Expression Reference
M Charlier et al.
D(M)=D,—2 5-1)
M [76]
k Siepmann and
DM )= D, + A (5-2)
v Peppas [77]

=—0.347x* +01.394x% —104. 16.
In D =-0.347x" +01.394 04.950x +316.950 (5-3) | Raman et al. [78]

x=nM,
DM,)=D,—kInM, (5-4) | Wadaetal.[84]

Several models have considered an effective drug diffusivity dependent on
polymer molecular weight change (summarized in Table 5.1) [37]. The diffusivity was
considered as being inversely proportional to the polymer molecular weight in an pseudo-
steady state model for mifepristone release from PLGA films [76]. An inversely linear
relationship between diffusivity and polymer molecular weight was also used [77, 98]. In
a piroxicam release model, an empirical correlation was proposed by determining drug
diffusivity in monodisperse PLGA microspheres with different molecular weights [78]. A
similar approach was also used for determining a correlation between initial PLA

molecular weight and apparent drug diffusivity [84]. Exponential dependency of the
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diffusivity on the concentration of non-degraded PLA was also seem [82]. The
aforementioned models, however, have not considered the contribution in the enhanced

drug diffusion through erosion and increasing porosity.

A predictive model should take into account the coupled aspects of PLGA
degradation, erosion, and drug release while maintaining the mathematical form as
simple as possible. In this work, a PLGA degradation-erosion model is proposed based
on the method of moments, from which an analytical solution for the PLGA mass loss
(erosion) rate is derived. The degradation-erosion model predicts the molecular weight
change and mass loss reported in different experiments. Drug transport in the PLGA
coating is modeled by utilizing a varying effective diffusivity that incorporates the effects
of PLGA molecular weight change, porosity change, and drug partitioning in the solid
and liquid-filled pores to describe simultaneous transport through the polymer solid and
the pore space. The coupled degradation-erosion model and the drug release model is
solved and validated for in vitro sirolimus release data using model parameter values
reported in the literature. The release model is also formulated as a parameter estimation
problem and solved via optimization to obtain the parameters with the best fit. Parameter
exploration in the model is also performed to investigate the impact on changing the

release profiles.

5.2 Theory and Methods

Drug release from a PLGA stent coating is a joint outcome of drug diffusion and the
coating degradation and erosion. Both biphasic and triphasic release profiles are observed,

with the latter having an additional phase of initial burse release. Burst release is typically
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found in large devices, which has been attributed to non-encapsulated drug or drug on the
surface. The burst effect is conveniently removed through adjusting the fabrication

technique and is not considered in this model [102].

degradation

erosion

Stage 1 étage 2

Figure 5.1. Two-stage scheme of coupled PLGA degradation, erosion, and drug release.
Stage 1: slow release by diffusion through the matrix; Stage 2: enhanced released
contributed by diffusion through both matrix and micro-porous structured formed

by polymer matrix degradation and erosion.

The mathematical model focuses on the two releasing stages that are
characteristic to PLGA drug release systems, involving an initial slow release and an
enhanced release (Figure 5.1). The slow release (Stage 1 in Figure 5.1) is contributed by
drug diffusion through the PLGA polymer solid phase at early times. For macromolecular
drug, the diffusion release can be negligible due to small drug diffusivity. As polymer
degradation continues and erosion start to occur with smaller products diffusing out of
the matrix, pores are formed and opened up within the coating. Drug diffusion is
accelerated by partitioning into and passing through the liquid-filled pores. Meanwhile,
the molecular weight of PLGA polymers also decreases as a result of the degradation.
Less molecular entanglement is present in the shorter PLGA chains, and drug diffusion
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through the PLGA polymer phase is also enhanced. Combining the drug diffusion
enhancement from both pores and reduced PLGA chain length, a faster release (Stage 2

in Figure 5.1) is observed.

Heterogeneous degradation and erosion could occur in Stage 2 when the diffusion
distance is relatively large and diffusion for small degradation products is slower than the
generation rates. The accumulation of the acidic degradation products (in particular
monomers) can increase towards the interior of the PLGA device, to further catalyze
degradation. This phenomenon, known as the size-dependent autocatalytic effect, leads to
spatial non-uniformity and increases the complexity of drug release modeling. In the
context of a stent coating, the coating thickness is on the order of 10 microns, which is

small enough that the autocatalytic effect does not need to be considered [10].

Two key components in modeling drug release from PLGA stent coating are (1)
capture of PLGA matrix change (porosity and PLGA molecular weight due to
degradation and erosion, respectively) and (2) description of the effective diffusivity
varying with the matrix evolution. Increasing porosity and decreasing molecular weight
change the drug diffusion rate, and collectively contribute to simultaneous drug diffusion
through the solid and porous phases. These aspects are modeled in the next two

subsections, respectively.

5.2.1 PLGA Degradation and Erosion Model

The degradation reaction of PLGA polymer P, of length n (number of monomer units) is

described by
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F; —*5P+P (5-5)

where k is the reaction rate constant. The reaction assumes that the breakage of chemical
bonds is random. Each polymer P, can be generated via degradation of longer chains and

consumed by breaking down into smaller chains.

In a PLGA stent coating, the change of polymer of length i is described by the

diffusion-reaction Equation 5-6,

LAY GO AT G
E—ax[D’.(Mw,yﬁ) ax)+k()c)[ (i—-DPF, +22 Pj) (5-6)

J=i+l

where P; is the concentration of polymer of length i, D; is the effective diffusivity, and x
is the coating thickness. The diffusivity of each polymer, D;, is distinguished for different
i, and is dependent on the average PLGA molecular weight M,, and matrix porosity ¢.

The reaction term describes all possible generation/consumption of polymer chains. In
general the rate constant k can vary with position. For example, in the autocatalytic

scenario, rate constant k(x) is an explicit function of local proton concentration. Equation

5-6 is the general model form for describing the PLGA degradation and erosion process.

Modeling the stent coating using the full complexity of model Equation 5-6 for all
polymer lengths is unrealistic, due to the complicated imperfectly known dependencies of
diffusivity and rate constants on other factors, and computationally expensive, as a result

of the huge number of partial differential equations. Existing models all utilize
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simplifications by adopting various assumptions. The two main assumptions of our model

are:

1. The diffusion of monomers (or neutralizing ions from the release buffer, if any) is
fast at the length scale of the stent coating and therefore the pH gradient within the
coating is negligible. As a result, the degradation reaction occurs homogeneously
throughout the coating. This assumption eliminates the spatial dependency of rate
constant k.

2. Because of their smaller size, the monomers diffuse through the coating much
faster than the oligomers, and contributes to majority of the mass loss (erosion) in
early times. Based on this fact, the second assumption considers that all monomers,
and only monomers, contribute to mass loss at early times before disintegration of

the coating matrix occurs.

Under the second assumption, the diffusion terms in Equation 5-6 for all polymer
lengths can be separated from the degradation reaction. Leaving only the reaction terms
in the equation, the model reduces to a set of ordinary differential equations that can be
conveniently transformed utilizing the method of moments (see Appendix A for detailed
description). With u, defined as the nth moment, the moments model is

duy
= ka-n) 7

du,
—1-0 -
dt (-8)
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dP

— = 2(#-B) (5-9)

where pp stands for the total concentration (number) of polymer chains, u, is the total
mass (or total number of polymeric units) without consideration of mass loss, and P; is

the concentration of monomers. Observe that g, is a constant in Equation 5-8.

The moment model can be analytically solved to obtain (see Appendix A for the

derivation),
\
— 1 1 —kt
ﬂo—ﬂl‘l"ﬂl(M 0_ € (5-10)
a, J
2 (1
B=p+p|l-—— e +2u | ——~1]e™ (5-11)
a0 \ M 20

where M, g is the initial number-average molecular weight (MW). From Assumption 2

and the assumj)ﬁon that the weight change induced by the addition of water molecules is
negligible compared to the weight of polymer, the fraction of mass loss, or erosion rate, is

calculated by

P
. =4=1+(1—MLJ8_2’“+2(A; _1]8—3 (5-12)
0

,U 1 n, n0

By definition, the number-average MW is given as the total number of monomer

units divided by the total number of chains,
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H 1
H 1+( 1 _1Je—u (5-13)
Mu,O

As time t approaches infinity, Equation 5-13 indicates that the number-average
MW approaches one, which corresponds to complete degradation. Considering the loss of
monomers, the modified number-average MW is

M =

n

Ay M 1 2
moP M2 (5-14)
M -1

n0

The weight-average MW is, however, not solved by the moments model because
of the closure problem encountered on the second moment (illustrated in Appendix A).
Alternatively, the commonly used first-order degradation model is adopted for modeling

the weight-average MW change,
-k
M,=M, e~ (5-15)
where My, ¢ is the initial weight-average MW.

5.2.2 Drug Transport Model

The drug transport in the coating proceeds by diffusion mechanism. Assuming that the

drug is uniformly dispersed in the coating, the drug release is described by
oC 0 oC
—6;=g[0, (Mwa¢)g) (5-16)
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where D, is the effective drug diffusivity that is dependent on the evolving molecular

weight and porosity.

As a consequence of the degradation and erosion, the key in predicting the drug
release is finding a good description of the evolving effective diffusivity. As mentioned
in the introduction, existing models typically consider only part of the affecting factors
empirically (e.g., influence of molecular weight change, Table 5.1). In this model, an
effective drug diffusivity is derived that incorporates the diffusivity in the polymer phase
(Dy), the diffusivity in the liquid-filled pores (D;), porosity (¢), and drug partitioning

between the liquid-filled pores and solid PLGA phase (x):

(1-$)D, + x¢D,
T 1-g+np (5-17)

where the derivation is in Appendix B. The diffusivity in the polymer phase (D,) further
depends on the changing molecular weight. The various models summarized in Table 5.1
all correspond to this particular aspect. According to reptation theory in polymer physics,
this diffusivity correlates with the average molecular weight (e.g., weight-average MW)

through the scaling law [103],

M\
D: = DsO [M J (5-18)

with a theoretical value of power a equal to 2.

A comparison of the power law model (5-18) with the literature fit in model (5-3)
is illustrated in Figure 5.2 for initial diffusivities measured in piroxiam-releasing
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monodisperse PLGA microspheres. The power law model (5-18) matches the
experimental data with @=1.714 and R*=0.9999 . Extending the models to the low
molecular weight region, the predicted diffusivity is much more reasonable for the power
law model (5-18) and stays within the physical range. Based on the analysis, the power

law model (5-18) is adopted for modeling D,.

10"° e .
N O Experimental data
Q) NG T Model (3), Raman et al. [20]
NE . \‘ --=-=-Power law model (18)
S~ » S 4
> 10 \\
2 \
D AN
- AN
= N
Py -10 \
010 - o 1
O) ~,
E - .'""'---....-__ ~\\~s
o -
20 e '-9--0.90
10 TJ IS ._-.-4 . e e e o= 5
10 10 10 10
PLGA MW

Figure 5.2 Estimation of the dependency of drug diffusivity in the polymer phase on the
PLGA average molecular weight. The power law model gives a more physically

reasonable prediction at low molecular weights than the model (Equation 5-3).

Equation 5-17 can be verified with two simple scenarios. When no pores exist, or

¢ = 0, the expression reduces to D;, which is the drug diffusivity in the polymer solid. At
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the other extreme with the porosity of one, or ¢ = 1, the expression reduces to the

aqueous drug diffusivity D;.

A quick note is that in Equation 5-17, the effect of geometric factors was not
included. Such factors include the tortuosity, which describes how tortuous the pore
connections are, and constrictivity, which is a hindering effect if the pore size is
comparable to the drug molecule size [85, 87]. Parameters for such factors are typically
empirical, and could be incorporated with existing formulas [86]. In this work, the factors
of tortuosity and constrictivity are assumed constant. According to the knowledge of the
authors, this is the first time in the literature that such an effective diffusivity formula is
developed to describe simultaneous drug transport through degrading polymers and

eroding pores in a stent coating, while taking into account the key controlling factors.

5.3 Results and Discussion

In this section, the degradation and erosion model as well as the drug release model are
validated by comparing with experimental data reported in the literature. Three
distinguished experiments independently done in different groups are utilized for model
validation. The information of the three sets of experiments are labeled and summarized

in Table 5.2.
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Table 5.2 Sources and information of the experimental data used for model validation

PLGA Composition =~ PLGA weight-average

Label Reference
(LA:GA) MW
Dataset 1 50:50 37954 Batycky et al. [75]
Dataset 2 53:47 7.69x10* Wang et al. [45]
Dataset 3 Unreported Unreported Xietal. [97]

5.3.1 Predicting PLGA Erosion

The erosion model as derived in Equation 5-12 describes the mass loss as a function of
time and initial number-average MW. The model parameter, degradation rate constant k,
is determined from the half-time of the number-average molecular weight decay. A
reported value in the literature is used, with k = 2.5 X 107 7s™? (half-time is 35 days)
[75]. The measured mass loss in all the three datasets falls on the model prediction

(Figure 5.3).

It is interesting to note that, even though the initial PLGA number-average MW is
different in all three data sets, their model predictions overlap. The explanation lies in the

insignificance of the term 1/M, o compared with 1 in Equation 5-12, due to the typical

large initial number-average MW in PLGA polymers. Consequently, Equation 5-12 is

further simplified as

T = 1+e2F —2e™ (5-19)
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Figure 5.3 Weight loss predicted by the analytical erosion model matched the three

experimental datasets.

To the knowledge of the authors, it is the first time in the literature that an

analytical mode] is proposed for describing mass loss in PLGA polymer thin films.

5.3.2 Predicting PLGA Degradation

In theory either the number-average MW or weight-average MW can be used for
characterizing the degradation. Compared with weight-average MW, the number-average
MW is significantly affected by the presence of low MW polymers such as monomers
and oligomers. The low MW polymers are, however, difficult to be detected due to the
resolution limitation of equipments. As a result, the number-average MW measurements

in PLGA degradation only represents contributions from polymers with size larger than
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the lower detection limit [75]. The limit for PLGA is suggested to be oligomers with 9
polymeric units. As a result, the comparison of the number-average MW model
(Equations 5-13 & 5-14) with experiments becomes difficult. As expected, model
equations would predict much faster decay in number-average MW than what would be

observed in experimental measurements.

Experimental determination of the weight-average MW is more robust as it is less
influenced by the exclusion of small degradation products in the measurement. In the
weight-average MW model, as described in Equation 5-15, the model parameter k, is
distinguished with parameter k used in the erosion model and the number-average MW
change. While k corresponds to the reaction rate constant and is estimated via the half-
time for the decay of the number-average MW, k,, is conveniently obtained through the
half-time for weight-average MW decay. The k, is acquired as k,, = 7.5 X 107 7s™1
through the same experimental source for k [75]. Similar values are reported in other

experimental studies [78, 98].
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Figure 5.4 Molecular weight change predictions using the degradation model. (a) Model
prediction for weight-average MW in data set 1 and data set 2. (b) Normalized

weight-average MW in all three data sets compared with model prediction.
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The degradation model predicting the weight-average MW is compared with the
experimental datasets in Figure 5.4. Figure 5.4(a) plots the experimental measurements
for two data sets. The model predictions are nearly perfect for data set 1, from which the
model parameter k,, was determined. The model predictions for data set 2 are satisfactory
except for Day 20, where the particular data point is much lower than the model
prediction. While the abrupt drop is proposed to be associated with the increase in mass
loss at the same time point [45], the occurrence is unclear as no measurement was
available for later times. The normalized molecular weight change is plotted for all three
datasets in Figure 5.4(b). For data set 3, although the initial molecular weight is unknown,
the model predicts the molecular weight change fairly well for the entire time course up

to 60 days.

5.3.3 Predicting Sirolimus Release from PLGA Coating

To model the drug release, the effective drug diffusivity (4-17) requires information input
for average MW and porosity. The average MW can be directly obtained via
incorporating the validated first-order degradation model in the previous section. By
assuming constant volume of the coating matrix and the same density for PLGA

polymers of different lengths, the porosity is related to the mass loss (4-19) via
$=¢ + (l - ¢o) (1 +e k- 26_'“) (4-20)
where ¢y is the initial porositj.

The complete set of equations for describing the drug release is summarized in

Table 5.3 for clarity. As a demonstration, the model is solved for predicting in vitro
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sirolimus release from PLGA stent coating. The wash out boundary condition is utilized
on the external surface of the stent coating. The initial porosity is assumed to be zero. As
both sirolimus and piroxiam are hydrophobic drugs with small molecule size, the power

law model (5-18) for D, and «=1.714 are adopted for modeling sirolimus from Section

2.1.
Table 5.3 Summary of complete set of equations for the drug release model

oC 0o oC
—=—|D,(M,.8)= 1

Drug Transport P 6x( e( "¢)6x) (5-16)

1-¢)D +x¢D
Effective diffusivity = 1-9)D, +x¢ L (5-17)
¢ 1-g+xp

Diffusivity in polymer M)
D =D, LJ (5-18)

solid Mw,O

PLGA average MW M =M d (5-15)

Porosity change p=¢+ (l —¢0)(l +e M _2¢7H ) (5-20)

The model is solved using the numerical method of lines. The spatial dimension
(x) is discretized, which results in a system of ordinary differential equations (ODE). The
system of ODE:s is conveniently solved using a standard ODE solver in Matlab (odel5s).

The numerical procedure is straightforward and details are not included here [104].

Sirolimus release of two loadings (1% and 2% loadings) was used for comparison
(Figure 5.5). The predicted sirolimus release in the model matches the experimental data

quite closely. Because the loadings are relatively low, the drug could be considered as in
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a dissolved state. As a result, the percentage release profiles overlap for the two loadings
both experimentally and in the model. Only three parameters are used in the drug release
model: the drug diffusivity in the initial PLGA solid (D), aqueous drug diffusivity (D;o),
and drug partitioning coefficient (). The values of the parameters are directly obtained
from ranges reported in the literature (summarized in Table 5.4). The model predictions
capture the biphasic release behavior, and describes the process of simultaneous diffusion

through polymer solids and the liquid-filled pores.
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Figure 5. 5 Model prediction matches experimental data of sirolimus release from PLGA

coating.

In order to obtain the parameters that best fit the experimental data, the model is

also formulated as a parameter estimation problem. The parameter estimation defines an
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objective function that minimizes the summed square error (SSE) between values of

model predictions and experimental data,
SSE = min{y" (Model Prediction - Data)’} (5-20)

and is conveniently solved using the optimization toolbox (fmincon) in Matlab. The
parameter values obtained via optimization are very close to the initial values used in the
model (Table 5.4). The small difference indicates that the parameter values are optimal

and further supports the validity of the model.

Table 5.4 Model parameters and estimated values via optimization

Estimation via
Model Parameters Initial Values Reference Range
Optimization
10°~107 [105,
Partition coefficient x 107 1.0035x10™*
106]
Initial diffusivity in PLGA
107 9.9826x10° | 10° ~107[78, 98]
polymer D (um®/s)
Diffusivity in aqueous phase
. 50 49.6386 10 ~10°[103]
D,y(um” [ s)
MW change model parameter a 1.714 1.7179 ~2[103]

The drug release model in this work is also compared with existing models
(Figure 5.6). Using a constant diffusivity in the polymer coating results in a very limited
release. Including the MW dependency in the diffusivity results in significant
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enhancement in the drug release. However, the discrepancy between that model and our
model indicates that the contribution from diffusion through the pores described in our
model is significant. As the comparison suggests, the simultaneous diffusion through the
polymer solid and the pore space is the most appropriate mechanism for describing

sirolimus release in PLGA stent coating, and is only captured in our proposed model.
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Figure 5.6 Sirolimus release profiles predicted in different models.

5.3.4 Analysis of the Hydrophobicity Parameter on Release Rate

The partitioning coefficient (k) reflects the hydrophobicity of the drug. The smaller the
partition coefficient, the less water-soluble the drug is and the higher the tendency that
the drug prefers to stay within the polymer solid. The effect of the partitioning coefficient

is illustrated in Figure 5.7 by fixing the other parameters (e.g., drug diffusivities in the
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polymer solids and aqueous phase). With higher partitioning coefficient value, faster
release is predicted. The release profiles all exhibit biphasic characteristics. For all
release profiles, the release profiles have the lower bound specified by the curve

corresponding to x = 0.
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Figure 5.7. Impact of drug hydrophobicity on the drug release behaviors in PLGA stent

coating.

5.3.5 Limitations and Possible Extensions of the Model

The model developed in this work considers the various important factors that
collectively regulate the drug release in PLGA stent coatings. While demonstrating

successful predictions, the model does have limitations and it is worthwhile for further
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research in several aspects that could produce even better predictability and extended

applicability.

The first limitation lies in the simplifications adopted in the development of the
effective drug diffusivity. As pores are formed randomly throughout the polymer matrix,
the path through the pores could zigzag and the tortuosity effect may be significant.
Correspondingly, the diffusivity contribution corresponding to the pores would be
reduced. This modification would correct the higher predicted release than measured data
at times around 10 to 20 days in Figure 5.5. Usually included as an empirical factor, the

tortuosity effect could be potentially incorporated if sufficient information was available.

While this work focuses on hydrophobic drug with relatively small size, which
are typically used in drug-eluting stent applications (i.e., sirolimus, with MW of less than
1 kDa), the model application could be extended to the release of macromolecular
hydrophilic drugs (such as proteins or genes). In such situations, another factor besides
the tortuosity effect, called constrictivity, would become important. The constrictivity
describes the delay and hindrance in diffusion through pores when the pore size is
comparable to the drug molecule size, and expressions for describing the factor are
available. As a result, utilization of the constrictivity effect would require knowledge of

the pore sizes in the coating.

In the erosion model, only monomers were included as the source for weight loss
so that simple analytical expression could be derived. In reality, dimers, trimers, and
other oligomers may all contribute to the weight loss to varying extents. Even though

treated with simplification in this work, the autocatalytic effect could have some
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influence in PLGA stent coating systems. Capture of those details in the degradation and

erosion model may offer extra benefits in improving the drug release prediction.

5.4 Conclusions

This chapter develops a complete model set for describing the PLGA degradation and
erosion and coupled drug release from PLGA stent coating. An analytical and simple
expression for the PLGA mass loss was derived for the first time in the literature, as well
as analytical expression for the number-average MW change. The mass loss model and

the first-order degradation model are validated with experimental data from the literature.

Simultaneous drug diffusion through polymer solid with changing average MW
and liquid-filled pores was modeled, and an effective drug diffusivity model was derived
taking into account various factors including polymer MW change, diffusivity in the
polymer, diffusivity in the liquid-filled pores, and drug partitioning between solid and
liquid phases. The model was demonstrated for sirolimus release from PLGA stent
coating and predicted experimental data in the literature. Comparison of the proposed
model with existing models revealed the significance of simultaneous sirolimus diffusion

through polymer solid and pore space. The impact of drug hydrophobicity was also

demonstrated using the model.

The mechanistic model developed here has potential for application to the design
of PLGA coatings for drug-eluting stents. The model can also be extended for
applications to other PLGA-based drug delivery systems. The limitations are also

discussed that provides guidance in possible model improvements.
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5.5 Appendix A. Derivation of the Differential Moment

Equations

Under the assumptions in Section 2, the partial-differential equations are reduced to

ordinary differential equations. The change of polymers of different length is given by,

N
& dP
dt i
dF,

N
—=kB+2% )P

3

dP, y
—2=-2k P,+2k D P,
dt =

dpP N
—L=—(Gi-Dk P +2k P
dt ( )n i nz J

j=i+l

dPN-Z N
AL =~(N=-3k P, +2%, 2P
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—Id = (N -2k P, + 2k P,

dP,
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dt ¢ kB

(5-Al)
(5-A2)

(5-A3)

(5-A4)

(5-A5)
(5-A6)

(5-A7)

Define the nth moment of the polymers as

(5-A8)

Physically, the zeroth moment corresponds to the total number of polymers in the

system, while the first moment stands for conservation of polymer units.
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Summing all equations (5-A1)~( 5-A7) gives an equation for the zeroth moment,

N
d)'P
d S S ip S )
__»‘i=_ﬂ_=kn2(j_1)pj=kn(2jpj_zl’j)=kn(ﬂ,—#o) (5-A9)
dt dt j=2 J=1 j=t

Similarly, the first moment is given by

N

dyip

N
fﬂ=__f=l_=_k Zj(j“l)P-+2k Z[l+---+(j—l)]P. =0 (5-A10)
dt dt nj=2 / "j=2 4

which implies that 4 is a constant.

The change of monomer is described by

=2k (4,—B) (5-Al1)

&5

The second moment can be derived as

du, 1 1 ‘
Ty VN ey -
& ,(3!‘1 3#3) (5-Al12)

However, it is clear that the equations for the higher order moments do not have
closure (that is, the differential equations for the ith moment are algebraic functions of

higher order moments).
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With initial condition po(t = 0) = py /My, where My is the initial number-

average molecular weight, and P;(t = 0) = 0, Equations (5-A9) and (5-All) are

analytically solved to give
1 -k
= " ~1le (5-A13)
P= -2 |e 2 | Leoq o™
=+ —M—w e +2u M -1le (5-A14)

5.6 Appendix B. Derivation of the Effective Drug Diffusivity

Consider one-dimensional transport in a small control volume consisting of polymer
matrix and pore space (Figure 5.B1). The drug transport is contributed by both diffusion

through the pore space and diffusion through the polymer solid.

Figure 5.B1. Illustration of one-dimensional drug diffusion through pores and polymer

solid in a small control volume.

The drug transport through the polymer solid is given by
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oA -gVCy)

——==(1-$)AD,VC,

oA (-BD)

and the drug transport through the pore space is given by

A#VC,)
= (5-B2)

= $ADVC,

x=x+Ax "’
x=x + A JSL

where A' is the interface area between the solid and pore space within the micro control
volume, Jg1 is the flux through the solid and liquid interface, and Cs and C; denotes the

concentration within the polymer solid and the liquid filled pores, respectively.

Summing Equations 5-B1 and 5-B2 gives an expression for the total drug

diffusion,

el #D,VC,

V(a(a —#)C,) | 3¢C) ) (5-B3)

= 5 ) = A(1-4)D,VC,

Note that the interfacial diffusion terms cancel due to the opposite signs.
Assuming that the drug is in partitioning equilibrium between the pore phase and solid

polymer phase gives
C, =«C, (5-B4)

where x is the partition coefficient. Substituting Equation 5-B4 into 5-B3 gives

V[a((l—¢)cs+¢q) s (5B5)

~ ] = A((1-¢)D, +x¢D, ) VC,
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The average drug concentration over the entire control volume is given by

C,. =1-9)C;+¢C, (5-B6)

As ¢ is only a function of time (uniform degradation throughout the coating),

VC,, =(1-¢+¢x)VC, (5-B7)

Substituting 5-B6 and 5-B7 into 5-B5S gives

ac (1-@)D_+x¢D s
V ave — A S L VC x=x+ z
ot ( 1- ¢+ ) e | x=x (5-B8)
For infinitesimal Ax,
oC (-@$D,+x4D, )\,
ave V C _
ot ( 1-¢+xp e (5-B9)

Correspondingly, the average concentration in the coating is described by

oc .
—==DV'C,, (5-B10)

where D, is the effective diffusivity defined as

b _=#D +x4D,
¢ l-g+xp

(5-B11)
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CHAPTER 6
INTEGRATED MODEL FOR INTRAVASCULAR DRUG

DELIVERY FROM A PLGA-COATED STENT®

6.1 Introduction

Drug-eluting stents are commonly used in the coronary angioplasty procedures to both
provide structural support and release drug molecules locally at the implanted arterial site
for preventing adverse outcomes (such as in-stent restenosis) in the patients [9, 13, 95].
Biodurable (or non-erodible) polymers are the predominant type of stent coatings for
carrying active drug compounds, whereas recent studies have suggested issues potentially
related to the slow drug release in the biodurable coatings and the hypersensitivity to the
permanent presence of polymer coating in the arterial wall [10, 18, 19, 34]. Improving the
design and performance of drug-eluting stents is a long-term research topic. Among the
various research directions, the utilization of biodegradable polymer coatings in place of
the biodurable coatings has been proposed [20, 33]. In particular, biocompatible
poly(lactic-co-glycolic acid) (PLGA), and allows tunable drug release rates based on
different polymer molecular weights, has received a high amount of interest in ongoing
drug-eluting stents research [39, 40, 43, 45, 47]. While most studies were carried out for
examination of release under in vitro conditions, further evaluation of PLGA stent
coating for in vivo evaluations of implanted stents are necessary and are typically

significantly more costly.

3 Work published as: X. Zhu and R.D. Braatz, Modeling and analysis of drug-eluting stents with
biodegradable PLGA coating, Journal of Biomechanical Engineering, 2014. doi:10.1115/1.4028135

95



Mathematical models and simulations have been widely employed in the research
of drug-eluting stents ranging from in vitro drug release evaluation to intravascular
delivery investigations. Especially, models for studying the intravascular drug delivery
process can help to acquire detailed information about the drug release, delivery, and
distribution into the arterial wall, and can provide additional insights into the stent-based
drug delivery systems. Some models simplifies the stent coating into a source term for
providing drug concentrations, and focus on investigating the arterial drug distribution
surrounding the stent struts without explicitly modeling the drug transport in the stent
coating. Such models were used in the analysis of convective and diffusive drug transport
comparison in the arterial wall [55], mechanics of stent expansion and drug distribution
[70], and impact of blood flow on drug deposition in the arterial wall [63, 67]. Other
models have incorporated the biodurable coating to model the drug release from the
coating and subsequent drug uptake in the arterial wall. In those models where the
biodurable coating is explicitly modeled with a constant drug diffusivity, drug release and
arterial drug distribution have been investigated considering the effects of drug
diffusivities in the coating and in the arterial wall [54, 56, 107, 108], coating thickness
[56], the strut embedment [54] and compression [109], reversible drug binding [65, 108],

and multi-layer structure of the arterial wall [58, 59].

So far little modeling work has been published on intravascular drug delivery
using biodegradable stent coatings. A degradable stent coating has been modeled by
artificially switching the values of drug diffusivity in the coating reservoir based on a pre-
defined drug concentration threshold [57], which does not mechanistically model the
coating erosion process. While various models have been proposed for describing the in
vitro drug release coupled with polymer degradation and/or erosion in PLGA drug
delivery systems (for microspheres [37, 74, 102] and thin film stent coatings [82, 110]),
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such mechanistic models have not been utilized to model the intravascular drug delivery

from a PLGA stent coating.

This chapter presents a mathematical model that describes the integrated process
of drug release in PLGA coating and subsequent drug delivery, distribution, and drug
pharmacokinetics in the arterial wall. A mechanistic model for drug release in the PLGA
coating is adopted that couples the drug diffusion to the PLGA degradation and erosion
(Chapter 6, [110]), and the adopted model is integrated with an arterial wall model where
the drug pharmacokinetics in the arterial wall is modeled as a reversible binding process
(Chapter 5, [108]). The integrated model further incorporates drug internalization for
cellular drug uptake, interstitial fluid flow, and strut embedment as model factors. For
drug diffusion in the arterial wall, an anisotropic drug diffusivity is considered and is
analytically calculated based on the structural properties of the arterial wall. The model is
simulated using the finite element method. The simulations first compare the
biodegradable PLGA coating with a biodurable coating for stent-based drug delivery. For
a stent with PLGA coating, the model simulations further investigate the impact of drug
internalization, interstitial fluid flow in the arterial wall, and stent embedment on drug
release in the coating, arterial drug levels, and arterial drug distribution. Development of
such a detailed integrated model helps to provide insights into the design and evaluation

of biodegradable PLGA coated drug-cluting stents for intravascular drug delivery.

6.2 Model Development

In the model scheme, an implanted stent is studied in the artery where the stent struts are
evenly placed in the cross-section of the lumen (Figure 6. 1(a)). The strut-arterial wall
configuration is based on a previous study of a biodurable polymer coating carried out by
the authors [108] and is typical for stents applications [55]. The blood flow is in the
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direction into the paper plane. Typical square-shaped stent struts are considered [56, 58,
88]. Due to symmetry, a single stent strut with its surrounding arterial wall domain is
extracted for the study to reduce computational cost. The extracted model domain is
illustrated in Figure 6. 1(b), where half of the stent strut is embedded into the arterial wall.
Different from the previous study of biodurable coatings in Chapter 5, here the curvature
of the arterial wall is retained rather than simplified as being flat. The Cartesian
coordinate system (noted as x, y) is used for describing the domains including the square-
shaped stent strut and the stent coating, and the cylindrical coordinate (noted as r, 0) is

adopted for the curved arterial wall domain.

center of the lumen
stent strut Y

PLGA Coating

the arterial wall perivascular space |
(a) (b)

Figure 6.1 (a) Cross-sectional view of an implanted stent in a coronary artery. (b)

Schematic of a single stent strut with PLGA coating half-embedded into the

arterial wall. Cartesian coordinate (x, y) and cylindrical coordinate (r, &) are both

illustrated.

The mathematical models for important phenomena governing the drug delivery
process are described in the following subsections. The model for describing drug
transport in the biodegradable PLGA coating was adapted from Chapter 6, and the model

for drug transport and pharmacokinetics in the arterial wall was developed based on
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Chapter 5 for biodurable coating [108]. The integrated model provides a tool for
evaluating PLGA-coated drug-eluting stents for intravascular drug delivery.

6.2.1 Drug Transport in the PLGA Coating

The drug release in the PLGA polymer coating is a process coupled to the degradation
and erosion of the PLGA polymer matrix. Degradation represents the chemical process
that breaks down the polymer chains and results in decreasing PLGA molecular weight,
and erosion is the physical process characterized by the polymer mass loss [6]. Both
degradation and erosion can facilitate drug molecule diffusion, as molecular weight
reduction induces less entanglement of polymer chains in the PLGA bulk, and the mass
loss creates pore space. For PLGA microsphere systems, a good number of mathematical
models have been proposed in the literature to describe the degradation and erosion
process of PLGA microspheres and to take into account the degradation and/or erosion
contribution in the drug release process [37, 74, 102]. The proposed models typically
incorporate a variable drug diffusivity that depends solely on the PLGA molecular weight
change [76, 78, 84, 98]. An exponential dependency of drug diffusivity on the
concentration of undegraded PLA was also seem in a model for PLA stent coating [82].
In a recent work of the authors, a model was proposed for drug release in PLGA stent
coating that considers contributions to the effective drug diffusivity from both
degradation and erosion of PLGA [110], where the importance of dual contributions in
the effective drug diffusivity was validated and démonstratcd for in vitro sirolimus
release from PLGA coating. The model is utilized here to describe the drug diffusion in
the PLGA coating coupled to polymer degradation and erosion; readers interested in the
detailed derivation of the mathematical model are referred to [110].



The drug diffusion through both the polymer bulk with decreasing PLGA
molecular weight and the pore space with increasing pore volume fraction in the matrix is
described by incorporating an effective drug diffusivity. The drug transport in the PLGA
coating is modeled by

ocC o°C o°C

o Do PPy

(6-1
where D, . is the effective drug diffusivity in the PLGA coating and is described by

_ (1"¢)D:o (Mw/Mwo)_a +K¢Dto
Le 1-¢+xp

(6-2)

The effective diffusivity is a function dependent on the changing PLGA
molecular weight M,, and the evolving coating porosity ¢ . Dgp is the initial drug
diffusivity in the PLGA polymer before degradation, Dy is the drug diffusivity in the
aqueous phase, My is the initial polymer molecular weight, a is the dependency of drug
diffusivity on PLGA molecular weight, and x is the drug partition coefficient between

PLGA solid and aqueous phase (defined as concentratibn in aqueous phase divided by

concentration in the solid phase at equilibrium).

The PLGA molecular weight change is described by a first-order decay model
given by [76, 78, 98]

M, =M™ (6-3)

The porosity change, which is related to the mass loss of the coating, was

analytically derived as [110]
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b=, +(1-4)(1+e™ -2¢™) (6-4)
where @ is the initial porosity in the PLGA polymer matrix and is assumed zero.

In Equations 6-3 and 6-4, the k,, and k, are degradation rate constants

corresponding to weight- and number-average molecular weight change, respectively,
and their values were experimentally measured [75]. Equations 6-1 to 6-4 provide the
complete set of equations for describing drug transport in the PLGA coating. As PLGA
undergoes bulk erosion, the coating experiences mass loss while the integral structure is
maintained. The coating structure has been reported to maintain integrity during the
entire degradation period, until much later time after complete elution of the loaded drug
[47]. Therefore, the coating domain can be considered as intact for the time span of

interest.

6.2.2 Drug Transport in the Arterial Wall

Once released into the arterial wall, the drug molecules are exposed to the physiological
environment in the arterial wall. While drug molecules diffuse within the arterial wall,
various drug-tissue interactions occur that affect the arterial wall drug transport,
distribution, and drug uptake [25, 111]. The drug-arterial wall interaction has been
commonly modeled as a reversible binding reaction of the drug molecules with binding
sites present in the arterial wall, as shown in Equation 6-5 [57, 65, 108, 111]. In the
process, bound drug Cp is formed by associating free drug Cr with the available binding
sites S. The bound drug is immobilized and only the free drug can diffuse. The reversible
binding process, however, does not provide a mechanism for drug consumption (e.g. drug
uptake by tissue cells), which can be characterized by drug internalization [112-114]. To
take this factor into account, drug internalization (Equation 6-6) is modeled in this model
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which assumes that, once drug molecules are associated with binding sites, the cells take
up and metabolize drug molecules as a first-order reaction. The internalization step, as a

result, regenerates a binding site S for every internalized drug molecule C;:

. . k
Drug binding: Cr+S —;(%—)CB (6-5)
Drug internalization: C;—54>S+C, (6-6)

The drug transport and interactions in the arterial wall are described for the three
drug forms in Equations 6-7, 8, 9. The cylindrical coordinate system is used for the
arterial wall domain for handling the curvature (Figure 6.1(b)):

ocC oC
+

Fy —ZF
Eree drug C oo T or ©7)
ree drug Cr: 2 g
10 ocC D oC
e e R S
oC,
Bound drug CBI atB = ka (So - CB) CF - deB - kiCB (6"8)
Internalized drug oc
# = k,.CB (6-9)

C]I

where Sp is the initial concentration of binding sites in the arterial wall. Among the three
drug forms, only the free drug is able to diffuse within the arterial wall (Equation 6-7).
The equation describes two different drug diffusivities in the arterial wall: Dg in the
circumferential direction and D, in the transmural direction. A convective transport term
is also included for investigation of the potential impact of transmural interstitial flow in
the arterial wall with velocity v,, which is driven by the pressure difference between the

lumen and the perivascular space [115]. For correspondence to scenarios where drug

internalization and interstitial fluid flow were not modeled, the factors can be turned off
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by setting the internalization rate constant k; and the interstitial fluid flow velocity v, to

ZEero.

Because of the elongated shape of smooth muscle cells and the consequent
anisotropic arterial wall property, arterial drug diffusion in the transmural direction is
hindered, which results in a much smaller apparent drug diffusivity in the transmural
direction than that of the circumferential direction [31]. The anisotropic drug diffusivity
in the arterial wall has been investigated and revealed impact on drug delivery and
distribution in a few studies, where the anisotropic ratio was either treated as a parameter
or had empirical values [55, 58, 108]. Theoretical quantification of the drug diffusivity
anisotropic ratio, however, does not seem to be published in the literature. In this model,
the anisotropic diffusivity is analytically quantified by adopting the expression for
estimating effective diffusivity in periodic composite with impermeable flakes [103],

D 1

D, _
D 1+&#/(1-4,) (6-10)

r

where a is the aspect ratio of smooth muscle cells (defined as the smaller cell dimension
in the circumferential direction divided by the cell thickness in the transmural direction)
and ¢ is the volume fraction of smooth muscle cells in the arterial wall. With the
volume fraction of smooth muscle cells measured as 60-70% [116], and consider an
aspect ratio of 3 [117, 118], the expression estimates an anisotropic diffusivity ratio
Dy /D, of 9.1-15.7. The estimated range correspond to the reported values (around 10)
fairly well [S5]. For larger aspect ratio of the cells, even higher anisotropic ratio could be
expected through the estimate of expression. In this work, an anisotropic ratio of 10 is

used throughout the simulations.
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6.3 Numerical Simulation

With appropriate boundary conditions and initial conditions, the integrated model can be
solved for the domain described in Figure 6.1(b). For the simulation studies, zero drug
concentration is assumed at the coating-lumen interface considering a wash-out condition
by the bloodstream, and also at the perivascular interface considering drug clearance [S5,
65]. At the arterial wall-lumen interface, the drug flux into the lumen is assumed as zero
considering the barrier effect of the endothelial layer and the typically high
hydrophobicity for drugs used in drug-eluting stents (such as sirolimus and paclitaxel)
that lead to very limited drug dissipation into the bloodstream from the arterial wall [54,
57, 108]. The no flux boundary condition is also applied to the left and right boundaries
based on symmetry, and at the coating-strut interface. At the coating-arterial wall
interface, an equal flux constraint and equal concentration partitioning are applied. For

the initial conditions, the drug is initially uniformly distributed only in the coating.

While the models proposed here are generally applicable, the model parameters
can vary depending on the different drugs. For the simulation studies, the model
parameters are based on sirolimus. However, little information for drug internalization is
available. In order to investigate the internalization factor, a range of its rate constant
values is considered with respect to the dissociation binding rate constant (Section 3.2).
The dimensions defining the model domain and the model parameters are summarized in

Table 6.1.

The mathematical model with domains shown in Figure 6.1(b) was implemented
in COMSOL 4.2, which is a simulation platform based on the finite element method. The
model domains consist of a single stent strut with coating and the surrounding arterial

wall with curvature. The coating and arterial wall domains are meshed as illustrated in
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Figure 6.2, where the actual mesh for simulations was much finer. Considering the much
smaller scale of the coating domain, a finer mesh in the coating than the arterial wall is
used. Boundary layers with smaller mesh-size are also imposed at interfaces with non-
zero flux (coating-lumen interface, coating-arterial wall interface, and perivascular

interface) to improve the simulation accuracy.

Figure 6.2 Ilustrated mesh of the model domain. (The actual mesh used in simulation is

much finer.)

A thorough mesh convergence test was carried out for determining the mesh sizes
for model simulations (Figure 6.3). The convergence test is performed with constant drug
diffusivities in the coating and in the arterial wall, and the relative error was calculated
for the drug release profile based on an extremely fine reference mesh. The reference
mesh uses sizes of 0.2 pm for the coating and 2’ um for the arterial wall, and contains 2

million cells.

In the convergence test, the relative errors were similar and stayed under 0.5% for
different mesh size of the arterial wall domain, while the mesh size of the coating is
remained the same at 1 pm (Figure 6.3(a)). Choosing a mesh size of 5 pm for the arterial
wall domain, a mesh size of 0.5 pm was selected for the coating (Figure 6.3(b)). The final

mesh gives relative error of less than 0.1% and contains 257,712 cells.
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Table 6.1 Summary of Model Parameters

Parameters of the model domain

Outer diameter of the artery 3mm [54]
Thickness of the arterial wall 200 pm [65, 112]
Thickness of the stent strut 140 pm [88]
Thickness of stent coating 30 um [39]
Mesh size for the arterial wall S pm
Mesh size for the coating 0.5 pm
Mesh size for the boundary layers 0.2 pm
Parameters of the mathematical model
Drug diffusivity in the initial PLGA polymer, Dsg 1075 pym?/s 98, 110]
. ) [103,
Drug diffusivity in the aqueous phase, D;y 50 um</s 110
1
Transmural drug diffusivity in the arterial wall, D, 107! ym?/s [25]
Anisotropic ratio of drug diffusivity in the arterial wall, as
10
Dg /D, derived
Association rate constant, kg 10*L/mol-s  [89, 111]
Dissociation rate constant, k4 1072 1/s [89, 111]
L Ooras
Internalization rate constant, k;
: mentioned
Weight-based PLGA degradation rate constant, k,, 75 x1077 1/s [75]
Number-based PLGA degradation rate constant, k, 25x10771/s [75)
Molecular weight dependency of diffusivity, a 1.714 [78, 110]
P » —4 [106’
Drug partitioning coefficient, x 10
110]
Ooras
Interstitial flow velocity in the arterial wall, v .
mentioned
Initial drug concentration in the coating, Co 105 mol/L  [65, 108]
Initial binding site concentration in the arterial wall, S, 1075 mol/L [25]
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Figure 6.3 Percentage relative error of different mesh sizes compared with the extremely
fine reference mesh. (a) Varying mesh size in the arterial wall with constant mesh
size of 1 pm in the coating; and (b) Varying mesh size in the coating with

constant mesh size of 5 pm in the arterial wall.
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6.4 Results and Discussion

In this section, the model simulations first compare the intravascular drug delivery from a
biodegradable PLGA coating with that from a biodurable polymer coating. Following
that, using the model developed for PLGA-coated stent, the drug internalization rate,
interstitial fluid flow, and strut embedment are individually investigated for their impact
on the drug transport and distribution. In the model simulations, unless mentioned, half
strut-embedment is considered and the internalization rate constant k; and the interstitial
fluid flow velocity v, are both set to zero, for the purpose of comparing with previous

modeling work and inspecting the impact of individual model factors.

The simulation results are reported for drug release profiles in the coating,
average drug levels in the arterial wall for the different drug forms, and the spatial drug
concentration distribution in the arterial wall. Specifically, the average drug concentration
in the arterial wall is defined as the spatial average of each drug form. The three means of
characterizing the drug delivery process are consistent with other modeling works, while

offering the possibility for potential comparison with future experimental measurements.

6.4.1 Comparing PLGA Coating with Biodurable Coating

In model simulations, the PLGA coating is compared with a biodurable coating for stent-
based intravascular drug delivery. In the biodurable stent coating case where the polymer
coating stays intact, the drug diffusivity in the coating remains constant at the initial drug

diffusivity in the polymer (Dsg). The rest of the model parameters are the same for the

two scenarios. In the drug release profiles in the coating (Figure 6.4), the two scenarios
start with similar release rates in the first two days when the PLGA degradation and

erosion are insignificant. Following that, the drug release in the PLGA coating quickly
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exceeds that of the biodurable coating as a result of the increasing degradation and
erosion of the coating. The characteristics of the release profiles in intravascular delivery
are in good correspondence to what was reported for in vitro release [45, 110]. In the
simulation comparison, the total drug release is achieved in the PLGA coating at around

day 30, while the biodurable coating has only released 20% of its loading and remains at

very slow releasing rate.
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Figure 6.4. Comparison of simulated drug release profiles for the PLGA stent coating
(solid red) and the biodurable coating (dash blue). (half strut embedment, k; = 0,
and v,=0)

Corresponding to the difference in the release profiles in the PLGA coating and
the biodurable coating, the average drug concentrations in the arterial wall starts off with
similar levels for both free drug and bound drug (Figure 6.5). The peak drug

concentrations appear very early in the biodurable coating case at around day four, and
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the drug levels gradually decrease. In the PLGA coating case, the drug levels keep
increasing as a result of accelerated drug release by degradation and erosion in the
coating, and do not arrive at the peaks until around day 22, just a few days prior to total
drug release in the coating at day 30. Compared with the biodurable coating case, the
drug levels in the PLGA coating case decreased much faster after the peak concentrations.
The faster decrease is contributed by the higher drug levels in the arterial wall which
leads to a fast drug clearance rate at the perivascular interface. In each case, the trends of
concentration evolution for the free drug and the bound drug are highly identical, as a

result of the fast reversible binding process in comparison with the drug diffusion [108].

Drug Concentrations (uM)

10° — Free drug, biodurale ]
— Free drug, PLGA
----- Bound drug, biodurable
10_4 T Bournd drug, If’LGA .
0 10 20 30 40 50
Time (day)

Figure 6.5 Spatially-averaged concentrations of free drug and bound drug in the arterial
wall for the PLGA coating case and the biodurable coating case. (half strut
embedment, k; =0, and v, = 0)

110



Noticeably, the PLGA coating produces overall much higher drug levels in the
arterial wall than the biodurable coating for a prolonged period, governed by the faster
drug release rate in the coating. In coronary angioplasty procedures, a sustained drug
level in the arterial wall for a prolonged period is necessary for reducing the restenosis.
The biodurable coatings are typically found to be limited in sustaining a sufficiently high
drug level in the arterial wall after the initial release period, because of the low drug
diffusivity and slow drug release [34]. The simulations suggest that the requirement can
potentially be achieved by using a degradable PLGA coating through the enhanced

release by degradation and erosion.

Free drug

Bound drug

-6

Figure 6.6 Drug concentration distribution in the arterial wall at 25 days for intravascular
drug delivery from a PLGA stent coating. Color bar is in logarithmic scale
(mol/m®). (half strut embedment, k; =0, and v, = 0)
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The arterial drug distributions for both free drug and bound drug are shown for
the PLGA coating case at day 25 (Figure 6.6), shortly after the drug levels have peaked in
the arterial wall. The drug distribution is close to uniform in the circumferential direction,
whereas in the transmural direction a gradient is clearly observed closer to the
perivascular interface. The better uniformity in the circumferential direction is expected
with the anisotropic drug diffusivity which results in fast drug diffusion in the
circumferential direction. The observed arterial drug distribution pattern for the PLGA
coating case is similar to previous studies of a biodurable coating [108]. The comparison
indicates that while the PLGA coating ensures higher overall drug concentrations in the
arterial wall than a biodurable coating, the arterial drug distribution pattern is not

impacted.

6.4.2 Impact of Drug Internalization

The drug internalization describes the cellular uptake of drug molecules after they
associate with the binding sites, and is an important mechanism for drug metabolism in
the physiological environment [113, 114]. Only limited studies have considered the
impact of the internalization process on the stent-based drug delivery [112]. While the
drug internalization rate may vary for the different drugs, and such data are lacking in the
literature, the proposed model allows different values to be tested for examining and
understanding the potential impact of drug internalization. Because the internalization
process is in competition with the dissociation step of binding, values of the
internalization rate are investigated based on its relative value to the dissociation rate

constant.

To illustrate the drug internalization process, the average drug levels in the

arterial wall are simulated and plotted in Figure 6.7 for the three drug forms using the
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proposed drug internalization model, assuming a small internalization rate relative to the

dissociation rate (k; = 10"*k,). The simulation shows an initial build-up for bound drug,

which peaks and then diminishes as the bound drug gets internalized. Eventually both
free drug and bound drugs are converted to internalized drug. The drug binding and
internalization kinetics are closely related to that of the well-recognized enzymatic
reactions [119], where in this context the binding sites are acting like enzymes.
Throughout the period, the available binding sites are at abundance in the arterial wall, as
revealed by the much smaller average bound drug levels (< 0.15 uM) compared with that
of the overall binding sites concentration (10 puM).
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Figure 6.7 Average concentrations of free drug, bound drug, and internalized drug in the
arterial wall for a relatively small internalization rate constant (half strut

embedment, v, = 0, and k; = 10™%k,).
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Figure 6.8. Average concentrations in the arterial wall for internalized drug (2) and bound

drug (b) at different internalization rates. (half strut embedment and v, =0)
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Different values for the internalization rate constant are examined to look at its impact on
the drug delivery process and the conversion among the three drug forms. While the
simulations have shown identical release profiles in the coating for the different
internalization rates, Figure 6.8 reveals very different drug allocation among the different

drug forms for internalized drug (Figure 6.8(a)) and bound drug (Figure 6.8(b)).

For very small internalization rate (k; = 107Sk, ), the bound drug level
experiences little change compared with the no-internalization case and very low
internalized drug level was generated. Increasing the internalization rate constant to
k; = 107%k,, a two orders of magnitude increase in internalize drug level is observed,
while the bound drug concentration only experiences a small decrease that is more
noticeable at later times. The internalized drug level arrives at constant profiles once the
internalization rate constant exceeds k; = 10™2k,, whereas the profiles for the bound
drug can still experience drastic decrease for k; values from 102k, to k. In all cases,
the free drug evolution followed identical trends as the bound drug as a result of the fast
reversible binding process and is therefore not illustrated. The simulation results indicate
that the arterial drug levels could have a sensitive response with respect to the different

rates of drug internalization.

115



Bound drug

Bound drug

Internalized drug

[

T

(b)

Figure 6.9 Arterial drug distribution at 25 days for (a) small internalization rate

k; = 10%*k, , and (b) fast internalization rate k; = 1072k,. Color bar is in

logarithmic scale (mol/m’). (half strut embedment and v, = 0)
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Furthermore, the internalization process changes the arterial drug distribution and
significantly affects the drug availability in different regions of the arterial wall (Figure
6.9). At small internalization rate (Figure 6.9(a)), the arterial wall drug distribution is still
close to uniform in the circumferential direction, similar to the case in the no-
internalization case. The internalized drug distribution, however, exhibits gradient in both
the circumferential and transmural directions and has higher concentration close to the
proximity of the stent strut. With increased internalization rate (Figure 6.9(b)), the aﬁeﬁd
distribution becomes highly non-uniform for both bound drug and internalized drug. In
the circumferential direction, the drug levels at areas far away from the stent strut have

decreased drastically.

As illustrated with the simulations, the consequences of drug internalization could
lead to significantly modified arterial drug distribution and reduce the drug availability at
arterial sites that are further away from stent strut. The simulations suggest that drug
internalization could increase the likelihood of spatial non-uniformity in arterial drug
distribution for stent-based drug delivery. As reported in previous studies, the spatial non-
uniformity of arterial drug distribution is potentially linked to the growth of more in-stent
restenosis at larger inter-strut angle [15, 108]. Interestingly, the internalization process
could aggravate the potential adverse effect of low drug levels at arterial sites further
away from stent strut in reducing in-stent restenosis. The amount of impact varies with
the internalization rate constant and can be determined for a specific drug (such as

sirolimus) when experimental characterization of the rate constant becomes available.
6.4.3 Impact of Interstitial Flow

The interstitial flow within the arterial wall is induced by the pressure difference between

the lumen and the perivascular space and is typically very small (in the range of 0.01-0.1
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um/s [115]), and the convective transport term for inside the arterial wall is often left out
in the drug transport models of drug-eluting stents [54, 67]. A detailed analysis has been
carried out to depict the relative importance of convective transport to that of diffusive
transport, where drug pharmacokinetics were absent and the impact of convection
transport for a hydrophobic drug only starts to become apparent for Peclet number larger
than 10 [55]. The interstitial flow velocities can be calculated by Darcy’s Law if the
pressure difference and the arterial wall permeability are known [120]. While the velocity
may differ in different subjects, and the focus of the study was on the impact of the
velocity on drug transport rather than accurate calculation of the velocity itself, a range of

values reasonable for the system were used [115].

A thorough investigation of the impact of interstitial flow is carried out using our
model. As described in Equation (7), the flow velocity is nonzero only in the transmural
direction. While fluid momentum equations are not explicitly solved in this work, the
fluid mass conservation equation (the so-called continuity equation) can be used to show

that the velocity ¥, is inversely dependent on the radius. Considering the small curvature

of the arterial wall (that is, a thin wall thickness compared with the radius of the lumen),
the variation of the velocity in the transmural direction is negligible, and a constant
velocity is assumed in the investigation of the impact of interstitial flow on the drug
transport. The simulations show that the drug release profiles in the PLGA coating is not
affected by the interstitial fluid flow within the arterial wall for the reported interstitial
flow velocities (figure not shown). The absence of variation in the drug release rate is a
result of the significantly slower drug diffusion within the PLGA stent coating in
comparison to the mechanisms for drug removal at the exterior of the coating, which are
contributed by both the drug diffusion in the arterial wall and the wash-out boundary

condition at the coating-lumen interface.
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The average drug concentrations in the arterial wall, however, are significantly
impacted by the presence of convection (Figure 6.10). From no interstitial flow to
increasing flow velocity, the average drug concentrations for both free and bound drug
decrease significantly. While the same drug release rates in the different scenarios
indicate that the same amount of drug passed through the coating-arterial wall interface,
the presence of interstitial flow increases the transport in the transmural direction and
leads to faster drug clearance at the perivascular interface. With interstitial fluid flow, the
peaking of the average drug concentrations shift towards earlier times. The Peclet number
in the arterial wall is calculated as P, = vL/D, = 20 for interstitial flow velocity (v,) of
0.01 pm/s and wall thickness (L) of 200 pm, which confirms the non-negligible impact of

the interstitial flow in drug transport.
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Figure 6.10 The average drug concentrations in the arterial evolution at different

interstitial fluid flow velocities. (half strut embedment and k; = 0)

119



The drug distribution shows greatly impaired drug uniformity in the
circumferential direction as a result of the convection with even low interstitial flow
velocity (0.01 pm/s) (Figure 6.11). Compared with the case with no interstitial flow
(Figure 6.6), the convection results in highly non-uniform distribution in the
circumferential direction. Interestingly, the interstitial flow enhances the uniformity in the
transmural direction, especially for areas closer to the stent strut. However, the drug
coverage in the upper layers are important for reducing in-stent restenosis [22]. Similar to
the analysis on the drug internalization, the interstitial flow creates spatial non-uniformity
of drug distribution and leads to lowered drug level at arterial sites further away from the
stent strut, which could increase the chances of potential adverse outcomes such as in-

stent restenosis growth.

Free drug

Figure 6.11. Arterial drug distributions for free drug and bound drug with transmural
interstitial flow (v = 0.01 pm/s) at day 20. Color bar is in logarithmic scale

(mo]/ma). (half strut embedment and k; = 0)
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6.4.4 Impact of Strut Embedment

The strut embedment in the arterial wall is another important factor that can affect the
drug release in the stent coating and the drug delivery into the arterial wall. Investigation
of strut embedment was previously carried out for a biodurable stent coating where the
drug binding pharmacokinetics was absent [20]. The model simulations here considered
three different scenarios of embedment: contact, half embedded, and fully embedded. The
strut embedment was examined for its impact on the drug release in the PLGA coating

and the arterial drug up-take. The arterial wall thickness is used as 300 pm in the

simulations in this section.

0.35 : e L :
----- Contact , S,
0.3} ----Half embedded ™, '
= === Fully ¢mbedded .,
= § ; N
3 0.25 !_I ~,
/4 ~‘~.~
g’ 0.2} .'l Jpen— "~
5 | l! c"".‘ ....’0-
5 018 i & M,
c A .,
s o1 [/ & ",
8 . .'! .t'..: ,o""‘-.---..“'-.unh% -
0 -05 ,'!.o’.... 'l'/ §~~-~-‘---
l{"...o"'
0 ‘."" r r r e r
0 10 20 30 40 50
Time (day)

Figure 6.12. The average bound drug levels in the arterial wall for different strut

embedment. (k; =0, and v, = 0)

The simulations show that the drug release profiles in the PLGA coating for the

three different strut embedment overlap with each other (figure not shown), similar to
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what was observed in the cases for different interstitial flow and internalization rates. The
observed negligible impact on the drug release profiles in the PLGA coating, again, is

due to the rate-limiting step of drug diffusion within the PLGA coating.

(a) Contact

(b) Half embedment

(c) Fully embedded

Figure 6.13 Bound drug distribution in the arterial wall at day 25 for (a) A contacting
stent strut, (b) A half-embedded strut, and (c) a fully embedded strut. Color bar

is in logarithmic scale (mol/m’). (k; =0, and v, = 0)

The average bound drug concentration in the arterial wall increases with more

strut embedment (Figure 6.12), which is within expectation, because with more
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contacting area of the coating with the arterial wall, more of the released drug gets into
the arterial wall rather than that depletes into the blood stream. The enhancement of
arterial drug levels for higher degrees of strut embedment is in agreement with findings in
a previous study of a biodurable coating [54]. Interestingly, the drug concentrations all
peak at the same time at around 24 days. The peak drug levels are roughly proportional to
the ratio of the contacting area of the stent coating with the arterial wall. The fully

embedded case has the highest average drug concentration throughout the time.

The arterial drug distribution for bound drug is shown for the three different strut
embedments in Figure 6.13. A transmural drug concentration gradient is observed in all
three cases, with the lowest drug concentration at the perivascular interface due to the
drug clearance. In the fully embedded case, drug accumulates and results in the highest
drug concentration in the upper layers of the arterial wall. While enhanced drug
concentration in the upper layers may be beneficial, the increased degree of strut
embedment also indicates more damage to the arterial wall during the stent expansion

process, which could potentially counter the benefit of increased drug levels.
6.5 Conclusions

The model developed in this work considers a wide and detailed scope of physical,
chemical, and biological processes involved in the intravascular drug delivery from a
stent with PLGA coating. A mechanistic model for drug release in the biodegradable
PLGA coating that couples the drug diffusion with PLGA degradation and erosion was
adopted and integrated with subsequent drug transport and distribution in the arterial wall
that takes into account anisotropic drug diffusivity and reversible drug binding in the
arterial wall. Theoretical estimation of the anisotropic drug diffusivity was also proposed

and analyzed with good correspondence to the literature.
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The simulation comparison of PLGA coating and biodurable coating has
confirmed the difference in drug release rates for intravascular drug delivery, in
accordance with expectations gained from in vitro release studies. The comparison
revealed the enhanced average drug levels in the arterial wall by utilizing a PLGA stent
coating, while the simulations suggested similar patterns of arterial drug distribution

compared to the biodurable coating case.

Simulation and analysis of factors including drug internalization, transmural
interstitial fluid flow in the arterial wall, and strut embedment were carried out.
Negligible change in the drug release profiles in the PLGA coating was observed in all
cases, as a result of the slow drug diffusion within the coating compared with drug
transport at the coating-lumen interface and coating-arterial wall interface. Higher
average drug levels are observed for slower interstitial fluid flow velocities and higher
degree of strut embedment. More importantly, each of the investigated factors can
significantly change the drug distributions in the arterial wall, which can potentially
influence the treatment outcomes. The presence of drug internalization irreversibly
consumes and reduces the drug molecules for diffusion, and can localize drug
concentrations in the arterial wall neighboring the strut. The transmural interstitial fluid
flow, even at very slow velocity, depletes the drug levels at distant arterial sites by
convection. Both the drug internalization and interstitial fluid flow can lead to low drug
levels at distant arterial wall sites away from the strut, which can potentially impair the
drug-eluting stent performance in reducing restenosis. For the different strut embedment,
more strut embedment is found to induce higher drug concentration in the upper layer of

the arterial wall.

While the different model factors were investigated individually in this study in

order to acquire insights on their distinct impacts on the drug transport and distribution,
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when more than one model factor are in consideration, a combination of their individual
impact can be expected. For example, when both drug internalization and interstitial flow
are present, they will both contribute to reduce the drug availability at the sites far away

from the strut in the circumferential direction.
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CHAPTER 7

CONCLUSIONS

The dissertation developed a mathematical model for describing the intravascular drug
delivery and distribution from a drug-eluting stent with biodegradable coating, and used
to the model simulations to relate to reported experimental observations and to provide

insights into the system. The dissertation was completed in three steps.

In the first part of the dissertation, a model was developed for describing the
intravascular drug delivery of a hydrophobic drug from a drug-eluting stent with
biodurable polymeric coating. The drug transport and the coupled reversible drug binding
in the arterial wall were modeled simultaneously. Drug diffusivities in the coaﬁng and in
the arterial wall were investigated in detail for their impact on the drug release and
arterial drug distribution. The average drug concentrations in the arterial wall at quasi-
steady state are observed to be greatly determined by the vascular drug diffusivity rather
than the coating drug diffusivity. In particular, anisotropic drug diffusivities in the arterial
wall were studied in detail in model simulations, which result in slightly different
spatially-averaged drug levels but drastically different spatial distributions. Higher free-
drug concentration than bound-drug concentration can occur in the arterial wall, with the

critical condition of occurrence derived as C,/x,, >S,—1/K . Higher circumferential

vascular diffusivity reduces the drug gradient in the circumferential direction and
produces more uniformly loaded drug layers, which can be beneficial in reducing in-stent

restenosis after drug-eluting stent implantation. The simulation results provided insights
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as to how changes in drug properties (such as its directional diffusivities) influence
spatial uniformity in the arterial wall and show potential guidance for designing drug-
eluting stents with improved efficacy. The developed model served as the framework for

the dissertation.

In the second part of the dissertation, a mechanistic model was developed for
describing the PLGA degradation, erosion, and coupled drug release from PLGA stent
coating. An analytical expression for the PLGA mass loss was derived for the first time in
the literature. The developed mass loss model and the first-order degradation model for
molecular weight change were validated with experimental data from the literature.
Simultaneous drug diffusion through polymer solid with changing average MW and
liquid-filled pores was modeled, and an effective drug diffusivity model was derived
taking into account various factors including polymer MW change, diffusivity in the
polymer, diffusivity in the liquid-filled pores, and drug partitioning between solid and
liquid phases. The model was demonstrated for sirolimus release from PLGA stent
coating and predicted experimental data in the literature. Comparison of the proposed
model with existing models revealed the significance of simultaneous sirolimus diffusion
through polymer solid and pore space. The mechanistic model developed has great
potentials for application in the design of PLGA coatings for drug-eluting stents. The

model can also be extended for applications to other PLGA-based drug delivery systems.

In the last part of the dissertation, an integrated model was developed for
intravascular drug delivery from a drug-eluting stent with PLGA coating. The

mechanistic model for drug release in the biodegradable PLGA coating was adopted and
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integrated into the model framework for drug transport and distribution in the arterial
wall. Theoretical estimation of the anisotropic drug diffusivity was proposed and
analyzed. A PLGA stent coating was compared with a biodurable coating in simulations.
The comparison indicates that while the PLGA coating ensures higher overall drug
concentrations in the arterial wall than a biodurable coating, the arterial drug distribution

pattern is not impacted.

Simulation and analysis of factors including drug internalization, transmural
interstitial fluid flow in the arterial wall, and strut embedment were carried out. Higher
average drug levels are observed for slower interstitial fluid flow velocities and higher
degree of strut embedment. More importantly, each of the investigated factors can
significantly change the drug distributions in the arterial wall, which can potentially
influence the treatment outcomes. The presence of drug internalization irreversibly
consumes and reduces the drug molecules for diffusion, and can localize drug
concentrations in the arterial wall neighboring the strut. The transmural interstitial fluid
flow, even at very slow velocity, depletes the drug levels at distant arterial sites by
convection. Both the drug internalization and interstitial fluid flow can lead to low drug
levels at distant arterial wall sites away from the strut, which can potentially impair the
drug-eluting stent performance in reducing restenosis. For the different strut embedment,
more strut embedment is found to induce higher drug concentration in the upper layer of
the arterial wall. When more than one model factor are in consideration, a combination of

their individual impact can be expected.
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Besides the factors investigated in detail in this dissertation, other factors related
to the pathological conditions, such as plaque, thrombus, and regions of tissue
compression due to the stent implantation, may change the drug transport properties in
the arterial wall and can also play an important role in the efficacy of treatment with
drug-eluting stents. While some studies have been carried out [60, 109], such factors
were not investigated in this study and further research efforts are necessary. In addition,
this dissertation was focused on modeling drug delivery and distribution in the
circumferential direction for insights on potentially reducing the non-uniform

* circomferential restenosis growth [52], and extension of the developed model to 3D to
include the drug transport in the axial direction may also be interesting for future

investigations.

The developed model here provides the basis of a design tool for evaluating and
studying a PLGA coating for stent applications, with the ease of adaptation to more
sophisticated scenarios (e.g., consideration of more pathological conditions). Simulations
using the model help to provide insights into the drug release and distribution by a stent
with PLGA coating, as well as the potential impacts of various factors that can affect the
efficacy of drug delivery. With the developed model, optimization of the model
parameters, such as different stent strut geometries and coating thickness, can also be

performed for exploration on the design of PLGA-coated drug-eluting stents.
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APPENDIX CHAPTER 8

2D CONTRIBUTION MAP FOR FAULT IDENTIFICATION*

Abstract All control engineers should be able to detect and identify faults (that is,
abnormal conditions in a system) from the analysis of large heterogeneous time series
data sets. This education column provides an introduction to multivariable data-based
methods for fault detection and fault identification, with the latter being the determination
of system variables that contribute the most to a detected fault. For fault identification in
statistical process monitoring, the contribution plot is the mostly commonly used tool, for
quickly identifying the most affected variables. Contribution calculations are revisited in
the context of principal component analysis and T? statistics, and a 2D contribution map
is illustrated for the examination of time series data under faulty conditions. The 2D
contribution map is compared to the traditional 1D contribution plot using simulated data
from a realistic chemical process. The 2D contribution map demonstrates the potential to
enable greater understanding of the fault and how its effects are propagated through the

system.
8.1 Introduction

Faults inevitably occur in industrial systems, and become more prevalent as systems

become increasingly large scale and interconnected. The closed-loop performance of the

* Work published as: X. Zhu and R.D. Braatz, 2D Contribution Map for Fault Identification, IEEE Control
Systems Magazine, in press.
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control system depends critically on the proper functioning of the process and control
equipment, so faults need to be detected and diagnosed quickly from the real-time data
collected from the system. Rapid detection and diagnosis can minimize downtime,
increase the safety of plant operations, and reduce manufacturing costs. Staﬁslica] process
monitoring (SPM) applies multivariate data-driven methods to process data for fault
detection and diagnosis, and has been popular in both academic research and industrial
practice over the past two decades [121-125]. Data-driven methods such as principal
component analysis (PCA), partial least squares (PLS), and other modified methods are
used to characterize the data collected during normal process conditions. Such methods
are dimensionality reduction techniques that project the high-dimensional process data
into much lower dimensional spaces. Fault detection is based on multivariate statistics,
such as T statistics for describing variations within the lower dimensional space and Q
statistics for representing variations in the residual space, in which rigorously derived

control limits are computed from the data [121-125].

Typical procedures in SPM involve a fault identification step after the detection of
a fault to identify the most likely variables closely associated with the fault (that is, the
“faulty variables™) by analyzing each variable’s contributions [125]. A contribution plot
summarizes quantitative information about the potentially faulty variables. While useful,
the traditional contribution plot only examines the contributions at one observation (time
point), and multiple contribution plots are needed to illustrate multiple observations in
time series data. In comparison, a 2D contribution map stacks multiple observations into

one image to clearly illustrate the contribution of the variables over the entire faulty data
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times series, which enables the fast identification of faulty variables within large

heterogeneous data sets.

The next section is an introduction to principal component analysis [121-125],
which is the most commonly used technique for fault detection and identification for large
heterogeneous data sets. The 2D contribution map is presented as a more effective
visualization than the commonly used 1D contribution plot used for fault identification.
The methods are illustrated and compared through application to data collected from a

well-known model problem known as the Tennessee Eastman process.

8.2 PCA and T? Statistic Revisited

Consider a data matrix X € R™*™ containing m observations of n process variables at the
normal process conditions. The matrix X should be autoscaled, that is, each process
variable should be pretreated by subtracting its mean and dividing by its standard
deviation. PCA dimensionality reduction uses the singular value decomposition

1

—X =UzZV’ 8-1)

where U € R™™ and V € R™™ are unitary matrices and £ € R™*" is a diagonal matrix

containing the singular values in decreasing order (63 = 03 2 *** 2 Omin fmnj = 0)-

For each principal component i, its loading vector is given by the ith column
vector of the matrix V, with the variance of the projected training data along the loading

vector being equal to 7.
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In the data modeling step, only a small number of the principal components,
known as the reduction order a, are retained in the PCA model. Several methods are
available for determining the value of a, including the percent variance test, the scree test,
and cross-validation [121-125]. For demonstration purposes, this article uses the
percentage variance test, which chooses a based on the lower dimensional space
containing a specified minimum percentage of the total variance (for example, at least

95%).

Once the reduction order a is determined, the loading matrix P € R™© is the first

a column vectors in the V matrix.

For an observation x € R™*1, the score vector t, which represents the data

projection onto the principal components, is

t=P'x (8-2)

The T2 statistic, which is a measure of how far the observation is from the center of

the characterized normal data, can be calculated directly from the PCA representation by
T2 =x"PL’P'x (8-3)

where X, € R%*€ is a diagonal matrix containing the first a rows and columns of X in (8-

1).

The threshold for detecting abnormalities in new observations is given by the T>

statistic

133



a(m—-1)(m+1)

Té‘ @= m(m—a)

F,(a,m~a) (8-4)
where F,(a,m — a) defines the upper 100a% critical point of the F-distribution with a
and m — a degrees of freedom. When the T statistics of the new observations (for example,

two consecutive observations) violate the threshold, a fault is alarmed.

Fault identification is carried out immediately after a fault is detected in the
process data using the T or any alternative fault detection statistic. The contribution plot
quantifies the contribution of each process variable to the PCA scores (8-2) to identify the
process variables that are most closely associated with, and potentially responsible for or a
direct consequence of, the abnormal/out-of-control status. The procedure for the

calculation of the contributions is [125]:

1. Given a vector of observations x (auto-scaled with the mean and variance of the
training data) and its calculated score vector ¢, the contribution of each process

variable x; to each ¢; in the score vector # is calculated from

t .
—=Bx i

i

-
by
v
o

cont(i, j) =

(8-5)
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P
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where P; ; is the (i, j)th element of the loading matrix P.

2. The total contribution of the process variable j at the observation is calculated by
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CONT(j)= Za:cont(i, ) (8-6)

For each observation, the CONT is a vector whose length is equal to the number of
process variables. In the traditional contribution plot, the CONT is plotted for the
observation at which the fault is detected. For time series data, the procedure is repeated to
generate one contribution plot at each observation. A 2D contribution map, which stacks
the series of observations in one single colormap is a more convenient alternative for

representing the information. The 2D contribution map is illustrated below for data from

the Tennessee Eastman process.
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Figure 8.1 The Tennesse Eastman Process flow diagram with plant-wide control structure

[21,[9].
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8.3 Tennessee Eastman Process Example

The Tennessee Eastman process (TEP) is a realistic simulation of a chemical facility
created by the Tennessee Eastman Company [126]. The TEP is widely used by researchers
for evaluating process control and monitoring methods (for example, [123], [127], [128]).
Figure 8.1 shows the TEP flow diagram with a plant-wide control structure, which has 41
measurements, 12 manipulated variables, and 21 preprogrammed faults. The process
consists of three main units (a reactor, a separator, and a stripper), and produces two
products (labeled G and H) from four reactants (labeled A, C, D, and E). The process is
nonlinear, open-loop unstable, and contains a mixture of fast and slow dynamics. The
closed-loop system is stable and provided acceptable performance over the entire
operating regime when no faults occur in the system. Of the 21 preprogrammed faults,
some faults are detectable and identifiable using classical single-variable control charts
such as Shewhart, exponentially-weighted moving average (EWMA), and cumulative sum
(CUSUM) whereas some faults are challenging for even the most advanced methods.
Detailed descriptions of the process and the control structure, as well as a description of

the classical control charts, are available in [123],[129].

In this example, the data under the normal operating conditions were used as the
training data for PCA modeling, and the data collected during Fault #1 was used as the
testing data for demonstrating the method (the data are available online at
http://web.mit.edu/braatzgroup/TE_process.zip). Fault #1 is a step change in the A/C feed
ratio in Stream 4 (Figure 8.1). The data set for normal operating conditions contains 500

observations equally sampled over 25 hours, and the data set for Fault #1 has 480
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observations equally sampled during a 24-hour period. Based on the normal training data,
a reduction order a = 36 was obtained to retain 95% of the variance. Figure 8.2, which
shows the T? statistic of the training and testing data sets, indicates a fault detected at
around hour 25, several sample times after the fault has occurred. The control limit shown

as a blue line was calculated by (4) at the 99% confidence level.
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Figure 8.2 The T2 statistic for normal training data (black) and faulty test data (red)

indicates a fault detected after hour 25.

The traditional contribution plot in Figure 8.3 illustrates the contribution of process
variables at the observation upon which the fault was detected (the fault was alarmed after
two consecutive T control limit violations, or 8 sampling points after the fault occurrence).
The plot suggests the fault is most likely associated with process variable 16 (XMEAS 16,

the stripper pressure). However, contribution plots for subsequent observations show
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different variables having the largest contributions (Figure 8.4). In this circumstance,
because of the dynamics of the closed-loop system, the most critical process variables

associated with the fault was indeterminate using the 1D contribution plots.
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Figure 8.3 Traditional contribution plot of testing data set at the observation time point of

fault detection.

The same contribution data plotted as the 2D contribution map in Figure 8.5
enables the reliable identification of the key process variables associated with the fault:
XMEAS 1 (A feed, Stream 1) and XMV 3 (A feed flow, Stream 1), both of which show
consistent strong bands of contribution. Fault #1 is involved with a feed ratio change of
A/C in Stream 4, and a control loop changed the A feed in Stream 1 to compensate for the
fault. The 2D contribution map indicates low initial contributions of all process variables
at times right after the fault occurs, and how the effects of the fault are gradually

propagated into XMEAS 1 and XMV 3.
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Figure 8.4 Different most faulty variables were picked out in the traditional contribution
plot. (a) and (b) are 1 and 3 samples after the fault detection point in Figure 8.3,

respectively.
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Figure 8.5 shows that in the first few hours following the fault occurrence (hours
25-29), more than a dozen process variables show high cbnm'butions to the fault, which
corresponds to the period when the closed-loop control system is trying to compensate for
the fault. It is unlikely that a control engineer applying 1D contribution plots to

observations in this time period will correctly determine the key faulty variables.

¥MEAS 1 FHIE | S IR | § 1 § SRR I R R |
XMEAS 4
XMEAS 7
XMEAS 10
XMEAS 13
XMEAS 16
XMEAS 19
XMEAS 22
XMEAS 25
XMEAS 28
XMEAS 31
XMEAS 34
XMEAS 37

XMEAS 40
XMV 1
XMV 3 L B T MR SR 1 ISR S

Process Variable

25 27 29 31 33 35 37 39 41 43 45 47
New Observations (hour)

Figure 8.5 2D contribution map of the testing data (Fault #1) provides a visual

identification of the most contributing variables in bright bands.

An inspection of Figure 8.5 indicates that the 1D contribution plot would correctly
identify the variables associated with Fault #1 if the contributions were averaged over two
hours, or the data were averaged over two hours before applying the 1D contribution plot.
Averaging over long time windows, however, would directly conflict with the goal of

correctly identifying the associated faulty variables quickly after the fault is detected.
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Further, plotting multiple time series, as in the 2D contribution map, is generally more
useful than plotting single snapshots as done in the 1D contribution plot, because the best
time period for identifying faults is not known a priori and will vary depending on the

different fault dynamics.

The 1D contribution plot will typically give comparable results when the fault
response is fast and localized. For example, consider Fault #4, which is a change in reactor
cooling water inlet temperature. The effect of this fault on the variables is simple enough
that the contribution is concentrated on XMV 10 (reactor cooling water flow) from the
point of fault occurrence, as shown in Figure 8.6, so the 1D contribution plot can also

quickly identify the faulty variable.

The 2D contribution map and the 1D contribution plot are essentially two ways of
presenting the same data. In fact, in Figure 8.5, each column corresponds to the 1D
contribution plot at that observation time. The 2D contribution map, however, assembles
the information to enable a more useful visualization for identifying the faulty variables.
The 2D contribution map enables the human operators or control engineers to be better

informed, to speed their ability to track down the precise nature and cause of the fault.
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Figure 8.6 2D contribution map for Fault #4.

The implementation of the 2D contribution map is briefly summarized by the

pseudo-code in Table 8.1.
8.4 Final Remarks

The 2D contribution map provides an alternative means of plotting fault contributions
compared to the 1D contribution plot. By plotting multiple observations (time series data)
on the same map, control engineers can more accurately identify the most impacted

variables directly, and potentially gain more understanding of the fault and how its effects

are propagated through the system.
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Table 8.1 Pseudo-code for implementation of the 2D Contribution Map.

% pretreat the testing data (auto-scaling)
X = pretreat(X);
% calculate the contributions
{m, n} = size{X);
CONT = zeros (m, n);
fork=1:m % for each new observation k
t=P* Xk, :);
cont = zeros(a, n)
fori=1:a 9% for each principal component
forj=1:n % for each process variable
cont{i, ) = ) * X(k, ) * PG, / o;
cont(i, j) = cont{i, j) * {cont(i, j) > 0);
end
end
CONT(k,:) = sum{cont,1);
end
% plot the 2D contribution map
imagesc(CONT");
xlabel({'New Observations {hour)');

ylabel('Process Variable');

There are alternative means for calculating the contributions [5]. While the details
of the formulas may be different, the idea of the 2D contribution map is universally
applicable. Complementary to the T statistic, the Q statistic, which captures faults in the
residual space corresponding to the m — a smallest singular values, can also employ the

contribution map for fault identification in a similar manner.

It is the authors’ opinion that every control engineer should receive some training
in fault detection and diagnosis, and that the multivariable statistical methods, as well as

classical Shewhart, EWMA, and CUSUM control charts, should be the covered at a
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minimum. Preferably, this content is contained in a course devoted to the topic of fault
detection and diagnosis, which should be a component of any undergraduate or graduate
control curriculum. If such a course is not offered, then the content should be covered in
one to two lectures of an introductory controls, systems engineering, or data analysis
course. At the authors’ institution, this material is covered in the modeling and data
analysis section of an introductory systems engineering course mostly taken by first-year

graduate students.
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APPENDIX CHAPTER 9
A DAE-BASED METHOD OF CHARACTERISTICS
APPROACH FOR THE EFFICIENT SIMULATION OF

POPULATION BALANCE MODELS

Abstract Significant effort has been directed towards the development of simulation
methods for population balance models (PBMs), due to their ability to describe
phenomena in a wide variety of technologically important particulate processes. This
paper proposes using the method of characteristics (MOCH) to transform the PBM into a
system of differential-algebraic equations (DAEs) for the computationally efficient
simulation of coupled population balance models and mass conservation in one step. The
proposed MOCH approach is especially advantageous for the simulation of processes
with growth rate that is a nonlinear function of size. The high accuracy and
computational speed is demonstrated for four systems that exhibit various combinations
of size-dependent growth, secondary nucleation, and agglomeration. The MOCH
approach extends to particulate processes described by PBMs with one or more internal
coordinates conveniently and enables on-line applications of parameter estimation, state

estimation, and real-time optimization-based control.

9.1 Introduction

Particulate processes are ubiquitous in chemical engineering and include
crystallization,[130] aerosols,[131] living cell dynamics,[132] and polymerization.[100,
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133] Population balance models (PBMs) are commonly used to describe the dynamics of
such processes. The product quality typically depends on the particle size distribution
(PSD), and considerable efforts have been devoted to engineering of the PSD.[130, 134]
Among the various particular processes, probably one of the most heavily studied in
recent years is the modeling, prediction, and control of the size distribution for
crystallization processes, given its importance in the development of pharmaceutical

products.[135, 136]

In the modeling of particulate processes, population balance models have the

general form[137]

Fx , HCENf(x)

P P, h(f(x.1),x,t) 9-1)

where fix,7) is the population distribution (density) function, G(x,t) is the growth rate
function, ¢ is time, x is the internal coordinate (e.g., length, volume, mass, age), and A is
the rate of generation or disappearance of particles, which typically involve nucleation,

aggregation, agglomeration, coalescence, and/or breakage.

Several types of solution techniques have been developed for solving the
population balance models, including the method of moments,[101, 138, 139]
discretization methods,[137, 140-142], and Monte Carlo methods.[143, 144] The method
of moments, such as the standard method of moments (SMM) and the quadrature method
of moments (QMOM), converts the partial integro-differential equation into a set of
ordinary differential equations (ODEs) for the moments. Very often these moment
equations do not form a closed finite number of ODEs. The QMOM is probably the most
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popular method for deriving a closed set of ODEs in the method of moments, by applying
a quadrature approximation of the distribution function.[101] The moment equations
alone only allow average properties of the particles to be computed, such as mean length
or mean surface area. Although techniques for reconstruction of the size distribution from
moments are available, they require a large number of moments, typically do not ensure a
unique solution, and have numerical problems for multimodal distributions.[145, 146}
Discretization methods such as finite difference and finite volume methods solve the
PBMs directly and can simulate the size distribution dynamically, but are more
computationally expensive and can exhibit numerical diffusion or dispersion.[137] More
advanced numerical schemes such as the parallel high-resolution finite volume method
was proposed to reduce the computational time and increase numerical accuracy.[140,
141, 147] Another well-known discretization method is the method of classes,[148, 149]
which is a variation of a first-order-accurate finite volume method and the numerical
method of lines. While some discretization methods are much faster and/or more accurate

than others, all such methods exhibit some distortion in the shape of the distribution.

Advances in particle sensor technology have enabled the on-line acquisition of
data that has inspired an increase in efforts to utilize such information in real-time
optimization and control.[135] Real-time simulation and optimization of the PSD would
be facilitated by having even faster PBM solvers, which has resulted in a resurge in
interest in a rather old method known as the method of characteristics (MOCH).[145,
150-154] An early work that employed MOCH discretized the size into bins and
integrated the population density function within each bin to generate a set of ODEs.[150]

This combined MOCH-discretization approach had improved accuracy compared with
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some finite discretization methods that had been previously proposed in the
literature.[151, 155] Another approach combines the MOCH and finite volume methods
for modeling processes with nucleation, growth, and aggregation.[156] Those studies did
not include the mass conservation equation and its impact on the supersaturation (and, as
a result, growth rates). In growth-only crystallization processes with size-independent
growth, the MOCH was used to solve a PBM that included the effect of impurities.[152]
To take into account the mass conservation constraint, MOCH has also been combined
with SMM to simulate crystallizations with size-independent growth and nucleation.[153]
An extension combined the QMOM and the MOCH for simulating crystallizations with
size-dependent growth and nucleation.[145, 154] Such combined moments-MOCH
approaches require two steps: pre-solve the moment equations to obtain the
supersaturation and the lower order moments, and subsequently use the supersaturation

information in the MOCH simulation.

This chapter proposes a method-of-characteristics approach for efficiently
modeling the size distribution evolution in complex particulate processes involving size-
dependent growth, nucleation, and agglomeration, without combination with other
methods such as finite volume methods, SMM, and QMOM. The PBM is converted into
a differential-algebraic equation (DAE) system that allows the simultaneous simulation of
both the entire size distribution and the solute concentration. The solution technique is
demonstrated for four examples with representative mechanisms that arise in particulate
systems, including growth, growth and nucleation (cooling crystallization with both size-
independent and size-dependent growth), growth and agglomeration (aerosol system),

and lastly temperature-dependent growth in a crystallization.
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9.2 Population Balance Model with the Method of
Characteristics

The method of characteristics requires finding the characteristics in the x-t plane such
that the partial differential equation (PDE) can be éonverted into a set of ordinary
differential equations (ODEs). Along the characteristic curves, the ODEs with initial
conditions are solved and transformed back to construct the solution of the original
PDE.[157] Using the product rule, the population balance Equation 9-1 can be rewritten

as

0G(x,1)

F(x,0 Fxt) _
o +G(x,1) W f(x.1) o

+h(f(x,0),x,1) 9-2)

The identification of the characteristics is straightforward and the systems of

equations are generated as[145, 150, 153]

dx
I G(x,1) 9-3)
df(x,1) _ OG(x,1)
o f(x1) Pe— h(f(x,0),x,1) (9-4)

where the initial conditions for x and f are obtained from the initial size distribution, with

x(0) = x, and fix,0) = f,(x). For each characteristic x, there is a pairing f.

The functions G and k are usually dependent on other variables, such as particle
size, size distribution, and solute concentration. To complete the model equations for the
system, mass conservation equations must also be satisfied. We propose to implement

any mass conservation equations as algebraic constraints that are simultaneously solved

149



with the characteristic equations (3)-(4) as a system of differential-algebraic equations
(DAEs). For example, when the length L is chosen as the internal coordinate, the solute

concentration can be related to the third-order moment u, by the mass conservation

constraint
C(1) = C(0) - pk, (14(2) - 11(0)) (9-5)

where p is the density of the solid phase and k, is the shape factor, and consistent units for

the solute concentration C and the number density function f are used (e.g., both based on

per mass solvent). The third-order moment u, is expressed as an integral of the

distribution function:
m®= [ fLOLAL (9-6)

Equation 9-5 is coupled to the characteristic Equations 9-3 and 9-4 by the third-
order moment. In most particulate processes, the growth rate G is dependent on the solute
con<.:entration. As a result, the model equations 9-3 to 9-6 are tightly coupled, which
means that large errors arise from any attempt to solve one set of these equations
independently of the other. In our proposed method, 9-3 to 9-6 would be the set of

equations to be simulated.

Before describing how our method handles the integral in Equation 9-6, it is
useful to describe the most closely related alternative method, which is a combined
QMOM and MOCH approach[145] in which the moment equations are pre-solved for the
entire time range to obtain the third-order moment and solute concentration. The results
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of the third-order moment and solute concentration were subsequently supplied to solve
the characteristic equations. To deal with size-dependent growth, the QMOM

approximates the distribution function using a quadrature approximation,

FLY =Y ws(L).L) ©-7)

with N, being the number of quadrature points with each point containing a weight w; and

abscissa L,. As a result, the third-order moment is then given by

- N,
w®=["FLOEILSY WD (9-8)
i=1

In the QMOM approach, the quadrature approximation is re-evaluated at each
time step to obtain new weights and abscissas, using either the product-difference

algorithm[101, 158] or a differential-algebraic equations approach.[138]

In contrast, our proposed strategy calculates the third-order moment during real-
time simulation of the evolution of the size distribution, which completely avoids the
need to pre-solve the moment equations. By choosing N length characteristics (which
give N pairs of L and f equations), the size distribution at any time is fully described by
the N points and the distribution information can be directly utilized to obtain the third-
order moment (or any other moments) accurately using any quadrature method, with the

simplest being
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(0 =2 f(L,DEAL (9-9)
i=1

Our DAE-based method-of-characteristics approach solves the population balance
models efficiently, without simulating any moment equations and without approximating
any derivatives of the distribution function f. The next section discusses some
implementation details and the drawbacks of the heavily used alternative differential

forms of the conservation Equation 9-5.

9.3 Numerical Methods and Algorithm

Our method employs conservation equations as algebraic constraints rather than as
differential equations, to produce an index-1 DAE system to be solved. Equations 9-3, 4,
5, and 9 define an index-1 DAE system to be solved where the mass conservation
(Equation 9-5) is the algebraic constraint. Taking a time derivative of Equation 9-5 would

convert the DAE system into an ODE system, as

dc __ x84

9-10
x - Py (9-10)

When the growth rate function G has either no or linear dependency on size, the
moment equations close and the d3/dt term can be reduced, as commonly seen in the
literature for PBMs.[130] For example, in size-independent growth case, Equation 9-10

reduces to the heavily used expression

dC
—=-3pk,G, 9-11
- ok,Glh (0-11)
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where p; is the second-order moment. However, with a more complicated size-
dependency in the growth rate, a reduction such as (9-11) no longer holds. The duz/dt

term in (9-10) could be explicitly computed from the method of moments, which
introduces error in the solute balance due to the approximations used to enforce
closure,'*'> '® or could be computed from a discretized equation such as (9-9), which
introduces time-discretization error that results in loss of mass conservation in the system
unless the time interval At is very small. The algebraic Equation 9-5 has none of the
numerical error associated with time discretization used to numerically solve Equation 9-
10, and any DAE solver automatically é,ets its tolerances on the algebraic equaﬁons to be
very small, so that mass conservation holds hearly exactly even for lérge values for the

time interval Ats.

The idea of MOCH is usually illustrated by plotting the length characteristics (L-t
relationships).[145, 152, 153] The length characteristics could be grouped into two types
(Figure 9.1), which correspond to different mechanisms in the population balance models.
In a system with growth and nucleation, the characteristics curve of the first type starts on
the length L-axis and corresponds to the growth of any initial particles present in the
system (such as crystal seeds). The characteristics curve of the second type originates
from the time #-axis, and represents the new particles generated via mechanisms such as
nucleation followed by growth. The characteristics curve on the #-axis does not need to be
tracked in simulations when the mechanism of new particle formation (e.g., nucleation) is

absent in the system.
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Figure 9.1 Evolution of characteristics lines originating from the length L-axis (for initial
particles, denoted as Type 1) and time #-axis (for new-born particles, denoted as

Type 2).[145]

The algorithm for constructing the system of equations is illustrated in Figure 9.2.
For an initial distribution f, the initial length is sampled with N, points by using a length
interval AL. An equal length interval AL is not required by the MOCH method, but could
be chosen for convenience of implementation. Typically, the value of AL can be chosen
much larger than those in finite difference or finite volume methods (as demonstrated
later in Example 1). Those points correspond to the first-type characteristics on the L-axis
in Figure 9.1. Each sampled point gives two ODEs associated with the length and
distribution function (Equations (3) and (4)), and as a result the N; sampled points of the

initial distribution gives 2N, ODEs with corresponding initial conditions.
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Figure 9.2 Procedure for construction of the DAE system for simulation of the population
balance model with the method of characteristics illustrated with a growth-

nucleation system.

If nucleation exists in the system, N, characteristics are generated for the second-

type characteristic curve. The second type characteristics will add another 2N, ODE:s to
the DAE system. For the N, second-type characteristics, the initial values of the length
and density function are initialized as zero (consider that those characteristics are inactive
until certain time points during the crystallization). The value of N, can be determined by
dividing an expected lower bound on the final size of the initial crystal seeds with an
length interval AL’, which specifies that a characteristic curve becomes active when the
previous characteristic grows to the size of AL’ (Figure 9.1). The values of AL’ are user-

defined depending on how frequent the nucleation points are created compared with the
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initial particles. One choice for AL’ that is convenient for implementation is the

maximum size of nuclei r,.[145]

The generated 2N ODEs (N=N,+N,) together with the mass conservation
Equation 9-5 constitute a differential-algebraic equation system with index 1. Such a
system is conveniently handled by available commercial solvers, and odel5s in Matlab

was chosen in this study for its general availability.

Calling odel5s involves defining the mass matrix in the DAE system,

My = F(t,y), which is

where L, is the 2N-by-2N identity matrix. The solution of a DAE system using odel5s

requires a consistent initial condition; for our particular system with index one, the

consistent initial condition is satisfied by the initial mass balance.

9.4 Numerical Examples

Four examples are used to demonstrate the applications of the proposed MOCH approach
for simulation of the PDEs associated with various population balance models. The
particular examples are chosen to cover some representative mechanisms of particulate
processes, while the method itself is general and applicable to other mechanisms. The
first example considers particle growth, where a growth-dominated process with well-

controlled constant supersaturation is used to verify the accuracy and efficiency of the
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DAE-based MOCH approach by comparing with both the analytical solution and
standard finite volume method. Then growth and nucleation are simulated for cooling
crystallization processes, where size-independent growth and size-dependent growth
show very different final crystal size distributions. The third example is a simultaneous
growth and aggregation process for aerosol system. In the last example, the temperature

effect on the crystal size distribution is simulated and discussed.

9.4.1 Example 1. Growth-Dominated System with Size-Dependency
A seeded process where nucleation is insignificant is often referred to as being growth-
dominated. The size-dependent crystal growth rate is nearly always assumed in the

literature to have the form
G= kgS‘ (A+yL)? (9-12)

where S is the supersaturation (defined as AC, the difference between the concentration
and solubility), and k., g, 7, and p are growth parameters. Size-independent growth is a
special case included in the expression by simply setting y to zero. Using feedback
control, the supersaturation over the whole batch could be controlled accurately.[159-161]
For such a process, the analytical solutions of the length characteristics and population

density function can be obtained.[145] In particular, when p = 1,

L(t)=%((1+ }'lo)exp(ykgS‘t)—l)

(9-13)

F= fyLy)exp(—rk,S*t)
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which is equivalently written as

(L+yLyexp(-yk, S —1
/4

f@,Ly= fo[ ]exp(—ykgsgt) (9-14)

Table 9.1 Simulation parameters for a growth-dominated system

with size-dependent growth in Example 1.

Parameter Value
Density of solid p 10 g/um’
Shape factor k, 0.6
Initial concentration G 0.1 g/g solvent
Lumped growth constant k gs‘ 0.02 pm/s
Size dependency of growth y 0.005
Size dependency power )/ 1
Length interval for N, AL L5 ym

A Gaussian distribution was used as the initial number density f, with mean size
of 90 pm and standard deviation of 8 pm. The constraint of a constant supersaturation
was implemented by using a lumped growth constant kl‘,S‘I of 0.02 pm/s. The crystal size
distribution simulated using the DAE-based MOCH approach completely overlaps with
the analytical results for a growth-dominated system (see Figure 9.3, with simulation
parameters in Table 9.1). The only difference between the MOCH and exact analytical
solution would be associated with numerical roundoff and the numerical solution of a
DAE system; numerical roundoff errors are vanishingly small for a double-precision
calculation and the error in the numerical solution can be set to be <0.00001% by setting

the error tolerance on the DAE solver.
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Figure 9.3 Simulation of a growth-dominated system (Example 1) overlaps with the
analytical solution and is more than three orders-of-magnitude faster and more

accurate than the finite volume method.

As a result of the size-dependency of the growth, the number density distribution
flattens as the crystals grow (see Figure 9.3). The simulation technique using the method
of characteristics completely avoids numerical dispersion or diffusion, which occurs in
some extent in any discretization of the internal coordinates, such as occurs in the method
of classes, finite difference, and finite volume methods. For comparison, the standard
finite volume method is simulated and plotted in Figure 9.3, where significant numerical
error is observed even with mesh size that is 1/8 of the AL used in the DAE-based MOCH
approach. The finite volume method discretized the length coordinate and resulted in a

set of ODEs that are solved.[155]
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Another advantage of the DAE-based MOCH approach is that the solution of the
DAE system is highly computationally efficient (computation time is 0.024 s for the
DAE-based MOCH approach and 51.3 s for the finite volume method in Example 1, with
the latter being >2000 times more expensive and having large numerical error). In the
MOCH approach, the discretization of the length is only needed for the initial length
range where f is nonzero, and the circle and star markers have one-on-one
correspondence in Figure 9.3. In the finite volume method, the discretization was
performed on the entire length coordinate (up to a maximum crystal size of interest by the
end of the simulation) with a much smaller length interval. The finite volume method
generated significantly more equations (2400) compared with that of the MOCH

approach (111), which results in the greatly increased computational cost.

9.4.2 Example 2. Growth and Nucleation during Cooling Crystallization

Growth and new particle generation are common in many particulate systems, including
living cells and crystallization processes. This example considers size-independent/size-

dependent growth and secondary nucleation, with the latter typically expressed as

h=k,S"15(r,,L) 9-15)

with the h being the right-hand side of Equation 9-4 and k, and b are nucleation
parameters. The & function is the Dirac delta function at r,,[141] or a modified delta
function (1 if L is less than or equal to r, and O elsewhere).[145] While such treatments

could simplify the nucleation modeling, they exclude the fact that in reality the nuclei
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may be formed with a more general size distribution. To accommodate this consideration,

a smooth size distribution of the nuclei was assumed as

h=ak,S*u, (—%(L-fé"-)z +1) for 0<L<r, (9-16)
0

where a is a constant that ensures the consistency of the total generated seeds in equation

(9-15). For a Dirac delta function in equation (9-15), a is 3/2. Compared with the

commonly used delta function approximations of the nucleation distribution, this smooth

representation also allows a fast convergence in the DAE solver by eliminating possible

discontinuities in the ODEs of number density functions of the second-type

characteristics.

A cooling crystallization process is considered in this example, in which the
liquid solution is cooled with a constant rate from 30°C to 10°C, and the éolubi]ity of the
crystallizing compound decreases linearly with temperature over the range (see solid line
in Figure 9.4). Note that the approach applies to any solubility curve and temperature
profile. The simulation is formulated and implemented as described in Figure 9.2, and the
parameters are summarized in Table 9.2. The parameter values for growth and nucleation
are based on the published values for potash alum in water.[145] Both simulated systems
with size-dependent or size-independent growth started at the same initial conditions. The
trends in the concentration evolution in Figure 9.4 are quite similar, with an initial large
supersaturation that reduced quickly as a result of crystal growth and nucleation. The
size-dependent growth case experienced a fastér drop in concentration and

supersaturation. For size-independent growth, the initial number density distribution peak
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migrates towards higher length values while maintaining the exact shape (see Figure
9.5a). A second peak of crystals is generated by nucleation and growth. The number
density of the crystals generated by nucleation greatly exceeds the number density of
initial crystals. When converted to the volume fraction distribution, the volume of
nucleated crystals is comparable to that of the initial crystals after growth (Figure 9.5b).

The conversion of the number density distribution to volume distribution is carried out by

f,:= f.L) 2(£.,CAL,) 9-17)

j=l

Table 9.2 Simulation parameters for the growth-nucleation systems in Example 2.

Parameter Value
Crystal density p 10 g/um’
Shape factor k, 0.6
Initial concentration (O 0.1 g/g solvent
Growth rate constant kg 10 pm/s
Growth order constant g 1
Size  dependency of y 0 (size-independent),
growth

0.005 (size-dependent)

Size dependency power )/ 1
Nucleation rate constant ok, 0.038 (um>s™")
Nucleation order constant b 3.4174
Length interval for N; AL 3pm
Length interval for N, (= AL’ 3pum
ro)
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Figure 9.4 Concentration evolution curve along with the temperature change for size-
independent growth (blue dash) and size-dependent growth (red dot) in

Example 2.

The distribution of the nucleated crystals for the size-dependent growth case has a
much lower peak value (see Figure 9.6a), which indicates that a lower number of crystals
was nucleated compared with the size-independent case. The reduction in the nucleation
rate occurred as an immediate result of the lower supersaturation levels in the size-
dependent growth case (Figure 9.4). The size dependency of growth has a negative
feedback on the supersaturation level that leads to a faster supersaturation drop. This
effect also leads to a redistribution of the crystallized solute mass among the initial
crystals and nucleated crystals. The volume fraction of crystals due to secondary

nucleation is much smaller for the size-dependent growth case (cf. Figures 5b and 6b).
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2 with size-independent growth: (a) number density distribution and (b) volume

distribution.
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2 with size-dependent growth: (a) number density distribution and (b) volume
distribution.
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The time evolution of the length characteristics for both cases is plotted in the L-t
plane in Figure 9.7. For size-independent growth, the characteristics curve of the initial
crystals evolves at the same rate and keeps the same distance from each other (Figure
9.7a). Such a constant distance is not maintained for size-dependent growth, with
stretching being more significant at higher lengths (see Figure 9.7b). Very sparse
sampling (only a few characteristics curves) for the initial crystal size between 0 and 60
um was used, considering that the number density functions are zero for the region. For
the characteristics curves generated on the time axis, the spacing was enlarged along the
time axis, due to the slowdown of crystal growth at later times. This behavior of
enlarging time intervals among the characteristics on the time axis was also observed in

the combined QMOM-MOCH approach.[145]
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9.4.3 Example 3. Growth with Agglomeration

The agglomeration (or aggregation) of particles is a more complicated phenomenon that
often occurs during particulate processing. For such processes, the particle volume is
usually used as the internal coordinate in the population balance model, although length
could be used by converting from the volume.[142] A convenience of using volume is
that the total volume is conserved during particle agglomeration rather than the length.
The mathematical form of agglomeration is expressed as the generation of larger particles
from smaller particles and the disappearance of small particles that participated in the

process:
B(v,t) =%Iﬂ(v—s,s)f (v-&,0)f(g,n)de (9-18)
0
Dty = f,1)| B,8) f (s,0)de (9-19)
0

This example considers particles that grow and aggregate at the same time. For
the purpose of numerical demonstration, an aerosol example is chosen for which an
analytical solution is available for comparison.[131] The same example has been used in
previous PBM simulation studies using the high resolution finite volume method.[137]

The initial number density distribution is

fo) = % e (9-20)
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where N, and v, are parameters that specify the initial total number of crystals and mean

volume, respectively. At a constant growth rate with size-independent agglomeration

kernel, an analytical solution of equation (9-18) is[131]

My, | M, M,

1-2Av, 1-2Au, (NOA—IM,,)

f.n= 9-21)

Go

A=
BoNovo
oo 2No_
2+ BNt

M, =Ny,|1- 26, ]n( 2 J
BNy, 2+ BNyt

The number density of the growth-agglomeration example was simulated with the
parameters in Table 9.3. In this example, a volume interval Av instead of a length interval
is used to generate the sampled points on a size range that includes the expected
maximum particle size. Because of the equal interval between the sampled points, the
convolution integral in (9-18) is conveniently handled by using a built-in command in
Matlab (conv) that operates on the vector with f; as its elements. The simulated size
distribution completely overlaps with the analytical results (see Figure 9.8). This example
demonstrates again the advantage of being free from numerical diffusion or dispersion
with the DAE-based MOCH approach, which is especially important in handling

distributions that have discontinuities, which typically requires special techniques in
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discretization methods.[137] Due to the constant agglomeration kernel, the volume

distribution flattens out very fast (see Figure 9.9).

Table 9.3 Simulation parameters for the growth-agglomeration systems in Example 3.

Parameter Value
Initial distribution parameter N, 1000
Initial distribution parameter Vo 100 pm?
Constant growth rate G, 1 pm’/s
Constant agglomeration kernel B 1s
Volume interval for N, Av 2 um3
10p——5 <= Ty v
. = |nitial Distribution
gl “s  ©  Simulation (0.001 s)||
> Analytical Solution
g %
%
o 6 % 4
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Figure 9.8 The simulated number density distribution of the growth-agglomeration

system in Example 3 overlaps with the analytical solution.
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Figure 9.9 Simulated volume distribution of the growth-agglomeration system in

Example 3.

9.4.4 Example 4. Temperature Effect on Growth Rates

During a cooling crystallization process, the temperature typically drops over a wide
range. Experimental studies carried out at constant supersaturation have shown reduced
growth rate at lower temperatures.[160] The temperature dependency of the growth rate

constant k, is described by Arrhenius law

E 1 1
k =k L - ;
s 83"8’“’[ R(T+273.15 303.15}) 20
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where E, is the activation energy and kg,30 is the growth rate constant at the reference
temperature of 30°C with a value of 1 pm/s. The activation energy E,= 47.18 kJ/mol was

selected as the value for the crystallization of pentaerythritol,[153] with the other
simulation parameters being in Table 9.2, and the system is cooled with a constant

cooling rate from 30°C to 10°C (same as in Example 2).
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Figure 9.10 Temperature dependency of the growth kinetics greatly changes the size

distribution of the product.

The distribution is located at a much smaller mean size when the temperature
dependency on the growth rate is modeled (Figure 9.10). Estimates of crystallization
kinetic parameters that ignore the temperature effect on growth and nucleation have their

estimates including an averaged effect of temperature to some degree. Such a procedure,
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although not as accurate, would be expected to work fine as long as the estimated
parameters are utilized for the experiments carried out in the similar temperature range.
The predictive ability of the model would be significantly lowered when a different
temperature region is used. Including the temperature term not only allows more accurate

parameter estimation, but also enhances the predictive value of the model.

9.5 Discussion

The MOCH approach applies to complex particulate processes with constraints such as
mass conservation (and supersaturation change), and can describe various phenomenon
including growth, nucleation, agglomeration (aggregation), and breakage. Agglomeration
was chosen over breakage for demonstration purposes in Example 3 as it is more
complicated in mathematical form. Modeling of breakage can be implemented similarly.
Due to its higher accuracy and easier implementation compared to other methods, the
DAE-based MOCH approach is a promising approach for use in the parameter estimation,
design, and control of the size distribution for particulate processes having a very wide

range of phenomena.

The DAE-based MOCH approach has a computational efficiency that is fast
enough for real-time applications. The computational time for each example is much less
than a minute, even for a system with agglomeration (see Table 9.4). The particular DAE
solver used in the examples was an adaptive time stepper with a very low error tolerance;
in applications where six decimal places of accuracy of not required, such as in real-time
feedback control, the computational times could be further reduced by relaxing the error
tolerance. These simulation times indicate that, by employing the MOCH, on-line-

173



parameter estimation, state estimation, and feedback control is feasible for particulate
systems with such characteristics such as side-dependent growth and agglomeration that

hamper alternative simulation methods.

Table 9.4 Simulation time for the four example systems examined in the work.*

Simulation
Example N, N, ]
time
Example 1 Growth-dominated system 55 0 55 0.024 s
Size-independent growth and
pe & 25 67 92 12.28 s
nucleation
Example 2
Size-dependent growth and
25 67 92 729 s
nucleation
Example 3 Growth with agglomeration 500 0 500 4.29s

Example 4 Temperature-dependent growth 45 0 45 0.049 s

*In Example 1, the finite volume method had to use a very small size discretization
and had more than 2000 times the computational cost (51.3 s), while still giving
huge numerical error (detailed discussion in Example 1). The finite volume
method solved 2400 ODEs in Example 1, which is much more than used in the
DAE-based MOCH approach. The cost of the finite volume method would be
significantly higher for Examples 2-4 as well. In Example 2, size-independent
growth used modestly more computational time than size-dependent growth.
Application of the Matlab profiler indicated that the cause was the increased
number of nuclei generated in the size-independent case, which resulted in the
DAE solver odel5s using smaller time steps to ensure numerical accuracy. The
odel5s default error tolerance was used in the simulation, which corresponds to an

absolute error tolerance of 107 and a relative error tolerance of 107>,

In particulate processes with multiple internal coordinates (typically said to be

multidimensional in the literature), methods based on discretization of the internal
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coordinates[140, 141] are typically too computationally expensive to enable their use in
many real-time control applications, and are even relatively slow for parameter
estimation applications. The extension of the MOCH to multidimensional PBMs is

straightforward. For an population balance model with any dimension N,

of (x,1) ia(G (x,0f(x,1))
ot i=l ox,

=h(f(x,0),x,1), (9-23)
The ordinary differential equations describing the characteristics are

=G,(x,t) fori=1,...,.N (9-24)

4 S‘ ) - f(x t)(g aGaS‘ t>)+h( Fx1),%.1) (9-25)

The algorithmic steps described in this paper (Figure 9.2) apply to the
multidimensional PBM in the same way, whereas the number of equations will change
due to the additional dimension(s). For illustration purposes, Example 1 is extended for a
2D case where the seed crystals have mean length of 150 pm and mean width of 90 pm.
The simulation uses the same parameters from Example 1 for the two dimensions, and
both size-independent growth and size-dependent growth are demonstrated in Figure 9.11.
Both simulatipns took very little computational cost (~2 s). For size-independent growth,
the entire peak maintained exactly the same shape and shifted the same distance in both
the length and width directions. For size-dependent growth, the size distribution peak
broadened and moved further, with more growth in the length direction due to the size-

dependency.
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Figure 9.11 Extension of Example 1 to illustrate 2D growth with constant supersaturation
control for both size-independent (y = 0) and size-dependent (y = 0.005)

growth.

9.6 Conclusions

A DAE-based method-of-characteristics (MOCH) approach is proposed for modeling the
evolution of the size distribution for particulate processes with such phenomena as size-
dependent growth, secondary nucleation, and agglomeration. The approach transforms
the population balance models and the mass conservation equation into a differential-
algebraic equation (DAE) system, which is in particular advantageous for handling size-
dependent growth problems. Compared with the widely used methods for simulation of

particle size distributions, the proposed MOCH approach is more accurate (comparable to
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analytical solutions) and computationally efficient. Example systems are simulated and
analyzed to demonstrate the broad applications of this approach. As the method only
requires the solution of a DAE system of relatively low dimension, the proposed method-
of-characteristics approach is fast enough for on-line parameter estimation, real-time state

estimation, and optimization-based control, and for multi-dimensional systems.
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