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ABSTRACT

The main contribution of this work is the understanding of microwave heating and the
microreactor design challenges involved through both chemical experiments and computational
models. The original goal of this research is to develop a microreactor system in order to carry
the microwave organic synthesis in continuous flow format and to understand the basic
phenomena of microwave heating through accurate kinetic studies.

Several heating issues were observed with the first microreactor setup, including an uneven
temperature distribution across the microwave irradiated area and a temperature limitation that
depends on the position of the reactor. To find the root of these problems, the electromagnetic
field and the heat transfer scheme of the microwave system were modeled with COMSOL. The
simulations show that there are three main causes to the heating issues: (1) the electric field has
an inherent resonance structure and thus has an uneven magnitude within the microwave cavity,
(2) the electric field changes with not only the material, but also the sizes and positions of the
objects in the microwave cavity, (3) the air gaps in the microwave waveguide creates a large
natural convection heat loss. The simulations gave us a deeper understanding of the microwave
heating phenomena and were used to find the optimum design of the microreactor.

A second multiple-layered glass reactor was designed accordingly to overcome the heating
limitation and minimized the temperature unevenness. However, the non-uniform heating rate
cannot be eliminated since it is inherent in the resonance structure of microwaves. Both the
experimental results and the simulations of the final reactor show that even though the reactor
can reach the desired temperature, the temperature range across the reactor could be up to 20 *C.
In addition, it was found that the flow rate of the reaction greatly affects the thermal equilibrium
of the reaction volume. Accurate temperature control is therefore still a challenge for kinetic
studies to be feasible with the current single-mode microwave system. The benefit of microwave
heating is therefore still in the qualitative screening of chemical compounds, a feature which was
demonstrated with a Fischer-Indole screening in the final setup.
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Title: Department Head, Chemical Engineering
Warren K. Lewis Professor of Chemical Engineering
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CHAPTER 1. MOTIVATION AND BACKGROUND

1.1 Motivation

The goal of the thesis research is to engineer microreactor setups that can perform

microwave-assisted organic flow synthesis with rigorous experiments in order to obtain a better

characterization of microwave heating and probe its benefits. In specific, the aims were to

integration the microreactor system with an automated platform for reaction screening, and

perform kinetic studies of microwave reactions.

Microwave-assisted organic synthesis (MAOS) has become increasingly popular ever

since microwave irradiation was first introduced to organic synthesis in 1986. - The rising

interest in this field is due to the numerous advantages brought about by the unique mechanisms

of microwave heating. 3 The main advantage of microwave heating is the dramatic increase in

heating rate compared with conventional heating since molecules in the reaction mixtures can

absorb the microwave energy directly within a microwave-transparent vessel. The reactions in

microwave synthesis therefore result in less reaction time, higher yields, and cleaner profiles. 3

Other benefits include the abilities to superheat solvents under atmospheric pressure4 and to heat

certain components selectively.5 Selectively heating different reaction components under

microwave have led to reports of novel reaction pathways and product distributions that differ

from conventional heating under the same temperatures. 67 The ability to collect data rapidly and

the potential to expand chemical space make MAOS attractive to the fields of kinetic studies,8

high-throughput synthesis, chemical/drug discovery and reaction optimization.2' 9-10

However, by the start of this thesis project, most of the work on microwave synthesis had

been done in batch mode. The preparation and cleanup steps required in batch reactions are

considerably time and labor intensive even when most microwave units come with a robotic

handler for the vials. These problems were especially hindering when a large amount of data and

experiments are required." In addition, batch experiments often leads to inaccurate data

collection, such as the vapor build up in headspace resulting in higher concentration

measurement and residue heat from slow quenching resulting in longer actual residence time

than intended.' 2 This is especially important for microwave experiments since the reactions run

at higher temperatures and inaccurate temperature measurements have been proven to be the
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cause behind most extraordinary chemistry results that mislead scientists to believe microwave

has non-thermal effects on chemistry. Furthermore, the limitations of batch reactors create the

main challenges in bringing microwave synthesis from laboratory scales to production scales.1415

Some of these scale-up issues include the restriction on the size of the reactors due to the

penetration depth of microwave irradiations, the requirement of significantly higher power

supply to heat up larger volumes, the need for complicated cooling systems, and the reduction of

energy efficiency in turning electricity into microwave irradiation when going up to large

volumes. 14 -16 Therefore, there has been significant interest in performing microwave reactions in

continuous flow conditions in order to address the above issues. There are only a few examples

of continuous flow systems for microwave reactions, and none of them have been applied to

kinetic modeling or high-throughput synthesis. 17-21

Microreactor setups have the ability to operate microwave reactions in continuous flow

format. This advantage allows us to prevent the previously mentioned data inaccuracy and scale-

up issues and to perform large numbers of experiments faster, which is extremely advantageous
22for high-throughput screening. In addition, continuous processes reduce material costs,

improve process safety, and provide easier scaling. 23-24

The small channel size of microreactors also provides numerous advantages. The small

reaction volumes of microreactors greatly decrease chemical consumption in experiments, and

thus reduce the cost for high-throughput testing. The reduced amount of toxic or hazardous

materials in the microreactors at any time point also makes the processes safer for dangerous

chemistries. 2-26 In addition, the large surface to volume ratios and small length scales of the

channels allow fast mass and heat transfer in microreactors, therefore leading to faster and more

uniform mixing of reactants and more uniform heating where isothermal conditions can easily be

achieved. The large surface to volume ratio is also beneficial for additional features, such as

coating catalysts along the surfaces.

Furthermore, many of the advantages of microwave heating, such as less reaction time,

higher yield, and purer products, are also found with microreactors without microwave heating.27

Therefore, the comparisons of kinetic data of reactions in microreactors with conventional

heating and with microwave heating gives insight into the basic phenomena of microwave

effects and helps us evaluate the usefulness of microwave synthesis on reaction screening with

microreactors.
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1.2 Microwave-assisted Organic synthesis

1.2.1 Microwave Heating Mechanism

Microwaves are electromagnetic radiation that consists of oscillating electric fields and

magnetics fields in between the frequency of 300 MHz to 300 GHz. Most microwave units in

chemistry lab operate at 2.45 GHz. The energy of microwave photon at 2.45 GHz is only 0.0016

eV, much lower than molecular bond energies, and is therefore unable to start chemical reactions

by cleaving molecular bonds. Instead, microwave induces heating by dipolar polarization and

ionic conduction.5 The dipoles and ions of the materials under microwave irradiation will

continuously adjust their positions to align with the oscillating electric field. During the

realignment, energy is turned into heat through dielectric loss and molecular friction, and the

process is called dielectric heating.5, 28-29 The ability of materials to absorb microwave energy

and convert them into heat thus depends on their dielectric properties, which is expressed as the

complex permittivity:
30-31

E = E - (1.1)

The real part of the permittivity is the lossless term and stands for how well the material

absorbs and propagates the microwave energy, while the imaginary part of the permittivity is the

energy loss term and stands for how well the material converts the microwave energy into heat.

The loss tangent is then defined as the ratio of the lossy portion in the electric field to the

lossless reaction:30

tan6= - (1.2)

The permittivity, and therefore loss tangent, is dependent on the frequency and

temperature that the material in under (Table 1.1). The larger the loss tangent of a material, the

faster it heats up under microwave irradiation.3,5, 29

Table 1.1: Loss tangent values of selected solvents at 2.45 GHz, 20 oC. 5

Solvent / Material tan5 Solvent / Material tan6
ethylene glycol 1.350 1,2-dichloroethane 0.127

ethanol 0.941 water 0.123
DMSO 0.825 chlorobenzene 0.101

2-propanol 0.799 chloroform 0.091
formic acid 0.722 acetonitrile 0.062
methanol 0.659 ethyl acetate 0.059
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Solvent / Material tan6 Solvent / Material tan6
nitrobenzene 0.589 acetone 0.054

1 -butanol 0.571 tetrahydrofuran 0.047
2-butanol 0.447 dichloromethane 0.042

1,2-dichlorobenzene 0.280 toluene 0.040
NMP 0.275 hexane 0.020

acetic acid 0.174 Pyrex 0.010
DMF 0.161 Telfon 0.0015

1.2.2 Microwave Heating Effects and Applications

The fact that different materials couple with microwave radiation differently leads to

many benefits and applications. The key advantage is volumetric heating, where reactants can be

heated up directly when placed in a microwave transparent vessel (tan6 < 0.01), such as

Pyrex/glass or Telfon containers. The reactants can therefore be heated up faster to higher

temperature regimes that cannot be easily achieved by conventional heating. This in turn leads to

greatly reduced reaction times and higher conversions for many reactions.3, 32

In addition, studies have shown that microwave radiation can superheat organic solvents

under atmospheric conditions (Figure 1.1).4'33 The extent of the super-heating temperature from

a solvent's classic boiling point varies with different solvent and can be as high as 40 'C and is

useful in expanding the range of data collection for kinetic studies, as demonstrated by Chemat et

al. with the esterification reaction of benzoic acid in excess of methyl alcohol catalyzed by

sulphuric acid (Figure 1.2).4 However, this feature is not often employed since most microwave

reactions are run under sealed vessel conditions, where pressures are allowed to rise above the

atmospheric temperature.5

Other special techniques in microwave heating include putting small traces of strongly

microwave absorbing materials into reaction solutions that are weaker in absorbing microwave

energy in order to improve the heating effect, or to add thin metal catalyst inside the solutions to

create small hot spots where the reactions take place.5 ' 9 For example, the Kappe group added 1-

butyl-3-methylimidazolium hexafluorophosphate (bmimPF6), a strongly microwave absorbing

ionic liquid, to aid the intramolecular hetero-Diels-Alder reaction of alkenyl-tethered pyrazinone

in 1,2-dichloroethane. The original reaction took an hour to complete while the reaction with the

ionic liquid added was complete in 13 minutes since it was able to reach a higher temperature in

a much small time range.9
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Figure 1.2: Kinetic data collected from microwave heating (o) and conventional heating (.)

for esterification reaction.4

In addition to the benefits mentioned above, some people had suggested that microwave

heating can also bring about "non-thermal effects.' 34 This topic have been highly controversial.

Microwave reactions with rate-accelerated results or special product distribution that cannot be

replicated by conventional heating are often suggested to exhibit non-thermal effects.34-3 In

order to facilitate a clear discussion of how microwave can affect chemical reactions, C. Oliver

Kappe proposed the following terms to describe the different attributes of microwave in organic

reactions: (1) thermal effects, (2) specific microwave effects, and (3) non-thermal microwave
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effects.5 Microwave chemistry enhancement that results from rapid heating and the ability to

reach a higher temperature regime is categorized as displaying thermal effects. The rate

enhancement or cleaner profile obtained under microwave heating is purely due to

thermal/kinetic effect that can be explained with the bulk reaction temperature by the same

Arrhenius equation as the one of the same chemistry under conventional heating. Kappe defines

specific microwave effects as "accelerations of chemical transformations in a microwave field

that can not be achieved or duplicated by conventional heating, but essentially are still thermal

effects. " These include the aforementioned microwave heating applications, such as

superheating solvents and selectively heating strong microwave-absorbing materials, and the

elimination of wall effects that can result from conventional heating. For selectively-heated

reactions that display specific microwave effect, not only are the reaction conditions hard to

replicate without microwave, but the exact experimental temperatures are also hard to determine

since the localized "hot spots" in the reaction is not the same as the bulk temperature. Non-

thermal microwave effects include all other reaction accelerations that cannot be explained by

thermal effect or specific microwave effect. It has been postulated that non-thermal effects result

from the direct interaction of microwave electric field with specific reaction molecules.34 For

instance, if the reaction transition state is more polar than ground state, then the electric field can

stabilize process of the reactants going to the transition state. This results in a lower activation

energy that leads to increase in reactivity. It is also hypothesized that the rotation of the

molecules may sometimes result in a higher pre-exponential factor in the Arrhenius equation.

These effects are stated to be stronger in solvent-free reactions or in low microwave-absorbing

solvents because the microwave can interact directly with the reactants instead of being

"blocked" by polar solvents. 2 9, 34, 36-37 However, many author argues that differences in

microwave heating and conventional heating in these examples are due to inaccurate temperature

readings in microwave units or other poor control of the reaction conditions. 35,38 Many reactions

that have been claimed to display non-thermal effect were found to produce the same results as

conventional heating after careful reconstruction of the reactions in identical temperature

settings.39-40 Kappe's group have been prominent in debunking many non-thermal microwave

effect claims in the past decade by recreating reactions in microwave units with fiber-optic

temperature setups that provide more accurate temperature measurements then the built-in IR

sensors in typical microwave units (section 1.2.3 Microwave Units and Equipment). 39 A
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representative example is the Diel-Alder cycloaddition of phenylacetylene to methyl 2-oxo-2H-

pyran-3-carboxylate reported by Loupy et al. in 2004. After reinvestigating the reaction with a

fiber-optic temperature sensor, Kappe's group found that higher yield in Loupy's study under

microwave irradiation compared to oil bath heating was due to the underestimation of the bulk

microwave reaction temperature by the IR sensors.36, 39 Kappe's group has also assessed the

existence of non-thermal effect by investigating chemical transformations in a silicon carbide

vial.40 4' Silicon carbide is a chemically inert material with high microwave absorbance and high

thermal conductivity. Therefore, under microwave irradiations, the SiC vial converts the

microwave field into heat and conducts the heat to the reaction such as in conventional heating

settings, while a Pyrex vial will allow the reaction to be exposed to the microwave field. The

chemistry results from a Pyrex vial and the SiC vial turn out to be the same under the same

temperature setting, and therefore Kappe concluded that the microwave field does not affect the

reactions.4

Due to the extensive effort place in the reinvestigation of microwave reactions, most

scientists today agree that non-thermal microwave effect does not exist. However, disputes are

still taking place over which reactions or reaction conditions qualify as displaying "specific

microwave effects" and whether these reactions are significant enough for chemistry application.

One of these examples was the arguments Gregory B. Dudley and Albert E. Stiegman had with C.

Oliver Kappe over the Friedel-Crafts benzylation of both deuterated p-xylene and toluene that

Dudley and Stiegman reported in 2012 (Scheme 1.1). 13, 42-44 The xylene and toluene in the

reaction act as both reactants and microwave transparent solvents. Dudley and Stiegman

proposed that the polar solute, 2-Benzyloxy- 1 -metylpyridinium BArF, is selectively heated up in

the homogeneous solution, and therefore the solute reactivity is not only temperature dependent

but will also be affected by the power of the microwave irradiation. They suggested the solute

create local hot spots and collide more frequently on a molecular level, and thus increasing the

pre-exponential factor in the Arrhenius equation and leads to a reactivity enhancement cannot be

captured by the bulk temperature of the solution.44 This is an analogy to heterogeneous

microwave reaction where solid catalysts are selectively heated amidst solvent with lower

microwave absorbance. While they ran the xylene reactions under open vessel conditions, they

ran a second series of toluene benzylation under reflux condition to ensure the reaction

temperature is the same between the microwave irradiated and the oil bath experiments, and the
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conversion rates were also higher under microwave irradiation." Kappe's group recreated the

experiments with a fiber optic probe and reported the same conversions between the two heating

methods, and therefore concluded that Dudley and Stiegman's observation is due to inaccurate

temperature measurement and also superheating affects under atmospheric temperature.' 3 They

believe the reaction enhancement Dudley and Steigman reported was due to the increase of the

bulk solvent temperature instead of solute hot spots. Dudley and Stiegman, however, refuted this

argument since they claim Kappe did not accurately replicate their experiments: for the xylene

microwave experiment, Kappe's group used a constant temperature setting at 100 'C with a

lower microwave power irradiation; while for the toluene microwave experiment, Kappe's group

added boiling chips to the solution. Dudley and Stiegman argue that the lower power settings

diminished the high power steady-state microwave irradiation effect that they intentionally

aimed for in their design, and that Kappe's group reported the same increased conversions as

Dudley and Stiegman's original paper when boiling chips were not added in the toluene

experiments.42 Dudley and Steigman also ruled out superheating as the cause of increased

reactivity since they added stir bars to all their experiments and also demonstrated the stirred

toluene has the same temperature with and without boiling chips.42 In summary, Kappe believes

the results Dudley and Stiegman observed can be explained by the bulk solution temperature,

and the rate enhancement can be achieved by simply increasing the bulk reaction temperature.' 3'

43 However, Dudley and Stiegman believe this is a case of selective heating of a homogeneous

solution, and with strategic experimental designs, reactions with polar solute in microwave

transparent solvents can benefit from constant high power microwave irradiation; they encourage

chemists to further explore this area.42

CD3  CDs
0 N D D Bn D

D D D D

F3CC CF3  CD3  CD3

1. Oil Bath, 1000C, 10min: 12% conversion

F 3C CF3  2. Steady-state Microwave Irradiation,
F 3C CF 3 [BArF] 300W, 10min: (<1000C), 86% conversion

Scheme 1.1: Friedel-Crafts benzylation of deuterated p-xylene with results reported by

Dudley and Steigman."
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Aside from the dispute on the nature and application of microwave effects, the potential

of microwave heating to speed up the rate of synthesis for high-throughput synthesis and kinetic

studies have also been anticipated and exploited.2' 8, 22, 45 An example of library synthesis by

microwave is the generation of a dihydropyrimidine (DHPM) library by Biginelli

multicomponent reactions (Scheme 1.2).2, 10 Reactions were carried out in an automatic

sequential format with sealed-vessel vials irradiated batch-wise. The microwave irradiation

significantly increased the reaction rate and was able to screen 48 compounds in 12 hours. This

is a great improvement compared to the traditional synthetic procedure of Biginelli reactions,

which took some time between 2 to 12 hours to run one single reaction.' 0

An example of microwave heating used in kinetic studies is the reevaluation of the

Newman-Kwart Rearrangement by Gilday et al.8 The reaction they chose was one on which no

specific or non-thermal microwave effect was reported. After demonstrating that microwave

heating produced the same conversion as conventional heating, they collected a larger range of

data with microwave synthesis. The analysis showed that the reaction order for the

rearrangement changes with the reactant concentration as opposed to exhibiting a constant first

order kinetic profile. The study demonstrates how data can be rapidly collected by microwave

heating.
R2

0 H NH2 Ethanol, acetic acid, E
E .Ik '1 1 Lewis acid catalyst al NH

R1 + R2 H + H 2N z MW,1200 C, 10-20 min R1 N Z
R3  R3

E=ester, acyl, amide, nitro; Z=0, S, NR; R-R3=H, alkyl, (het)aryll

Scheme 1.2: Biginelli three-component reaction that generates DHPM library. Numbers

stand for the potential number of compounds that can be used or generated.2"0

As a summary, many types of organic reactions have been successfully conducted

through microwave heating, and several examples are shown in Table 1.2. Detailed reviews can

be found in reference 5.

Table 1.2: Sample scope of chemistries run under microwave irradiation.5 32

Reaction Type Example

CN Br Pd(OAc)2 / P(o-tolyl) 3 NC CO2H
Heck Reactions - -,CO 2H Et3N, MeCN, I

MW, 180 "C, 15 min 82%
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Reaction Type Example

EtO2C CO 2Et NO 2 [(t-Bu) 2P(OH)]2PdC 2  NO2
Suzuki- Miyaura c + /\ K2CO3, THF, Me

Reactions I Me MW, 100 *C, 30 min M CO 2Et

B(OH)2  77% - CO 2Et

+ R-XN
Buchwald-Hartwig Nr CIH Pd(OAc)2 , NaOtBu, BTF R N -N

Reactions X = N o. C MW, 150 *C, 15-20 min

R = H Me, Ph, Bn (50-9 5%) CI

Diels-Alder neat HfK

Reaction Q MW, 165 0C, 20 min 0 o

97%

Nucleophilic NO 2  ok NH 2 2 eguiv. DIEA. EtOH.. NO 2
Aromatic F + 5h, 1200C, MW NH

Substitution 2 equiv. 81%

00

Multicomponent 0 + N Ac2O, p-TSA 9 NH 0

Synthesis 'NH 3  H MW, 150 *C, 20 min f N -

0 90% 0

1.2.3 Microwave Units and Equipment

When the field of microwave organic synthesis started to emerge, most reactions were

performed in domestic microwave ovens modified by the researchers. However, due to the

increasing trend of microwave synthesis studies, dedicated microwave units have been developed

which features better control and measurements of temperature, power, pressure, and ensures

safety.5'46 A microwave reactor is composed of a magnetron which generates the microwave, a

waveguide that transmit the microwave, and a cavity in which the microwave is resonated and

energy is coupled.3" Different modes can be generated depending on how the energy is coupled

inside the cavity. Microwave reactors can in turn be classified into two general types. The

multimode reactors are like kitchen microwave ovens and can generate power up to 1000 to 1600

watts, but require rotation of the cavity because of the highly inhomogeneous energy field they

generate. The low power density also prevents small-scale synthesis (< 3 mL) inside multimode

reactors. Therefore, most of the lab scale processes right now are performed in single-mode

reactors, where the energy field is relatively homogeneous and high in density.5
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Single-mode microwaves generally have a more accurately designed waveguide that

directs the irradiation waves to a confined cavity at a fixed position in which the reaction sample

is loaded. Several companies provide single-mode microwave reactor units for lab-scale organic

synthesis.' " The waveguides of the models come in different shapes that direct the irradiation

into the cavity through different geometries (Figure 1.3). Different units also include different

features of control and different formats to process the reactions. In general, single-mode

microwave units can provide power output up to 300 to 400W and can operate either under

constant power output, or use the power output to regulate the temperature or pressure of the

reaction with the help of temperature sensors, pressure sensors, and a control program. The

reaction vials are placed in the cavities and are usually irradiated one at a time. The volume of

the vials can range anywhere between 0.2 mL to 80 mL. Although some units allow the reactions

to run under open-vessel conditions, most units use vials designed with a sealed cap that allows

the reaction pressure to go up to around 20 bar. In order to increase the speed of this type of

batch-wise experiment, several companies offer integration of an automated system, where a

robotic gripper can be used to handle a set of vials. The only commercial single-mode

microwave units that can run reactions in flow are the CEM Voyager® systems. These

microwave units come with reactors made out of glass or Teflon coils, and can be run in

continuous flow or stop flow mode (Figure 1.4). The reactors come in volumes of 10 or 80 mL

and can allow flow rates up to 20 mL/min. The operation limit is 250 'C and 17 bar.5 In addition

to the above features, microwave units often come with a compressed-air cooling application that

can be used to cool the sample after the reaction or to achieve simultaneous cooling of the

reaction vessel while the samples are being heated up by microwave irradiation.
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Figure 1.3: Different shapes of waveguides in single-mode microwave units: (a) Circular

waveguide in CEM Discover. (b) Rectangular waveguide in Biotage Initiator.5

Figure 1.4: CEM Voyager® continuous flow system and its different reactors. 5 4 7

Accurate temperature measurement is a crucial task in conducting microwave reactions

and has been a challenging issue in the design of a microwave unit. Traditional temperature

sensors such as thermometers and thermocouples cannot be used as they will couple with the

electromagnetic field. Most microwave units include a built-in IR sensor to detect the

temperature of the reaction from a fixed distance. The sensors are mounted at different positions

for different models, for example, the sensors in the CEM Discover® units are positioned at the

bottom of the cavity while the ones in the Biotage Initiator@ units are placed in the cavity wall.

The main disadvantage of the IR sensor is that it reads the temperature of the outer wall of the

reaction vessel instead of the actual reaction mixture. Because the reactor vessel is usually
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microwave-transparent and the solution heats up directly under microwave heating schemes, the

IR reading will often be lower than the actual reaction temperature. The results obtained by the

inaccurate temperature readings thus need to be treated carefully especially when compared with

the data from conventional heating schemes.3 Another common alternative to IR sensor is a

fiber-optic sensor which can detect the internal temperature of a reaction. The CEM Discover®

model has a fiber-optic temperature measuring option. The fiber-optic can provide a more

accurate temperature measurement even though its range of detection is smaller and is sensitive

to mechanical stress.39 Still, because of the inhomogeneous heating field inside a microwave

reactor, several studies have tried to use thermo-vision cameras to monitor the whole temperature

scheme inside a microwave reactor.28

1.2.4 Microwave Synthesis in Continuous Flow

Most microwave reactions in current studies are run in batch mode. However, because of

the scale-up issues involved with batch reactions and the interest in increasing the speed for

high-throughput synthesis and reaction screening, several studies have been made on performing

microwave reactions in continuous flow.14,16 Most of these studies used microwave-transparent

tubes in different configurations to conduct the continuous flow. -2 1 For the interest of this thesis,

examples of continuous flow in microfluidic scales (channel diameter < 1mm) are summarized

below.

The Haswell group designed a microfluidic glass block composed of two pieces of glass:

a glass piece with three inlet/outlet holes connected with a bottom piece that has a channel that

was 1.5mm wide, 50 or 80pm deep, and 15mm long (Figure 1.5). The channel was coated with

heterogeneous Pd-supported catalyst to perform Suzuki cross-coupling reactions. Reactants were

pumped into the reservoirs by a syringe pump connected through peek tubing. The whole block

was placed inside a single-mode microwave cavity with an IR sensor at the bottom.48~49 Another

design from the same group is a U-shaped capillary glass tube (Figure Figure 1.5) with an inner

diameter of 800pm. The bottom of the tube was filled with catalyst particles held into place by

two glass rods. Suzuki cross-coupling reactions were also successfully carried out.2
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Figure 1.5: (a) Microreactor, and (b) capillary reactor designed by the Haswell group for
48-49Suzuki cross-coupling reactions.

Michael Organ and co-workers assembled a capillary flow system where three inlet tubes

merged to a single capillary glass tube that went through a single-mode microwave cavity and

delivered the outlet to collection (Figure 1.6).19 The capillary tube could be changed for an inner

diameter between 200 to 11 50Rm. The reaction temperatures were detected by an IR sensor

mounted on the walls of the cavity. Many homogeneous reactions had been successfully

demonstrated with the design, including Suzuki-Miyaura Couplings, ring-closing metathesis

reaction, nucleophilic aromatic substitution, and Wittig reactions. To increase the throughput of

reactions, a parallel capillary system was modified from the first design (Figure 1.6). The

assembly consisted of four parallel capillaries in to microwave chamber which each had two

inlets feeding reactants to it. The system could perform combinatorial synthesis for a small

compound library. A 2x2 array of nucleophilic aromatic substitution products was created in a

single run with the parallel set up; and a 2x4 array was produced in two sequential runs.' 8 The

same group also developed methods to deposit thin Pd films on the interior wall of the capillary
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tubes. The application was successfully used to

cycloaddition reactions.6-7
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Figure 1.6: (a) Single capillary reactor system and (b) parallel, capillary multireactor

system for continuous flow microwave reaction designed by the Organ group.18-19

The Bagley group designed a simple flow reactor by filling a standard 10 mL glass tube

with sand that is held between two drilled porous frits (Figure 1.7).505' The reaction mixture is

pumped to the bottom of the tube and passes through the void in the sand that is effectively a

network of microchannels. The hydrolysis of 4-(chloromethyl)thiazole and a Fischer indole

synthesis of phenylhydrazine and cyclohexanone were used to test the reactor. In addition, a

Bohlmann-Rahtz pyridine synthesis was carried out to compare the energy efficiency of the

reactor with batch processing and a commercial Telfon coil reactor for continuous flow (Figure

1.4), and Bagley's reactor demonstrated the best heating efficiency. 5' A similar flow cell was

used in the Kappe group where 2 mm glass beads were used to pack the Pyrex tube instead of

sand.
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Figure 1.7: Schematics of the sand-filled flow cell designed by the Bagley group.51

1.3 Glass Microreactor Fabrication

1.3.1 Glass Microreactor Fabrication

Borosilicate glass, commonly known as Pyrex, is the standard material for glassware used

in chemical synthesis. Many microreactor systems have been fabricated from this material

because of its high chemical inertness and optical transparency.53-s6 Depending on the source of

the glass substrate, borosilicate glass contains different components of impurity in addition to the

main SiO 2 component.57- 58 Therefore, standard deep reactive ion etching (DRIE) techniques used

on silicon cannot be used on glass. 58 Although several studies have been made on the
57, 59-60development of special dry etch techniques to create deep, vertical channels in glass, the

standard process of glass fabrication is still using photolithographic wet etching method.5 -54'6 '

The general procedure of wet etching glass is shown in Figure Figure 1.8. A glass

substrate is first cleaned and polished. A layer of gold or chrome is then deposited onto the

substrate. This layer act as an adhesive to ensure good contact with the photoresist that is later

coated on. The channel features are then exposed on the photoresist using an UV lamp and

photomask containing the channel patterns. The exposed photoresist is then developed, followed

by etching of the exposed metal layer. The glass substrate is then wet etched by a HF solution.

After the glass is etched to the desired depth, the photoresist and metal layers are stripped off.

The glass substrates can then be bonded to another glass plate through various bonding

techniques. Inlet and outlet holes to the channels can be drilled on either piece of the glass.
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spin-coat photoresist etch glass with HF (isotropic)

Figure 1.8: Schematic of microfabrication in glass.

The etching of glass with HF is isotropic; therefore the etched depth to width ratio is

usually 1:2 to 1:3. Dimensions of the channels can be adjusted by the width of the channels on

the photomask, but the resulting channels all have a longer width compared to their depth. This

limits the feature density that can be inserted into glass substrates.56 The etching rate of the HF

depends on the concentration and composition of the solution and the source of substrate used;

reported etching rates vary between 0.063gm/min to 13pm/min. 62 -64

The inlet and outlet holes to the reactor channels can be drilled by various methods.

Diamond-tipped drill bits can be used with a manual mill or a CNC mill to drill the holes. 62

Ultrasonic sandblasting is also another option where up to hundreds of holes can be drilled at the

same time and holes as small as 10pm can be achieved. For CNC drilling, W. H. Grover has

written a software that can read in a DXF file containing the desired hole locations and create

language codes like G-code for a programmed mill.65

Numerous glass-glass bonding techniques have been developed. Several of these include

bonding glass pieces at room temperature or relatively low temperature using high pressure and

various adhesives, such as sodium silicate, UV-curable glue, and epoxy glue, between the

bonding pieces.64, 66-67 Grove et al. employed a DuPont C-20 FEP Teflon film into a bonding

process.62 The film is able to form adhesive once heated up but does not loss the chemical

inertness of the Teflon material. The Teflon film was placed in between the two bonding glass

plates and a pressure around 7MPa was applied to the assembly. The assembly was then heated

up in an oven at 90 'C. This type of bonding with a piece of film allowed the authors to etch
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different features on both pieces of glass and use them as microfluidic membrane valves and

pumps (Figure 1.9).62

Valved fluid channel

film

Pneumatic channel and
displacement chamber

(b)

CLOSED OPEN

Figure 1.9: Glass-glass bonding with FEP Teflon film to create membrane valves. (a) The

exploded and assembled illustration of the bonding pieces. (b) Cross-sectional schematic

the operation of a single valve. 62

However, low temperature bonding often results in weaker bonding strengths and the

adhesives or glues may clog channels that are especially shallow.67 An alternative is thermal

bonding at high temperatures above 550 'C, which is around the glass transition temperature for

Pyrex. In general, the procedure in this method is to clean the two pieces of bonding glass with

Piranha solution (a mixture of 3:1 concentrated sulfuric acid to 30% hydrogen peroxide solution),

sandwich the pieces in between two flat blocks made of material that can withstand the furnace

temperature and not bond with the glass pieces, and heat the assembly up in a furnace. Once a

bonding succeeds in this process, the glass pieces will become as one whole piece of glass block.

The success of thermal bonding highly depends on several factors: the cleanness and flatness of

the glass substrates, the bonding temperature, the heating time, the rate of cooling down, and the

material and weight of the blocks. Therefore, different recipes have been developed.54' 61. 63-64

The Han group has developed a method in which the glass surfaces can be chemically activated
64by ammonium hydroxide and form a temporary bond before placed in the furnace. The bonding
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succeeded without any blocks placed on top of the glass pieces. Therefore, the channels will not

distort as much when the glass material is soften under high temperature, making this process

extremely attractive for nano-scale channels (depth < 10 pm). The Kitamori group was able to

thermally bond 11 pieces of glass together under 650 'C for 5 hours while using alumina plates

as sandwich blocks (Figure 1.11).5 4 They reported that the bonding procedure for 11 pieces of

glass were just the same as for two. The pile-up reactor, which contained ten layers of channel

features, was tested with an amide formation reaction and resulted in favorable yields. The

maximum flow rate that can be achieved was ten times higher than that of a single layer glass

reactor, demonstrating a higher throughput.

(a) (b)

Figure 1.10: (a) Schematic of three-dimensional channels in the pile-up reactors aligned for

thermal bonding. (b) Photograph of the ten-layer, pile-up reactor.54

1.3.2 Packaging Techniques

Several packaging schemes used for glass reactors are available. Compression packaging

is one option. The Kitamori group used a plastic holder to sandwich their reactors with screws.54'
61, 63 The holder had threaded hole for inlet and outlet tubing. The tubes were glued to Teflon

screws and screwed down the threaded holes of the holder. O-rings were placed in between the

glass piece and the screws to ensure sealing (Figure 1.11).

45



(a) (b) ReaProntcB

Flanged Teflon tube

Teflon screw

Chdp holder

0-ring / Glass plate

Inlet/outlet hole

Figure 1.11: Compression packaging of glass reactors in the Kitamori group: (a) Cross-

sectional schematic of the tube connection. (b) Photograph of the pile-up glass reactor with

tube connections. 54

Tubes can also be sealed directly with inlets and outlets of reactors. Our lab has

developed glass brazing techniques to connect capillary glass tubes with reactors (Figure 1.12).68

The silicone reactors had inlet and outlet holes on the side, and the capillary glass tubes were

connected by heating up a sealant glass powder at the interface of the connection. The powder

sealed the tubes to the reactor once it melted, and the capillary tubes were able to connect with

other tubes, such as FEP or PEEK tubing. This technique allows the tubing to be connected to

the side of the reactors. The key requirement in this process is that the thermal expansion

coefficients of the reactor, tubes, and brazing powder have to be similar in order to minimize

thermal expansion stresses.
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(a) (b)

Figure 1.12: Reactor setup for glass tube brazing procedure. 6

1.4 Thesis Overview

The goal of thesis research is to engineer microreactors that can perform microwave

reactions with rigorous experiments in order to obtain a better characterization of microwave

effects and to harness the benefits of microwave heating. The following summary provides the

roadmap to both this research and the thesis:

Chapter 2 describes the design of the first microreactor setup. This chapter includes the

selection of microwave unit, the choice of material and fabrication method, and the details of the

geometry configuration. The chapter also includes the validation chemistries and kinetic analysis

done with the microreactor, from which heating issues were discovered.

Chapter 3 provides the background, procedure, and results of the microwave simulations.

Due to the heating issues described in Chapter 2, microwave computational models were set up

for a better understanding of the microwave heating pattern. The computational models combine

electromagnetic radiation, heat transfer, and fluid dynamics mechanisms to simulation the

microwave heating pattern. The simulation results provide explanations to the heating challenges

and were used to design a second microreactor setup.

Chapter 4 includes the design and simulation of the improved microreactor. The changes

in design will be explained from the understandings obtained in Chapter 3. This chapter also

includes the simulation results of the final reactor design in order to confirm the microwave

heating outcome and to establish temperature estimations of chemistry reactions that will be

describe in Chapter 5.
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Chapter 5 details the chemistries performed with the final reactor design. A kinetic

analysis and a screening reaction are demonstrated. The chapter also includes a simulation model

of the spiral reactor with flow to reflect the experimental finding in this chapter.

Chapter 6 concludes the main results and important findings from this thesis research.

Future directions of studies in microwave chemistry with microreactors are also suggested.
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CHAPTER 2. INITIAL SYSTEM DESIGN

2.1 Introduction

The first stage of this project was to design a microreactor system that can perform

microwave reactions in continuous flow. This included creating a microreactor, integrating it into

a microwave unit, and achieving precise temperature, pressure, and power control. Validation

chemistries were ran with the initial system to test the reactor performance in terms of pressure

limitations, mechanical stabilities, and accuracies in temperature measurements. The chemistry

results revealed heating issues with the initial design, including uneven temperature distribution

across the reactor, unexpectedly low heating rates that led to temperature limits, and changes in

the heating pattern when the reactor position was altered.

2.2 Discover Microwave Unit

The Discover® 1 unit from CEM Corporations was chosen for our studies (Figure 2.1). 69

The unit has an opening at the top designed for open-vessel reaction and a metal attenuator is

used to prevent microwave leakage. This opening allows tubing connecting into the microwave

chamber for a continuous flow setup.

The microwave module is a single-mode unit with a circular waveguide, in which the

microwave radiation enters the chamber/cavity from the side walls (Figure 2.1(b)). The

magnetron generates the microwave at a variable power setting at the end of the waveguide. The

magnetron is angled at a position such that the electric field would be perpendicular to the

waveguide wall. The cross-section of the waveguide at the point of microwave entry is the

microwave port. 0 The cavity is about 90 mm deep and 70 mm in diameter, the waveguide is

about 20 mm wide, and the attenuator is about 80 mm long and 40 mm in diameter. The cavity is

where the samples are held and heated up, and the samples are usually put into a glass tube and

placed into the cavity from the top of the attenuator. The unit is connected to a computer where

the SynergyTM software developed by the company can be used to program the unit and monitor

the reaction parameters, including the temperature, pressure, operation time length, and power

output. There are two settings to operate the microwave unit: the first is the constant power
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setting, in which a fixed power will be generated from the magnetron during the operation; the

second is the constant temperature setting, in which the microwave software will adjust the

power outputs to reach and maintain the measured temperature at a value set by the operator. The

maximum power the unit can provide is 300 W, and the temperature detection range is 0 - 300

oC.

The unit comes with two temperature sensing devices: a built-in IR sensor at the bottom

of the microwave chamber (Figure 2.2) and an external fiber optic temperature sensor (Figure

2.4). The IR sensor is a non-contact detection method, while the fiber optic sensor reads the

temperature of the material it is in contact with. The fiber optic temperature sensor consists of a

control box and a long blue probe about 1.5 mm in diameter. The probe is sheathed in inert

plastic and has two polished mirrors at its tip that are separated by an air gap about 1-inch long.

Light is passes though the mirrors at the tip of the fiber optic probe and reflected back to the

sensor's control box. When the tip is heated up, the length of the air gap will change and shift the

phase of the return light. The differences in light signal correspond to different temperature

readings and are calibrated for temperature measurement in the microwave unit's software.7'

(a) Opening to microwave (b)
chamber Port

Mag etron

Attenuator

Figure 2.1: CEM Dicover® 1 unit used for this research: (a) Front view of the unit. (b)

Schematic of internal microwave configuration view from the top.4 7

2.3 Microreactor Setup and Fabrication Methods

Due to the configuration of the microwave unit, the microreactor was designed to enter

the cavity vertically downwards from the top opening to receive the irradiation from the side of

the walls (Figure 2.2). In this arrangement, the IR temperature sensor at the bottom cannot detect

the temperature on the glass surface, and therefore, the fiber optic probe was used for the setup.

In order to minimize the amount of irradiation on the packaging material and to increase the area
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of the channels that is irradiated, the microreactor was designed into a thin, long shape: the top

part of the microreactor with the packaging would be in the attenuator, while only the reactor

channels would be in the microwave cavity (Figure 2.2).

Figure 2.2: Side

Attenuator

Microwave mi4 rore ctor Microwave
waveguid waveguide

Microwav~e
Cavity

IR Detector

view of the microreactor fitting into the microwave unit. Red arrows

depict the direction of microwave irradiation.

The material of the microreactor had to be chemically inert and microwave transparent.

Although standard silicon microreactors in our lab demonstrated many advantages for

microfluidic organic synthesis, 56,72 preliminary testing of heating these reactors in a microwave

unit showed that the silicon material is strongly microwave absorbent, reaching 187 'C in 5

minute with a low power microwave irradiation of 5 W. Therefore, glass was chosen as the

reactor material.

The reactor was made from a commercially available 6-inch square, 0.7-mm thick

borosilicate glass wafer that was pre-coated with a 120 nm chrome layer and a 500 nm

photoresist layer.69 The wafers were wet etched with 49 % HF solution to produce reaction

channels that are about 400 pm in width and 160 pm in depth. The inlet and outlet holes were

drilled with a 0.039-inch diamond drill bit and a CNC mill. The finished glass pieces were

cleaned with Piranha solution and thermally bonded together by compression under 650 'C in a

furnace. This method fused the two pieces of glass together into a single glass block that could

withstand at least 250 psi of pressure. Details of the fabrication procedures and recipes are

recorded in Appendix A. 1.

The reactor is 30 mm wide, 101 mm long, and 1.4 mm thick (Figure 2.3). The inlet and

outlet holes are 1 mm wide in diameter. There are two inlets that merge together and pass
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through a short serpentine-shaped mixing zone and then enter the long U-shaped reaction

channels at the bottom half of the reactor. The reaction volume is 280 pl, and the mixing zone is

20 pL.

(a) (b) (c)

Figure 2.3: 1s generation of microreactor: (a) Microreactor without packaging. (b)

Packaging of microreactor with PEEK assembly and Teflon holder for the fiber optic

temperature probe. (c) Backside of assembly with PEEK screws.

The packaging assembly connects the reactor to the inlet and outlet tubing for

continuous-flow reactions. The packaging is located in the microwave attenuator and is subjected

to certain degrees of microwave irradiation. Therefore, the packaging needs to exhibit both high

chemical compatibility and microwave transparency, withstand the operation temperature and

pressure, and ensure sealed connection of the reactor with the tubing. Polyether ether ketone

(PEEK) was thus chosen as the material for a compressed packaging configuration: a PEEK

block was machine with a sitting for the reactor and three standard 6-32 ports for Upchurch

Scientific® MicroTight® fittings for the tubing connection; another PEEK sheet was drilled with

screw holes, and the reactor was sandwiched between the two PEEK pieces with PEEK screws

(Figure 2.3 (b)(c)). The assembly was then screwed onto a disc-shaped PEEK block that was

machined to fit on top of the attenuator, hanging the microreactor into the microwave cavity
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from the microwave unit opening. The microreactor is therefore set at a fixed height, but the

PEEK disc can rotate on the attenuator and change the direction of the microreactor surface

within the cavity. The red MicroTight® headless fittings connect the reactor to Upchurch

Scientific® PEEKTM Tubings, which have a 1/32 inch outer diameter and 0.015 inch inner

diameter.

A Teflon® holder was machined to hold the fiber optic probe firmly onto the reactor for

temperature measurement (Figure 2.3 (b)). The holder is about 36 mm wide, 20 mm long, and

14.5 mm thick. A 30 mm wide and 1.4 mm thick hole is cut through the holder for the reactor to

pass through, and a 1.5 mm round slit was made to fit the fiber optic probe (Figure A.5). During

future reactions, the holder and the tip of the fiber optic probe were positioned around the center

of the microreactor.

Figure 2.4 shows the layout of the entire microreactor setup for microwave continuous

flow synthesis: Harvard Apparatus syringe pumps are used to inject the reaction solutions into

the microreactor, which is positioned in the microwave chamber by hanging onto the microwave

attenuator. An Upchurch Scientific® back pressure regulator with the required pressure rating is

connected to the outlet. The microwave operations are monitored by the fiber optic sensor and

the SynergyTM software.

Microreactor Fiber optic temperature sensor

Collection Vial
Syringe pump Microwave unit Backpressure Software for temperature and

regulator microwave power control

Figure 2.4: Microreactor setup for continuous-flow microwave synthesis.
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2.4 Validation Reactions

The new setup was tested with three reactions found in literatures: a Diels-Alder reaction

between isoprene and maleic anhydride in dimethylformamide (Scheme 2.1), a condensation

reaction of o-phenylendiamine and acetic acid (Scheme 2.2), and an aromatic substitution of 2-

chloropyridine with piperidine in N-Methyl-2-pyrrolidone (Scheme 2.3). These reactions were

chosen to assess the microreactor because they are straightforward and no side reactions have

been observed in previous studies. 73-76 The kinetics of the first two reactions has also been

reported in the literature and provides a basis for the temperature and expected conversion

calculations.73' 75 The latter two reactions were also run with a microreactor heated by a cartridge

heater to compare the results between microwave heating and conventional heating.

0 0

(+ 9o DMF

0 0
(0.5 M) (0.5 M)

Scheme 2.1: Diels-Alder reaction of isoprene and maleic anhydride.

+ CH 3COOH neat N
NH2

(1 M, 0.5 M)

Scheme 2.2: Condensation reaction of o-phenylendiamine and acetic acid.

+ 
NMP 

N N
I N C I N

(0.25 M, 0.1 M) (2.2 equiv.)

Scheme 2.3: Aromatic substitution of 2-chloropyridine with piperidine.

All reactions were run under set temperature mode, in which the microwave software was

allowed to automatically adjust the radiation power to reach the target temperature. The syringes

were set to flow at the lowest flow rate (longest residence time) at the same time the microwave

was turned on until the reactor reached steady-state at the target temperature (temperature

oscillation maintained within 5 *C of the set temperature.) Then the pump flow rate was

adjusted for different residence time for data collection. Each data point was collected after
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purging at least 2 times the reactor volume through the outlet. Further experimental details are

listed in Appendix A.4.

The Diels-Alder reaction was run at 80 'C, 90 1C, 100 0C with residence times of 3, 5,

and 10 minutes. The results show a conversion that is around 17 % to 30 % lower than the

expected conversion calculated with the reported kinetic data,7 5 which also indicates that the

liquid temperature was around 10 'C to 20 *C lower than the set temperature (Table 2.1). The

experiments were also highly unrepeatable in both continuous flow or batch synthesis and an

accurate kinetic data could not be obtained to compare with the literature values (Appendix

A.4.1). It is most likely that the volatile isoprene (b.p. 34.07 *C) evaporates too fast and accurate

data for this reaction could not be obtained without an inline analysis setup.75

Table 2.1: Diels-Alder results compared with literature data.
Actual temperature

Reaction Microreactor MW Expected conversion from calculated from reported
Condition Conversion (%) literature data 5 (%) kinetic data 75 (*C)

80 0C, 3 min 29.5 47.1 67

80 0C, 5 min 29.1 59.7 63

90 *C, 3 min 49.9 60.1 74

90 C, 5 min 43.7 71.5 68

100 C, 3 min 57.9 71.3 88

100 0C, 5 min 63.6 80.6 83

100 C, 10 min 72.6 89.2 78

The condensation reaction was run under 100 psi back pressure at 130 'C, 150 'C, 160

*C, and 180 *C with residence times of 1, 3, and 5 minutes for kinetic analysis. The Kappe group

had reported this reaction to follow a first order rate law with respect to the o-phenylendiamine.73

The conversions from the microwave microreactor are within 6 % difference from the

conversions calculated from the literature data, and the results match a first order rate law with a

pre-exponential factor of (5.61 1.86) x 10 s and an activation energy of 66.7 1.44 kJ/mol.

These kinetic data are lower than the reported values of a 3.1 x 10 s pre-exponential factor and

a 73.43 kJ/mol activation energy.73 However, the microwave results fall within the same range of

the results from the cartridge-heated microreactor, which give a (9.83 8.65) x 10 s pre-

exponential factor and a 67.9 7.43 kJ/mol activation energy (see Appendix A.4.2). It therefore

seems as if that the glass microreactor could be used to obtain accurate kinetic data.

55



100

90

80

70

S60

.2 50

i 40

o 30

20

10

0
0

Figure 2.5:

-'7

/
/

I, /
,, /
9/

.0~

-..

2 4 6 8 10
Time (min)

Conversion profile for 2-methylbenzimidazole formation with first

microreactor setup.

-4

-4.5

-5

r -5.5

-6

-6.5

A

-7 1
0.0021 0.0022 0.0023 0.0024

1/T (1/Kelvin)

0.0025

Figure 2.6: Arrhenius plot of In k versus /T used to determine the activation energy and

pre-exponential factor of the condensation reaction with the results from the initial

microreactor for microwave.

However, the conversions of the aromatic substitution reaction are not as high as

expected. This reaction have been reported with a 40 % yield when irradiated by microwave at

120 'C for 20 minutes under solvent free conditions, 76 and also a 100 % conversion when run in

a steel coil reactor heated by a hot plate at 260 'C for 20 minutes in flow. 74 We ran the reaction

under 100 psi back pressure at 260 'C and 280 'C with residence times of 1, 5, and 10 minutes.
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The conversion data obtained in the microwave microreactor setup are more than a half lower

than the conversions of the reaction in the cartridge-heated microreactor under the same reaction

conditions (Figure 2.7). In addition, dark deposits were observed in the glass reactor channels at

the area where the holder is placed (Figure 2.8). The results suggest that the fiber optic

temperature sensor was not accurately measuring the temperatures of the reactions.
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Figure 2.7: Comparison of the aromatic substitution results from microwave microreactor

and conventional cartridge heater.

Figure 2.8: Deposits in reaction channels after aromatic substitution reactions.

2.5 Heating Issues

It was suspected that the microwave setup had lower conversions because the reaction

temperatures were actually lower than the fiber optic measurements. Therefore, an external

thermal couple was used to measure the reactor temperature immediately after microwaving the
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reactor to the previous reaction temperatures. The thermal couple measurements show that the

reactor was not heated up uniformly: in every heating experiment, the area covered by the fiber

optic holder had the highest temperature while the rest of the reactor displayed a lower

temperature. Figure 2.9 illustrates the temperature measurements across the reactor after heating

NMP to 260 'C in the microwave: the highest temperature was at the tip of the fiber optic probe,

which already cooled down drastically from 260 'C to 250 'C within seconds of removal from

the microwave.

Figure 2.9:

5000

1500C

230*C

2500C

2250C 1*10000

Schematic of the reactor temperature as measured by a thermal couple after

heating the aromatic substitution solution to 260 OC.

Since the area with the Teflon holder was heating up to a higher temperature, it was

postulated that the Teflon holder was absorbing more irradiation power because it had a larger

size than the reactor. This issue was investigated by heating the reactor up without the Teflon

holder. The fiber optic probe was taped to the reactor with Teflon tape in these heating

experiments. The results showed that without the Teflon holder, the reactor did indeed heat up

slower. However, even without the holder, there was the same pattern of uneven temperature

distribution across the reactor: the highest temperature was always at the position about 1/4 to

1/3 of the channel length from the bottom of the reactor.

Another interesting observation of the heating experiments without the Telfon holder was

that under a constant microwave power input, the reactor will reach a steady-state temperature

limit. This occurred even when the liquid inside the channels were not flowing and the power

was set at the equipment maximum of 300 W. The maximum temperature changes according to

the input power, the types of solvents in the channel (Figure 2.10), and the angular position of

the reactor (Figure 2.11). Under the same microwave power, the steady-state temperature is the

highest when the reactor is parallel to the microwave port (Figure 2.1 (b), Figure 2.11 (a)). When
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the reactor is rotated 90 degrees to the perpendicular-to-port position, the temperature limit is the

lowest (Figure 2.11 (b)). The results in Figure 2.11 were heating experiments done with empty

reactors. Even though there are no strong microwave absorbing solvents in the channel, Pyrex

does has a low dielectric loss (e", the imaginary part of the permittivity) and can still heat up

under microwave irradiation.
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Figure 2.10: Temperature profile at different solvents inside the microreactor irradiated at

the maximum microwave power.
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From these heating experiments, it can be concluded that the lower conversions occurred

because a larger portion of the reaction volume did not reach the set temperature. While the point

of the fiber optic probe reached the desire temperature, the uneven temperature distribution

shows that only the area covered by the Teflon holder was around the temperature we aimed for,

while the rest of the reactor was more than 50 'C cooler. The temperature unevenness also

indicates that the center of the reactor had a higher temperature than the measured value, which

might be the causing materials to bum onto the reactor and form dark deposits at the center

(Figure 2.8).

In addition, the reactor temperature changes when the reactor is rotated to a different

position. The unrepeatable experiments that arose during experiments were most likely due to

small changes in the angular position of the reactor.

Another problem with the reactor was the temperature limit. The maximum temperatures

the solvents could reach were lower or barely above the temperatures set for the validation

reactions (Figure 2.10). The device needed to be altered to achieve a higher reaction temperature

that is uniform across the entire reaction volume, and a deeper understanding on how microwave

works was required to reach this goal.
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CHAPTER 3. MICROWAVE HEATING SIMULATIONS

3.1 Introduction

In order to tackle with the heating issues with the first microreactor, a fundamental

understanding of physical principles behind the microwave irradiation and heating was required.

Therefore, we simulated the microwave heating patterns inside the system with COMSOL

Multiphysics@1 to find the cause of the problems. The COMSOL software uses final element

methods to solve the Maxwell equations that govern the electromagnetic field and then takes the

calculated heating rate to simulate the heat transfer scheme of the materials.

Several microwave simulation studies of the CEM Discover Unit have been done with

COMSOL in the past few years. At the time we started our modeling, Robinson et al. had

published a modeling study of a quartz tube and a Pyrex tube each loaded with different solvents

inside the Discover microwave unit.77 The study showed the temperature gradients inside the

microwaved vials, demonstrating that the measured temperature changes according to the

position of the temperature device. After we modeled our system and discovered the cause of the

uneven temperature distribution in the system, Sturm et al. published a study that has the same

finding as our results: 78 the heating non-uniformity is caused by the resonance structure inherent

in microwave radiation. In Sturm's study, solvent-filled glass vials in the Discover unit were also

simulated with COMSOL such as the Robinson study, but with two additional features: a

magnetron model that accounts for the complex reflection scheme between the magnetron and

the microwave circuit, and a fluid dynamic model to account for the convection of the solvent in

the vials. The same group later published a study on the sensitivity of the heating rate on the

vial's geometric parameters.7 9 Although these studies employed the same method as us and

reported similar findings, the simulations were all done on standardized glass tubes and do not

fully address the unexpectedly low heating rates we encountered with the microreactor;

furthermore, the simulations in the publications were all done with 2 seconds to 5 minutes of

constant microwave irradiation and do not reflect the steady-state temperature limit observed in

our experiments.

In our computational studies, we first performed 3D modeling on an empty reactor placed

at different positions in the cavity with a steady-state electric field. The results were used to find
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the cause of the low heating rate and to discover how the heating rate can be increased by the

parameters in the systems. The results also explained the uneven temperature distribution and

how the non-uniformity can be minimized. Later on, refined models that account for the air

convection in the microwave unit were built to explain the temperature limits.

3.2 Theoretical Background

Electromagnetic fields are governed by the Maxwell equations, which in the time-varying,

differential form are written as:3 1

dB
V xE = (3.1)

at

V x H J + (3.2)
at

V - D = pe (3.3)

V x B = 0 (3.4)

where E is the electric field, H is the magnetic field, D is the electric flux density, B is the

magnetic flux density, J is the current density, and pe is the electric charge density.

In the Radio Frequency Module in COMSOL, all the electromagnetic waves are solved

from the Maxwell equation in the time-harmonic form, assuming a sinusoidal excitation and

linear media (the polarization in the materials is directly proportional to the electric field). When

the system's relative magnetic permeability is 1, the equation is written as:80

V X (V X E) - - EE = 0 (3.5)
CO

where c0 is the speed of light, co is the angular frequency of the microwave, and E, is the relative

permittivity of the material, and

E= ErEO (3.6)

where o- 8.85x 10- 2 [F/m] is the electric permittivity of vacuum, and r is the permittivity

defined in Chapter. 1 (Equation (1.1)).

The equation shows that the electric and magnetic fields strongly depends on the

electrical properties of the materials under irradiation as well as the geometry of the microwave

unit. The materials also determine the boundary conditions in the system. The general boundary
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conditions of the electric and magnetic field inside is as follow, assuming there is no surface

current in the system:8 0

n x (E 1 - E 2) =0 (3.7)

n x (H 1 - H 2 ) = 0 (3.8)

the subscript 1 refers to the exterior of the sample, the subscript 2 stands for the interior of the

sample, and n stands for the outward unit normal vector from interior to exterior.

The source of the microwave radiation can be directly defined as a Port boundary

condition in the Radio Frequency Module. In this boundary condition, the power of the wave

excitation and the propagation mode of the waveguide are entered as the microwave source.

Propagation modes are the configurations of how the microwave can travel through the

waveguide, and the modes depend on the operating wavelength and polarization and the shape

and size of the guide. Each mode corresponds to a cutoff frequency below which the wave

cannot exist in the guide. The CEM Discover has a hollow waveguide that has a rectangular

cross-section and operates at the transverse electric mode, TE mode, meaning that the electric

field is perpendicular to the direction of propagation; and the size of the waveguide is designed

such that it operates at the lowest cut-off frequency of 2.45 GHz, where only one mode can exist,

the TE10 mode.70,8'

The energy conservation inside an electromagnetic system is governed by the Poynting

Theorem.3 ' From the theorem, the equation for dielectric heating rate of all materials inside any

electromagnetic system can be derived as:28

1
Q = -WEE''E - E* (3.9)

2 r

where Q is the volumetric heating rate termed total power dissipation density in electromagnetic

studies, w is the frequency of the electromagnetic radiation, E.' is the imaginary part of the

material's relative permittivity and depends on the radiation frequency, and E*is the complex

conjugate of the electric field. This function for the electromagnetic heat source is already built

in the Microwave Heating Interface underneath the COMSOL Radio Frequency Module. In our

experiments and simulations, the only electromagnetic radiation that causes dielectric heating is

the microwave input at 2.45 GHz. Furthermore, the radiative heat transfer caused by

electromagnetic radiation is not considered in our simulations.
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The heat transfer in the system is solved by the conservation of energy equation: 8-2

tOT
PCP + v -VT V - (kVT) + Q (3.10)

where p is the material density, C, is the specific heat capacity at constant pressure, T is the

temperature, t is time, k is the thermal conductivity, Q is the volumetric heat source that is

defined by Equation (3.9), and v is the flow velocity vector which is zero for heat transfer in

solid materials. The boundary condition for the heat transfer across the interfaces of different

domains follows the energy balance, where the heat flux normal to the interfaces in the first

domain must be equal to the normal heat flux in the second domain when there is no energy

generation at the interface. The convective heat transfer boundary equation should apply on the

interface between a solid and a fluid. The details of the heat transfer boundary conditions used

will be discuss in the model descriptions in Chapter 3.3.2, Chapter 3.4.1, and Chapter 3.4.2.

Solving for a microwave heating scheme is a fully-coupled problem since the temperature

is dependent on the microwave heat generation, which is dependent on the material permittivity

and the electric field strength. The electric field strength also depends on the material

permittivity, which is temperature dependent for most solvents. 77

3.3 Initial Model without Air Convection

3.3.1 Model Geometry

The CEM Discover Unit was taken apart for dimension measurements and internal

structure configuration.

Figure 3.1 shows the magnetron connected to the end of the waveguide at the back of the

unit. The waveguide circles around the cavity, forming a closed loop. The cylindrical cavity has

an IR sensor at the bottom and a hole that can connect to a tube of cooling air. A Teflon ring is

placed inside the cavity and has a circumference smaller than the metal wall such that there is

about a 2 mm air gap in between the waveguide wall and the Teflon ring. The Teflon ring can be

removed to show the structure of the waveguide wall (Figure 3.1(b)). The wall of the waveguide

is made of structural steel, and the side of the wall forming the cavity has six slots opened at

unevenly-distributed angles. The slots allow the microwave to travel between the waveguide and

the cavity. 70 Both the Teflon ring and the waveguide have a hole that is about 1 cm in diameter
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cut through their left side. These holes were made

sensors into the cavity if required.

(a)

to allow access for external temperature

(b)

(c)

Figure 3.1: Internal structure of the CEM Discover Unit: (a) top view of all components, (b)

side view of waveguide and steel wall without the Teflon piece, and (c) picture of the Teflon

component with a side hole.

The microwave geometry was drawn directly in COMSOL Multiphysics@ 4.2 with the

dimensions listed in Table 3.1. The microreactor was also drawn in COMSOL with the

dimensions and channel sizes described in Ch. 2. The height of the microreactor exposed in the

cavity was found by measuring the reactor length from the bottom of the attenuator, which is

positioned as the top wall of the cavity. The angular positions of the reactor were made by

rotating the reactor at the center of the cavity (Figure 3.2). The different positions of the

microreactor will be referred to by the direction of its surface to the plane of the microwave port.

The microwave port is the rectangular surface at the very end of the waveguide. The magnetron,

the attenuator, and the fiber optic probe were not included in the simulations.
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Table 3.1: Parameters used for microwave geometry in COMSOL.
Parameter Description Value (mm)

Width of waveguide 78
Height of waveguide 86
Depth of waveguide 44

Outer radius of waveguide 67
Inner radius of waveguide 48.25

Thickness of the wall 2
Outer radius of Teflon block 47.75

Radius of the cavity 37.475
Slot length of the metal wall 67

Slot diameter of the metal wall 6.5
Radius of the side hole 5.5
Height of the side hole 36

Height of reactor in cavity 58

(a) (b)

Figure 3.2: Isotropic view of simulation geometry schematics with reactor positioned (a)

parallel to microwave port, and (b) perpendicular to microwave port. (Colored axes show

the directions in the simulation geometry drawing.)

3.3.2 Simulation Model Description

The simulations were done with the Microwave Heating Interface in COMSOL

Multiphysics@ 4.2 and were all run as 3D models. The initial models were all done with empty

reactors. This simplifies the computation by eliminating the need to include fluid flow inside the

reactor channels and need to include the temperature-dependent permittivity of most solvents.

The exterior wall of the waveguide was built as boundary conditions with metal

properties, while the interior wall connecting to the cavity was built as a three dimensional

domain. The air in the cavity and the waveguide were connected to each other by the side hole,

and the two areas are combined as a single domain in the model. The built-in material properties

of stainless steel were used for the waveguide wall, and that of air were used for the space inside
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the waveguide and the cavity. The material properties and simulation domain are listed in Table

3.2.1 77

Table 3.2: Material electrical properties used in the simulation.1' 7 7

. Relative Electrical
Domain Description Material Permittivity Conductivity (S/m)

Cavity and waveguide, reactor Air 1 - 0 i 0
channels
Interior metal wall of waveguide Structural Steel 1 - 0 i 4.032 x 106

Teflon ring Teflon 2.1 - 0.00315 i 0.25

Reactor Pyrex glass 2.5 - 0.025 i 1.1

The port boundary conditions were set for TE10 at various power settings, the simulations

were run at the frequency-transient setting with the frequency of 2.45 GHz, and time duration of

60 seconds with time steps of 1 s. The boundary condition of the metal walls of the microwave

waveguide were set as perfect electric conductors, where the tangential component of the electric

field is zero due to the metal material. The initial temperature for the whole system is set at 25 'C.

The exterior surface of the entire geometry is set with natural convection boundary condition

with the heat transfer coefficient set at 25 W/m 2K, the upper limit of natural air convection.83

In each of the final simulations, the finite element mesh was set to the COMSOL mesh

level of "fine" for the reactor and the reactor channels, and the rest of the geometry was set at the

"normal" level. The domains with the "fine" element settings had a total of 69332 tetrahedral

elements with an average element size of 0.039 mm3, an average element quality of 0.617, and

an element volume ratio of 8.20x 1 0 -. The remaining domains with the "normal" element

settings had a total of 232485 tetrahedral elements with an average element size of 6.792 mm3,

6
an average element quality of 0.699, and an element volume ratio of 8.33x10~ . The entire

geometry had a total of 301817 elements. The element quality is a value that ranges between 0

and 1 that measures the geometric anisotropy and is preferably higher for faster and more robust

convergence.84-85 The element volume ratio is the ratio between the minimum element volume

and the maximum element volume and shows the scale of the elements across the chosen

domain. 84
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3.3.3 Simulation Results

The 2D plots of the reactor surface temperature at the two different angular positions are

shown in Figure 3.3. The results match the observed uneven temperature distribution observed in

all heating experiments: the center of the reactor surface had the highest temperature, and the

temperature decreases radially from the reactor surface center.

The results also show different temperature ranges for the two angular positions,

reflecting the experimental observations (Figure 2.11). The surface temperature of the reactor

ranges from 29.5 *C to 78.1 'C at the parallel position, and from 26.8 'C to 37.8 *C at the

parallel position. After 60 seconds of 300 W microwave irradiation, the maximum temperatures

for both cases are approximately equal to the experimental temperature limit measured by the

fiber optic probe (Figure 2.11).
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Figure 3.3: Simulated reactor surface temperature of an empty reactor under 300 W

microwave irradiation for 60 seconds at (a) parallel-to-port position, and (b)

perpendicular-to-port position. (Inserts show the surface position and direction)

Since the reactors were empty in the simulations, the microwave heat could only be

generated by the Pyrex reactor and the Teflon ring. The plots of the microwave power dissipation

density (Figure 3.4) show that the heat mostly came from the reactor, while the Teflon barely

heated up at all. The plots are the cross-section view of the cavity along the plane of the reactor

center for each reactor position, and the color bars for the heating rate are adjusted to be of the

same range for both plots for ease of comparison. In both cases, the heating rates of the reactor
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are highest at the cavity center and radially decrease outwards from the center of the cavity. The

overall heating rate is higher when the reactor is placed at the parallel-to-port position, ranging

from 0 to 1.65x 106 W/m3 , while at the perpendicular-to-port position, the heating rate ranges

from 0 to 5.66x105 W/m3 . In the two scenarios, the 90 angular difference causes about a three-

fold difference in the reactor heating rate.
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Figure 3.4: Simulated total power dissipation/heating rate in microwave cavity across

reactor center plane under 300 W microwave irradiation for 60 seconds at (a) parallel-to-

port position, and (b) perpendicular-to-port position.

Since we know from Equation (3.9) that the heating rate only depends on the material

permittivity and the electric field, the electric field magnitude/strength was inspected. The results

showed that the temperature distributions are indeed caused by uneven distributions of the

electric field (Figure 3.5). Even though the angular position of the reactor is different in both

cases, the electric field strength is always strongest at the cavity center, and therefore the heating

rate and temperature of the reactor is the highest at the cavity center. The results show that in

both cases, the electric field resonates at the center of the cavity as a whole, but is distorted

locally by the objects in the cavity. Since the plots are made on two different planes, a direct

comparison cannot be made on the electric field differences across the entire cavity. A three-

dimensional inspection of the entire electric field provides a better understanding of the

differences between the two cases.
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Figure 3.5: Simulated electric field strength in microwave cavity across reactor center

plane of empty reactor under 300 W microwave irradiation for 60 seconds at (a) parallel-

to-port position, and (b) perpendicular-to-port position.

Figure 3.6 shows the electric field distribution in a 3D perspective. The tip of the cone

shows the directions and the electric field vector, and the color bar indicates the strength of the

electric field. The top two pictures show the electric field for the two reactor positions in

isotropic view, and the bottom two pictures show the top view. The plots confirm that the entire

3D distribution of the electric field changes with the reactor position. When the reactor position

is rotates 90 ', not only the magnitude, but also the direction of the electric field varies when the

electromagnetic wave passes through the cavity. When the reactor is placed at different angles, it

perturbs the electric field from different directions and results in different field strengths. Since

the electric field depends on material dielectric properties, the combined effect of all the

materials and their positions in the cavity will result in a different "net permittivity" that affects

the electric field distribution differently.
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Figure 3.6: Simulated electric field of empty reactor under 300 W microwave irradiation

for 60 seconds: (a) Isometric view of parallel-to-port position. (b) Isometric view of

perpendicular-to-port position. (c) Top view of parallel-to-port position. (d) Top view of

perpendicular-to-port position.

This phenomenon can be understood by treating the microwave unit as an analogy to a

circuit. The materials inside the microwave cavity can be thought of as the resistant load that

changes the electric field, similar to how a resistor changes the current passing through a circuit

under the same voltage. The resistivity of the microwave load will change with its size and

dielectric properties, just as a resistor will change with its size and electrical resistivity.

Therefore, changing the direction of the reactor is essentially changing the resistivity of the

microwave load and in turn changes the electric field. In other words, the electric field

distribution and its strength are not only dependent on the material properties, but also extremely

sensitive to the size and position of the objects placed in the microwave cavity.

The uneven electric field strength on the radial direction from the cavity center is the

cause of the heating and temperature non-uniformity. The simulations show that the microwave

unit is designed for the electric field to act as a single standing wave in the cavity (Figure 3.7).

Figure 3.7 is a picture frame collection of a video showing the oscillating electric field in the

empty microwave cavity and waveguide from the right side view of the microwave unit. The

color bar shows the magnitude and direction of the electric field: the positive and negative sign
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indicates the y-component direction of the oscillation, and the absolute value of the color bar is

the electric field strength in unit V/m. The resonance structure is inherent in microwave

propagation. Due to the standing wave, the non-uniform electric field strength will always be

present in the cavity and will unavoidably lead to uneven heating across the reactor.
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Figure 3.7: Size view of the electric field resonance in the cavity and the start of the

waveguide.
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3.3.4 Improving Reactor Design with Simulations

Since the electric field depends on the load inside the cavity, the size of the reactor can be

modified to induce a higher electric field that will result in higher microwave power dissipation.

Using the simulation, we varied the thickness of the microreactor to search for the optimum

dimension that creates the highest electric field strength. The reactor was kept at the parallel-to-

port position since the original reactor showed the highest electric field strength at that angle, and

the power was kept at the maximum 300 W. The results show that the optimum thickness of the

reactor is between 6 mm to 8 mm (Figure 3.8). Both the electric field strength and the

temperature after 60 seconds of irradiation are the highest in between this region. The results

were used to redesign the microreactor that will be shown in Chapter 4.
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Figure 3.8: Electric field strengths and temperatures of reactor center with various reactor

thicknesses under 60 seconds of 300 W microwave irradiation.

3.3.5 Model Deficiency

Although the computational models explained the cause of the temperature non-

uniformity and reactor position difference, the temperature limitations are not shown in the

simulations for longer heating periods (Figure 3.9). Figure 3.9 shows the temperature

measurement at the center of the reactor surface versus the time under microwave heating. The

modeling results for 60 minutes of microwave heating shows that the empty reactor can be

heated up to 300 'C using the maximum power of the microwave unit. Even at 150 W, the

reactor in the model can heat up to the range of 130 'C to 160 'C for the condensation reaction.

The steady-state temperatures of the simulations do not match the experimental temperature
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limits, which is around 90 'C for 300 W, 70 'C for 150 W, and 35 'C for 10 W of microwave

irradiation (Figure 2.11). The initial models therefore does not account for all the heat loss in the

microwave unit. Since the heat transfer to the environment outside of the microwave guide is

already approximated with the maximum natural air convection, the additional heat loss that is

missing in the models is most likely the natural convection of the air inside the cavity and

waveguide. The air gaps in the models were originally treated as solids and only the heat

conduction in air was considered. Models that included the air convection were then developed

to better reflect the experimental observation.
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Figure 3.9: Temperature of reactor center in initial simulation models after 60 minutes of

microwave irradiation.

3.4 Air Convection Models

In order to fully explain the temperature limit, we approximated the air convections

inside the microwave unit (Figure 3.10) by two models: the first one is by approximating the heat

conductivities of the air material properties within the cavity gaps; the second one is adding a

laminar-flow model onto the domain modeled for air in COMSOL.
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Figure 3.10: (a) Domain in the simulation model that required natural convection model. (b)

Schematics of the side view of the air gap in the cavity and waveguide.

Natural convection, or buoyance-driven flow, is caused by the density difference in the

fluid body due to temperature change.82 To accurately account for the air convection, the fluid

mechanics have to be included and solved along with the heat transfer models.

Many studies have been published on the natural air convection in enclosures, and the

relationship between the convective and conductive heat transfer effect have been analyzed for

various geometries. 86-9 The ratio of the convective and conductive heat transfer across the fluid

boundary is defined as the dimensionless Nusselt number, Nu:

hL
Nu = (3.11)

k

where h is the heat transfer coefficient, k is the thermal conductivity, and L is the characteristic

length of the convection boundary layer. The empirical functions of the Nusselt number are

available for various geometries. If the Nusselt number is known for a particular geometry, then

the heat transfer coefficient can be found by Equation (3.11) and used to calculate the natural

convection effect. Unfortunately, no studies of the Nusselt number for our geometry (a ring

connecting to a column with the same center, Figure 3.10) were found, and we needed to build

our own convection models.

Note that the additional air convection models will not change the electric field and

power dissipation density simulated from the initial models since the materials' size, position,

and dielectric properties do not change in the cavity.
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3.4.1 Thermal Conductivity Estimation Model

In order to simplify our model problem and exclude the additional fluid dynamics

variables that need to be solve, we first developed a model that approximate the fluid convective

heat flux by an "effective thermal conductivity", keff.

The air is modeled as a solid domain with a higher thermal conductivity due to the added

effect of convection heat transfer. The convection heat transfer in fluids is usually expressed as

the heat transfer coefficient times the difference between the bulk fluid temperature (Thugk) and

the fluid temperature at the boundary surface (T). In our model, this convection heat transfer

term is approximated into a normal heat conduction term shown as Equation (3.12).

h - (Tbulk - T) = -n - (-keff VT) (3.12)

This idea behind the approximation is similar to the concept from a convection boundary

condition between a solid phase and a liquid phase,82 where the normal heat transfer is assumed

to be purely by conduction and the heat flux. The difference, however, is that the terms on both

side of the equation is for the same domain, which is the air gap in our model.

The effective thermal conductivity can also be thought of as the heat transfer coefficient

times the characteristic length:

keff ~hL (3.13)

Since the waveguide in our system is about 18.75 mm wide, and the cavity radius is about 37.75

mm (Table 3.1), the characteristic length in our system is taken as the average 28.25 mm.

Therefore, the previous simulation models were rerun with various thermal conductivity

values for the air domain to see if the temperature results will reflect the experimental heating

profile of the reactors.

The final results matches well with the observed temperature profile for empty reactors

under different power settings (Figure 3.11). The effective thermal conductivities found for each

case of power irradiation are listed in Table 3.3. The simulated heating profiles not only match

the steady-state temperature range, but also have the effect of the temperature drops around 8

minutes of heating in the cases of high power settings.
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Figure 3.11: Comparison between the experimental and simulated heating profiles with the

k-estimation models of empty reactors under different power exposure at parallel-to-port

position.

The equivalent heat transfer coefficient for each case was calculated with Equation (3.13),

using 28.25 mm as the characteristic convection length (Table 3.3). The results all fall within the

range of 2 - 25 (W/m 2K), the range of heat transfer coefficients for natural air convection.83 The

Nusselt numbers with the subscript "simulation" are the ratio of the effective thermal

conductivity over 0.03 (W/mK), the approximate thermal conductivity of air between the range

25 'C to 100 'C under atmospheric pressure.90 These values are compared against the Nusselt

numbers of natural convection in an enclosed rectangular box, Nurectangular , which are

calculated by assuming the air is in a box of the same height and width as the average width of

the microwave waveguide and cavity (Appendix B.1). 87 The Nusselt numbers for our simulation

and for an enclosed rectangular space are of the same order of magnitude. The temperature

profile and the calculations confirm that the heating limitations are due to the air convections in

the gaps within the microwave unit itself and that the thermal conductivity can provide a good

estimation for the convective heat transfer effect.

Table 3.3: Effective thermal conductivities, equivalent heat transfer coefficients, and

Nusselt numbers for k-estimation models of parallel-to-port reactor. (Nurectangular
calculated from reference 87)

Power k W W Nusimulation Nurectangular
emK m2K

300 W 0.3 10.6 10.0 4.1
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Power kef( W ) h ( W Nusimulation Nurectangular
kef mK mzK)

150 W 0.2 7.1 6.7 3.8
loW 0.05 1.8 1.7 2.5

The simulation was also repeated for the models of the reactor at the perpendicular-to-

port positions, and similar results were found (Figure 3.12, Table 3.4). Although the temperature

profiles do not seem to completely match the experimental data, the differences between each

case are within 3 'C. The simulations still follow the general trend of the experimental data, and

have greatly decreased the temperature from the initial simulation models without air convection

consideration within the microwave cavity and waveguide.
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25-
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Figure 3.12: Comparison between the experimental and simulated heating profiles with the

k-estimation models of empty reactors under different power exposure at perpendicular-to-

port position.

Table 3.4: Effective thermal conductivities, equivalent heat transfer coefficients, and
Nusselt numbers for k-estimation models of perpendicular-to-port reactor. (Nurectangular

calculated from reference 87 )

Power W W Nus Nurectanularkeff (mK h (m2K) simulation r n

300 W 0.3 10.6 10.0 2.8
150 W 0.2 7.1 6.7 2.6
loW 0.01 0.35 0.33 1.8
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3.4.2 Single-Phase Flow Model

After confirming that the heat loss is due to natural air convection, we set up a more

rigorous simulation model that incorporates the single-flow module, which solves for the

Cauchy's form of conservation of momentum with the continuity equation: 82

p[ v +v-Vv] =F-VP+ V - r (3.14)at

V -v = 0 (3.15)

p is the density of air at the initial pressure and temperature, F is the sum of all body force

exerted on the air per unit volume, P is the pressure of air, and r is the viscous stress tensor.

Equation (3.15) can be used for air as long as the fluid velocity is much smaller than the speed of

sound, and it is an excellent approximation in natural convection even though the fluid density is

not constant.82

The only body force in the convective system is force of gravity caused by the variation

in air density, which in turn depends on the fluid temperature:

P M
F =pg = -9.8 x R 'z (3.16)

RT

where g - 9.8 m/s2 ez is the gravitational acceleration that only goes in the downwards

direction of the z axis (Figure 3.2), and the air density, p, is found by the ideal gas law: M, is the

average air molecular weight, R is the universal gas constant, P is the pressure of air, and T is the

air temperature.

Equation (3.16) is substituted into Equation (3.14) for the force term, and the velocity

field of the air domain, v, can be solved by Equation (3.14) and (3.15). The velocity field is then

used in the energy equation, Equation (3.10), to solve for the temperature with the same

electromagnetic and heat transfer model as before. Note that the temperature is an input to

Equation (3.16), and therefore the fluid mechanics are coupled with the heat transfer model in

both directions.

The convection in the microwave unit is all within the laminar flow regime since the

9 83Rayleigh number is all smaller than 10 (Table 3.5) . Rayleigh number is defined as:
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Ra - g13(T1 - T2)L3 (3.17)
va

where v is the kinetic viscosity of air, a is the thermal diffusivity of air, fl is the coefficient of

thermal expansion, T1 and T2 are the temperatures of the two wall, and L is the characteristic

length of the confined region (Appendix B. 1).

Table 3.5: Rayleigh numbers of the air gaps in the microwave unit at different reactor
positions and different power settings.

Power Ra Ra
______ at parallel-to-port position at perpendicular-to-port position

300W 1.21E+05 3.03E+04

150W 8.67E+04 2.44E+04
10W 2.04E+04 6.18E+03

The above equations were built into COMSOL by adding a Laminar Flow Interface in the

Fluid Flow Module onto the existing model described in Chapter 3.3.2. Only the air domain

(Figure 3.10 (a)) was added to the Laminar Flow Interface. Since the Microwave Heating

Interface sets all heat transfer as a solid domain by default, the "Heat Transfer in Fluids" node

had to be added to the original model. The air domain is selected for the "Heat Transfer in Fluids"

node plus the "Wave Equation" node, while the remaining geometry is modeled in the

"Microwave Heating" node. In the Laminar Flow Interface, the temperature of air is set as an

input from the Heat Transfer in Fluids node, while the velocity field is set as an output to the

Heat Transfer in Fluid node. There is no microwave heat source in the air domain since the

dielectric loss of air is zero. The density of air in all of these models is set to the COMSOL

default material property for air, in which the air density is dependent on pressure and

temperature through the ideal gas law (Equation (3.16)). Therefore, the air density is variable in

all three interfaces (Equation (3.10), Equation (3.14), and Equation (3.16))

In the final simulations, the finite element mesh was set to the COMSOL mesh level of

the entire geometry was set to the "normal" level. The domains had a total of 306495 tetrahedral

elements with an average element size of 5.15 mm3, an average element quality of 0.676, and an

element volume ratio of 1.36x10-7. The models were only simulated for the cases of microwave

irradiation at 300 W. The simulations were run at the frequency-transient setting with the
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frequency of 2.45 GHz, and time duration of 1000 seconds with time steps of 100 s. The total

degree of freedom to solve was 2537836.

The air convections were successfully simulated in the single-phase flow model. Figure

3.13 - Figure 3.16 display the simulated velocity projected onto 2D planes crossing the center of

the cavities. The velocity field shown are all at the last simulated time point, 1000 seconds. The

inserts next to the figures indicated the direction of view for each figure. The color bars show the

velocity magnitude, and the range are all adjusted to 0 - 0.1 m/s. The black arrows show the

velocity direction projected onto each of the 2D planes with the tails of the arrows indicating the

start of the air circulation. In both cases, the convection is stronger where the air is in contact

with the larger side of the reactor surface rather than the width of the reactor: for the parallel-to-

port position, Figure 3.14 show a faster velocity field from the side view than Figure 3.13 from

the front view; for the perpendicular-to-port position, the speed in Figure 3.15 is higher than in

Figure 3.16. Furthermore, when the reactor is parallel to the port, the convection is stronger than

when the reactor is perpendicular to the port. This result matches the expectation since the higher

heating rate and temperature rate in the former position will led to a larger air density difference

and result in a stronger buoyancy-driven flow.
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Figure 3.13: Velocity field on cavity center plane viewed from the front of the unit in the

single-phase flow simulation when reactor is parallel to port. (Color bar shows velocity

magnitude, arrows indicate velocity direction projected onto the 2D plane.)
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Figure 3.14: Velocity field on cavity and waveguide center plane viewed from the right side

of the unit in the single-phase flow simulation when reactor is parallel to port. (Color bar

shows velocity magnitude, arrows indicate velocity direction projected onto the 2D plane.)
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Figure 3.15: Velocity field on cavity center plane viewed from the front of the unit in the

single-phase flow simulation when reactor is perpendicular to port. (Color bar shows

velocity magnitude, arrows indicate velocity direction projected onto the 2D plane.)
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Figure 3.16: Velocity field on cavity and waveguide center plane viewed from the right side

of the unit in the single-phase flow simulation when reactor is perpendicular to port. (Color

bar shows velocity magnitude, arrows indicate velocity direction projected onto the 2D

plane.)

The reactor temperatures at the surface center from this model is much closer to the

experimental data than the initial model (Figure 3.17).The overall heating rate is greatly reduced

after the heat loss was accounted for by the air gap in the cavity. However, the results did not

match the experimental data as closely as the thermal conductivity estimation (k-estimation)

model. The remaining difference between the profiles might be accounted for by refining the

meshes and decreasing the time steps of the simulations. The velocity fields in Figure 3.13 -

Figure 3.16 also shows that the mesh is not fine enough. Sharp edges between different speeds

can be seen in the figures, indicating that these areas have rather coarse meshes that can be

improved upon.
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Figure 3.17: Comparison of heating profiles between the two air-convection simulation

models and experimental data for empty reactor under 300 W microwave irradiation at (a)

parallel-to-port and (b) perpendicular-to-port position.

The mesh refinements were not completed because the computational cost of adding the

flow module is much higher than the k-estimation model: the natural convection model takes

about 9 days to converge on the same problem size that takes the k-estimation model 10 hours to

converge. We refined the meshes of the models to the "fine" level of 505534 elements, and the

model solution progress was only 40 % after 4 weeks.

Another reason why the single-phase flow model gave a poorer prediction of the heating

profile than the k-estimation model is that there are other heat losses not captured in the

microwave model or an over-estimation of the microwave power. The heat loss to the

environment outside of the cavity was modeled as the a convective boundary condition in all

three models, while in reality the waveguide is enclosed in the microwave unit casing and

surrounded by wirings (Figure 3.1) and might have a higher heat loss. The heat loss to the metal

attenuator and the PEEK packaging were also not considered. The input of the microwave was

also simplified as a port boundary condition, where as in reality, the magnetron of each

microwave unit decays with time and might not be providing the nominal power output.70'78 The

simplified port microwave input also does not take into account the reflective interaction of the

specific type of magnetron used in the Discover unit. In a microwave unit, part of the energy

generated by the magnetron is absorbed by the cavity while part of it is reflected back to the

magnetron, and the reflected energy is partly absorbed by the magnetron and partly reflected

back to the cavity. The reflective coefficient that results from this complex interaction varies for
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different types of magnetron and also the differences in the angle it is placed in the microwave

unit.78 Therefore, the actual power input is different than the set power input during the

experiments. The port boundary condition only accounts for the reflection as a simplified

equivalent circuit, and the power input in the simulation was set as the nominal value used in the

experimental setting.

The advantage of the k-estimation model is that the other possible heat losses are all

lumped into the effective thermal conductivity, and therefore the heating profiles can be adjust to

better match the experimental observations without having to consider the complex interaction of

the magnetron and the microwave load. The k-estimation model can provide a fairly accurate

prediction of the heat distribution inside a microwave cavity with a shorter computational time.

In conclusion, using the computational models, we found that the heating challenges were

cause by three issues (1) the weak electric field strength, (2) the heat loss due to the natural air

convection, and (3) the uneven heating rate across the cavity. The first two issues can be resolved

by changing the size of the reactor to induce a higher heating rate from the microwave. However,

the uneven heating rate will always be present because it is caused by the inherent natural of

electromagnetic wave radiation. The results were used to redesign the microreactor, which is

presented in Chapter 4.
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CHAPTER 4. SPIRAL REACTOR SETUP

4.1 Introduction

Based on the simulation results, a new design was proposed to overcome the heating

issues of the original reactor, including how to induce higher microwave heating rate and to

minimize the temperature distribution difference. Mechanical issues were encountered for the

design, and the issues were solved or minimized by changing the packaging design as well as the

reaction operating conditions. Simulations of the final design were made to both confirm the

heating pattern of the new reactor and to demonstrate the temperature variation for the validation

chemistry, the latter of which will be discussed in Chapter 5.

4.2 Reactor Design and Heating Testing

4.2.1 First Generation of Spiral Microreactor

From the simulations of difference reactor thicknesses, the electric field was found to be

the highest when the reactor is between 6 to 8 mm, and results in the highest heating rate (Figure

3.8). The new microreactor was therefore designed as 6.5 mm thick to overcome the heating

limits of the original reactor (Figure 4.1). In addition, the reaction zone of the new design was

spiral-shaped and positioned at the center of the cavity in order to reduce the range of

temperature variation across the reaction channels.

The reactor consisted of five layers of glass, four of which had spiral reaction channels,

and one with two slots to hold the temperature sensor. The two center pieces were 30 mm wide,

105 mm long, and 1 mm thick: one of the pieces had the inlet and outlet channels as well as the

spiral channels drilled in it, while the other piece only had a mirrored version of the spiral

channel drilled in and acted as a seal for the inlet and outlet channels. Two of the side pieces also

only contain spiral channels that mirrored each other; these two pieces were each 30 mm times

30 mm wide and 1 mm thick (Figure 4.1(b)). The spiral channels were all 0.5 mm deep by 0.5

mm wide. The spiral channels between the different layers were connected through clearance

holes at the positions where the spiral channels connect to the inlet and outlet channels. The

combined reaction zone was 285 pl. On the other side of the reactor was a 2.5 mm thick glass
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piece acting as a fiber optic probe holder: the slots for the optical fiber were 2 mm deep, 2 mm

wide, and 27 mm long. The optical fiber could be positioned at either slot during microwave

experiments. The position of each slot is about half way through the spiral channels.

The reactors were made by the company Little Thing Factory GmbH,91 a supplier for

microfluidics technology. They sandblasted the reactor channels and fusion bonded the multiple

layers of glasses together. Sandblasting is an abrasive etching technique that creates channel

features in the glass by physically chipping the glass with a slurry solution of sand or

microparticles under high speed and high impact. Compared with the HF wet-etching method,

sandblasting is able to produce deeper, narrower channels and sharper-angled corners. The

channels for the spiral reactor are therefore closer to rectangles. The PEEK holder for the first

microreactor with the long U-shaped channel was also used for this spiral reactor (Appendix

A.2).

(a) (b) (c) (d)

Figure 4.1: 1s spiral, multilayer microreactor design: (a) front view, (b) angled view, (c)

side view schematics, and (d) picture of actual reactor.

4.2.2 Chemistry Testing and Mechanical Stability

The reaction solvents could be microwaved to the desire reaction temperatures with the

new reactor design, and the previous condensation reaction and aromatic substitution reactions

were used to test the new setup. Both reactions resulted in higher conversions than conventional

heating (Figure 4.2, Table 4.1).
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Figure 4.2: Comparison of the aromatic substitution results from microwave microreactor

and conventional cartridge heater.

The conversion data and the kinetic data of the condensation reaction were used to

calculate the actual mean temperatures of the reaction during each experimental setting. The

actual mean temperatures calculated through this method will be termed the kinetic mean

temperature in this thesis. The activation energy used for the calculation was determined from

the literature as 76.7 kJ/mol; 73 and the pre-exponential factor 1.03 x 10 s was calculated from

our cartridge-heated microreactor conversion data using the 76.7 kJ/mol activation energy

(Appendix A.4.2). The results showed that the actual liquid temperature is about 20 'C to 25 'C

higher than the measured temperature with the optical fiber (Table 4.1). This showed that the

temperature measured at a single point of the reactor surface is not accurate enough to represent

the entire temperature distribution along the reactor channels. For accurate data collection, a

temperature sensor that measures the solvent temperature in the entire three-dimensional space is

required. As an alternative, we attempted to use the kinetic data, the data on microwave power

irradiation, and the simulation results to establish correlations between the measured temperature

and the kinetic mean temperature of specific solvents in the microwave (Chapter 5.3).
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Table 4.1: Condensation results and kinetic mean temperature calculations from 1 t spiral
microreactor

Set/Measured Residence Temperature Temperature
temperature CC) time (min) Conversion calculated from Difference (C)

conversion (C) ________

1 18.5 151 21
2 36.5 153 23

130 3 47.9 152 22
5 65.4 151 21
10 87.0 151 21
1 29.7 163 23
2 52.6 164 24

140 3 65.6 163 23
5 83.7 164 24
10 94.8 159 19
1 40.3 172 22
2 70.6 177 27
3 82.9 176 26
5 91.4 171 21

The reactors all broke during the heating process for further chemistry testing after only

one set of experiment was performed for each of the two validation reactions. The reactors were

design to withstand 15 bar of pressure, 400 'C of temperature, and a shock temperature of 175

'C. Since the reactions conditions were all kept within these specifications, the reactors most

likely broke because the mechanical stress imposed on the glass during sandblasting was not

entirely relieved during the bonding process.

Another possible reason for the reactor breaking was the rapid heating rate. The reactions

were all ran under fixed temperature mode. During the fixed temperature setting, the microwave

radiation always starts at the maximum 300 W and slowing decrease in power when the

temperature reaches the target value. The instantaneous microwave irradiation at 300 W during

the reaction might have caused the temperature to rise too fast and the solvents vaporized before

the spring in the back pressure regulator could respond. In order to increase the reactor stability

and decrease the stress placed on the reactor, a modified version of the microreactor and

packaging was designed, and the maximum microwave power was set at 100 W for future

experiments.
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4.2.3 Second Generation of Spiral Microreactor

In the modified reactor design, all the glass layers have the same width and height (Figure

4.3). The same dimension allowed the internal stress to be better relieved during the annealing

process. Since the size of the packaged reactor is confined inside the microwave attenuator (4 cm

in diameter) and the new reactor design is thicker, a new packaging device that takes up less

space was constructed.

The reactor length was increased and two grooves were cut across the top of the finished

reactor (Figure 4.1 (a)). To assembly the packaging, the reactor is slid into a PEEK holder that

fits the grooves and holds the reactor from the top. The tubing is connected by screwing flat-

bottom fittings against the reactor at the inlets and outlet holes. Additional metal clamps are

added to the final assembly to create a tighter seal (Figure 4.1 (b) and (c)). The modified reactor

and new holder were both made by Little Things Factory. The sealing and reactor strength were

tested with different backpressure and can stand up to 250 psi.

(a) (b) (C)

Figure 4.3: 2"d spiral, multilayer microreactor design: (a) picture of reactor, (b) front view

picture with packaging, (c) angled view picture with packaging.

4.3 Spiral Reactor Simulations

The final design was simulated with the thermal conductivity estimation model. The

reactor is drawn in COMSOL by importing the 2D AutoCAD@ files of the spiral channels into

the COMSOL geometry. The reactor was drawn parallel to the microwave port with the fiber
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optic holders closer to the fiont of the microwave unit (Figure 4.4),

placed in during the chemical experiments (Chapter 5.)

".4, ~1N~

reflecting the p

(b)

Y X

Figure 4.4: Isotropic view of (a) entire simulation geometry for spiral reactor

parallel to microwave port, and (b) close-up schematics of the reactor with

channels colored in blue.

osition it was

positioned

reaction

The mesh was set at the "normal" level in COMSOL to generate the mesh automatically.

The final mesh had a total of 213807 tetrahedral elements with an average element size of

7.18 mm), an average element quality of 0.662, and an element volume ratio of 6.29 x 10-. The

reactor channels had the smallest average mesh size of 0.055 mm' over 6650 tetrahedral element,

with an average element quality of 0.484, and an element volume ratio of 3.08x 10-. The meshes

of the reactor channels are relatively fine compared with its volume of 285 mm 3 . The mesh were

not further refined due to both the difficulties in generating smaller meshes and the large

computational cost involved to store the solution of a finer mesh.

4.3.1 Spiral Reactor Simulations with Empty Channels

The reactor was first simulated with empty channels and compared with the experimental

heating results (Figure 4.5). The estimated thermal coefficients listed in Table 3.3 were used for

the computational models. The simulated temperatures were taken at the reactor center. The

experimental reactor temperatures were measured at the reactor surface center since the PEEK
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holder was not properly machined at the time and the fiber optic probe had to be held with a

Teflon tape to the reactor surface.

,*1 - 300W experiment

220 ./* - - - 300W simulation, k = 0.3 W/mK
150W experiment

- - -. -150W simulation, k = 0.2 W/mK
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*120

E

70 ................

20
0 2 4 6 8 10

Time (min)

Figure 4.5: Comparison between the experimental and simulated heating profiles with the

k-estimation models of empty spiral reactors under different power exposure at parallel-to-

port position.

The temperature profiles show that the estimated thermal conductivities for the initial

microreactor at 300 W and 150 W did not work as well for the spiral reactor, while the estimated

thermal conductivity at 10 W predicted the experimental heating rate quite nicely. This could be

caused by the difference in temperature measurement position since the fiber optic probe was

held together with a Teflon tape instead of in the reactor slot. Besides the experimental error, the

discrepancy is most likely due to the faster heating rate of the spiral reactors. Under the same

microwave irradiation, the spiral reactor induces a larger electric field than the initial model, and

the reactor therefore heats up faster. The sudden increase of temperature will cause the air

convection to rise faster, and therefore the effective thermal conductivities of the spiral reactor

should be higher. The results of 300 W and 150 W show the over-estimation of temperature due

to underestimating the air convection effect. This underestimation did not occur for the 10 W

heating profile since the air convection is not as strong when the power is low. This can be seen

by comparing Figure 3.9 and Figure 3.11: for the 10 W experiment, the air convection model did

not make a large difference on the temperature profile.
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4.3.2 Spiral Reactor Simulations with Static Acetic Acid

Since the condensation reaction uses acetic acid as the solvent, the simulations were ran

with acetic acid as the reactor channel material. The relative permittivity of the solvent was set to

6.2-1.0788i: the real part was taken from reference 92, and the imaginary part was calculated

from the loss tangent value taken from reference 5, where acetic acid was listed with

tan 6 =0.174. The permittivity is assumed to be independent of temperature to simplify the

computation model. During the condensation experiments at 130 'C, the microwave power input

fluctuated between 4 W to 6 W during steady-state. In order to simplify the computation, the

model was simulated with constant power inputs of 4 W, 6 W, and 10 W; the last power setting

was added to compare with the empty channel models. The estimated conductivity model was

used with k = 0.05 W/m2 K. The simulations were first performed with no flow in the reactors.

The results show that the temperature starts to plateau at after 60 minutes of irradiation at

a constant power (Figure 4.6). The temperature measurement was taken at the tip of the slot the

fiber optic probe was placed in; this position in shown as a red spot on the inserted picture in

Figure 4.6. The final steady-state temperature for the three power settings 10 W, 6 W, 4 W are

225 0C, 139 'C, and 100 'C, respectively.

The experimental temperature measurement of 130 'C is within the range of the steady-

state temperature for 4 W and 6 W, demonstrating that the simulation provides a good estimation

for the microwave-heated acetic acid. The temperature profile at 10 W increased greatly with

acetic acid added to the channel: the temperature reached 130 'C after 10 minutes of heating,

while the temperature of the empty reactor slowly rose to 70 'C after the same time frame

(Figure 4.5), showing the effect of microwave heating where a dielectric material such as acetic

acid heats up much faster than the microwave transparent borosilicate reactor.
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Figure 4.6: Simulated temperature profile of spiral reactor filled with acetic acid under

various power of microwave irradiation. (Insert shows the point of temperature

measurement.)

The average heating rate of the acetic acid was calculated for each power setting, and the

results show that the heating rate is directly proportional to the microwave input power (Table

4.2). This linearity can be used to calculate the heating rate of the system at different input power

as long as the objects inside the microwave cavity do not change in material or position.

Table 4.2: Microwave heating rate versus irradiation power for spiral reactor channels
with acetic acid.

Irradiation power (W) 10 6 4
3 F

- -Average heating rate (W/m) 5.42E+06 3.25E+06 2.17E+06

Heating rate per input power ((W/m )/W) 5.42E+05 5.42E+05 5.42E+05

The details of the microwave interaction with the spiral reactor are inspected using the 6

W simulation as an example: The electric field resonates at the center of the cavity as a standing

wave as expected, and is locally distorted by the reactor and reactor channels (Figure 4.7). An

interesting observation is the diffraction pattern of the electric field along the reactor channels.

The small, closely-spaced spiral channels scatter the electric field and leads to a wide range of

electric field strength variation across the reaction volume. This phenomenon was not seen in the

initial microreactor model and was not anticipated during design for the spiral reactor. The

reaction channels are visibly parted into four different portions, with two portions having a much
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weaker electric field than the other half of the channels.

reaction volume ranges from 2832 V/m to 9125 V/m.

time larger than the minimum electric field strength.
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Figure 4.7: Electric field strength of different planes viewed from the front side of the unit

for spiral reactor under 6 W irradiation.

The electric field diffraction results in an uneven heating rate across the channels, where

half of the reaction volume is heated up ten times faster than the other half, ranging from

5.9x10 W/m3 to 6.1x 06 W/m3 (Figure 4.8). An interesting observation is that the region of the
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reaction channels with a lower heating rate heats up only as fast as the inlet and outlet channels

of the reactor even though the entire reaction volume (the spiral portion) is sitting in the cavity

center. This was an unexpected result since in the computational results from the initial reactor,

the reactor heating rate of the center of the cavity (Figure 3.4) was the highest in the entire cavity

and did not show diffractions that led to two zones of different heating rate.
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Figure 4.8: Power dissipation density of different planes viewed from the front side of the

unit for spiral reactor under 6 W irradiation.
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Aside from the microwave heating of the solvent, the reactor itself also absorbs a little bit

of microwave energy. However, the heating rate of the borosilicate material is much lower than

the lowest heating rate of the acetic acid in the reaction volume. The maximum heating rate of

the reactor is about 3 x 105 W/m 3, which is only around half as much as the lowest heating rate of

the solvent. This demonstrates the inverse heating scheme in microwave heating as oppose to

conventional heating: the volumetric heating of the dielectric solvents is the main heat source in

the system, and the heat transfers from the solvent to the vessel instead of in the opposite

direction.

Although the heating rate changes drastically along the reaction channels, the temperature

of the reactor is eventually evened out by the conduction of the reactor and the air convection

during the heating process (Figure 4.9). The reactors channels initially have higher temperature

at the top and the bottom, but the temperature gradually rises up at the regions with lower heating

rate. By 5 minutes of microwave heating, the temperature in the reaction channels is higher than

the rest of the microreactor and the microwave cavity. The progress of the heating simulation

shows that during the scale of seconds, the reactor channels have two separate zones of hot and

cool area due to the diffraction heating pattern; however, when the heating time progresses to the

scale of minutes, the reactor conduction and air convection take over, and the spiral portion of

the channels are all within the same temperature range that is higher than the rest of the cavity.

The results after 60 minutes of heating show that the temperature of the reactor still

decreases radially from a position near the cavity center due to the single-mode microwave

resonance structure (Figure 4.10). The spiral design allows the entire reaction volume to be

within the center region that is close to the set temperature for the experiments. However, some

portion of the channels surpass the set temperature, and the temperature variation in the channels

is fairly large. The temperature ranges from 134 'C to 155 'C in the reaction volume (from dark

orange to dark red on the color bar of Figure 4.10), while the temeperature at the fiber optic point

of measurement is 139 'C.
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Figure 4.9: Temperature of reactor center plane viewed from the front side of the unit for

spiral reactor under 6 W irradiation at different time points.
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Figure 4.10: Temperature of different planes viewed from the front side of the unit for

spiral reactor at t=60 minutes under 6 W irradiation.

From the point of view of the flow according to the 2D plot (Figure 4.10), it enters the

highest temperature zone once it reaches the inlet to the spiral channels and goes through a

concave temperature change in the reaction zone: as the flow moves along the spiral channels, its

temperature gradually rises until it reaches the position around the reactor center, and then the

temperature decreases as it flows away from the reactor center. However, the I D plot of the
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temperature along the reactor channel shows that the temperature variation is slightly more

complicated than a simple concave function (Figure 4.11).

The temperature measurement of the reaction volume is taken as the direction of the flow

starting at the position where the flow enters the spiral portion and ending at the position where

the flow leaves the spiral channels (insert of Figure 4.11). The temperature is taken from the

spiral layer that is closer to the fiber optic probes. The temperature profile shows that the

warmest part in the reaction volume is actually the bottom of the spiral channels, around a 90

degrees turn from the position of the channel entrance; and the coolest part is the top of the spiral

channels, around a 270 degrees angle from the from the position of the channel entrance. For

each full turn of the spiral channel, the fluid temperature rises to a local maximum at the bottom

portion of the channels and decreases to a local minimum at the top of the spirals. The oscillation

magnitude between the local maximum and minimum of each full turn decreases as the channels

get small and closer to the spiral center, and then increases again as it flows out from the spiral

center. The overall effect is that the flow temperature is roughly a concave profile that peaks at

the center of the reaction volume; and within this concave profile, the temperature changes as a

local concave curve for each full spiral turn. The hottest point in the entire reactor volume is at

the most inner channel at the bottom of the spirals, while the point with the lowest temperature is

at the most outer channel at the top of the spiral channels.
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Figure 4.11: Temperature along the reaction volume in the spiral reactor at t=60 minutes

under 6 W irradiation.
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The temperature change that the fluid goes through in the reactor is very drastic. The

temperature variation in the entire reaction volume is more than 20 'C and the change in each

spiral turn ranges from 5 'C to 15 'C. The results demonstrate that a uniform temperature

distribution in the reaction volume still cannot be achieved with the new reactor design. Without

a good control of the temperature, kinetic studies of microwave chemistry is still not feasible.

The variation of the electric field along the depth of the reactor is not as large as the

variation across the width of the reactors (Figure 4.12). This is partly because of the direction of

the electric field coupling, and partly because there is not that many number of closely-spaced

channels to diffract the electric field. Since the electric field does not change a lot in this

direction, the heating rate is also fairly uniform across the reactor depth (Figure 4.13). Therefore,

the temperature variation in the channels across the depth of the reactor is not as significant as

the variation across the radial direction of the spiral (Figure 4.14). The temperature differences

across the two layers are less than I 'C for the same position along the flow direction (same y, z

position on the plot).
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Figure 4.12: Electric field strength of cavity and waveguide center plane viewed from the

right side of the unit for spiral reactor at t=60 minutes under 6 W irradiation.
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Figure 4.13: Power dissipation density of cavity and waveguide center plane viewed from

the right side of the unit for spiral reactor at t=60 minutes under 6 W irradiation.
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Figure 4.14: Temperature of cavity and waveguide center plane viewed from the right side

of the unit for spiral reactor at t=60 minutes under 6 W irradiation.
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CHAPTER 5. VERIFICATION EXPERIMENTS

5.1 Introduction

In this chapter, the chemistries performed with the final setup are presented along with a

temperature estimation model derived from the condensation calculation and the simulation

results from Chapter 4. The new spiral reactor was tested with the same condensation reaction

and produced repeatable results. The conversion data were used to calculate the actual mean

temperature of the reaction volume for each experimental setting. The results were used with the

simulated temperature profiles to demonstrate that that reactor is at the thermal entrance region

of the microwave heated system. The temperature calculations also provided an understanding

on how the actual temperature in the system can be estimated with the computational models

along with the known microwave power at steady-state. Finally, a set of Fischer indole reactions

was run to demonstrate the application of the setup in reaction screening.

5.2 Condensation Reaction Kinetics

5.2.1 Direct Microwave Heating at Two Different Positions

The condensation reaction of o-phenylenediamine and acetic acid (Scheme 2.2) was

tested on the new spiral microreactor. To avoid the reactor breaking due to rapid heating, the

maximum microwave power was set to a 100 W during all experiments. The reactor was capable

of reaching the set temperatures even at the perpendicular-to-port position where the heating rate

is the lowest.

The experimental data are repeatable in the new reactor as long as the position of the

reactor is set at the same angle: Figure 5.1 shows that the standard deviations of the conversion

results are within 5 % except for the last three residence times at 130 'C at the parallel position;

all the experiments were repeated at least three times. The conversion results are all higher than

expected from the kinetic data, and the results at different position even at the same reaction

setting are not the same. The conversions are on average 6.6 % lower when the reactor is

positioned perpendicular, instead of parallel, to the microwave port.
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Figure 5.1: Conversion data of condensation reaction of o-phenylenediamine and acetic

acid from spiral microreactor.

The reaction conversion has a first order reaction rate in respect to the diamine

concentration. With the kinetic parameters calculated from the literature73 and from our

cartridge-heated experiments, we used the conversion data to calculate the average mean

temperature of the reaction in our microwave-heated microreactor for each reaction condition,

which includes the set temperature, residence time, and reactor position in the cavity (Table 5.1,

Table 5.2).

The results show that the difference between the mean temperature and the set

temperature rises as the residence time increases. The only exceptions are when the reaction is

nearly complete (conversion > 97 %). This shows that the temperature distribution of the

reaction changes with different residence time at the same temperature settings as measured by

the fiber optic probe: the longer the residence time, the higher the temperature ranges for the

reaction. This is consistent with the mechanism of microwave heating where the liquid is heated

up directly under irradiation. If the heating rate is the same for the solvent at all time in the

system, the longer the solvent stays in the microwave cavity, the higher its temperature gets, and

thus resulting in an overall higher temperature distribution for higher residence time. The effect

is demonstrated by simulating the heat transfer phenomenon in COMSOL and will be discussed

in Chapter 5.3.
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The lower conversions for the reactor at the perpendicular-to-port position also indicated

the reaction actual mean temperatures are lower at this position. This is again consistent with the

microwave heating results shown in Chapter 3: when the reactor is place at the perpendicular

position, the microwave heating rate is lower due to a weaker electric field.

Table 5.1: Condensation results and kinetic mean temperature calculation from spiral
microreactor at paraliel-to-port position.

Residence Set/Measured Conversion Temperature calculated Difference (C)
time (min) temperature (C) (%) from conversion (oC)

1 130 4.6 1.7 123 6 -7
2 130 19.5 4.8 138 4 8
3 130 36.1 7.2 144 4 14

5 130 57.6 13.2 146 6 16
10 130 85.7 8.3 149 5 19

1 140 16.6 2.9 147 3 7
2 140 42.5 2.2 156 1 16
3 140 62.7 2.5 159 1 19
5 140 86.2 2.3 163 1 23

10 140 98.5 0.9 164 3 24

1 150 28.0 4.1 159 3 9
2 150 59.6 3.1 166 1 16
3 150 79.6 2.3 169 1 19
5 150 95.6 1.0 172 1 22

10 150 99.0 0.5 166 2 16

1 160 43.4 3.7 170 2 10
2 160 77.4 1.7 176 1 16
3 160 91.3 1.1 178 1 18

5 160 95.4 0.7 172 1 12

10 160 99.2 0.2 167 1 7

Table 5.2: Condensation results and kinetic mean temperature calculation from spiral
microreact r at perpendicular-to-port position.

Residence Set/Measured Conversion Temperature calculated Difference ('C)
time (min) temperature (C) (%) from conversion ('C)

1 130 5.6 1.1 127 3 -3
2 130 18.3 1.5 136 1 6

3 130 31.1 2.4 140 1 10

5 130 49.4 2.6 142 1 12

10 130 77.7 1.6 144 1 14

1 140 12.4 2.1 141 3 1
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Residence Set/Measured Conversion Temperature calculated Difference ("C)
time (min) temperature ("C) (%) from conversion ("C)

2 140 29.9 2.6 147 2 7
3 140 46.9 4.0 150 2 10
5 140 69.9 2.4 153 1 13

10 140 92.4 1.0 154 1 14
1 150 23.6 1.0 155 1 5
2 150 49.5 1.8 160 1 10
3 150 67.7 1.7 162 1 12
5 150 88.2 0.8 164 1 14
10 150 97.9 0.6 162 1 12
1 160 37.6 1.3 166 1 6
2 160 68.0 1.0 170 0.4 10
3 160 85.1 0.4 173 0.2 13
5 160 96.6 0.5 174 1 14
10 160 99.4 0.4 168 2 8

5.2.2 Experiments with a Microwave-Shielding Glycerol Bath

In order to demonstrate that the enhanced temperature difference in the above

experiments is due to the large heating rate of the solvents under direct volumetric heating, the

same microwave reaction was repeated with the reactor immersed in a glycerol bath. A 100 mL

beaker filled with 80 mL glycerol was placed into the microwave cavity before the microreactor

in put onto the microwave attenuator. The level of the glycerol is high enough that the glycerol

completely covers the spiral channel portion of the microreactor. This setup was designed to

mimic a conventionally heated setup: since glycerol absorbs microwave faster than acetic acid,

which is the reaction solvent, the reactor is heated up mostly by heat conduction from the

glycerol jacket. Setups with this concept have been used by both Oliver C. Kappe and the Albert

E. Stiegman and Gregory B. Dudley team to study microwave effects. The Kappe group has used

strong microwave-absorbing silicon carbide vials to shield reactions from microwave irradiation

and comparing the results to reactions in Pyrex vials.40A 1 In Albert E. Stiegman and Gregory B.

Dudley report on the Friedel-Crafts benzylation of deuterated p-xylene, they used the strong

microwave-absorbing propylene glycol as a heating jacket to demonstrate the effect of

microwave on the benzylation."

Although our reaction is not reported with any special microwave heating effect,

immersing the reactor in glycerol lowered the extremely high volumetric heating the acetic acid
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receives from the microwave since the microwave power was mostly absorbed by the glycerol

solution. The glycerol also acted as a heating jacket that ensured a uniform heating across the

surface of the reactor as oppose to the heating distribution observed in previous experiments and

simulations. Due to safety concerns, glycerol was chosen since it was the only solvent with a

highly loss tangent than acetic acid that has a flash point (160 C) higher than the experimental

temperature range. Only the experiments at 130 'C and 140 *C were repeated with the reactor

kept at the parallel-to-port position.

Figure 5.2 and Table 5.3 show that the conversions obtain from the glycerol bath are

lower than the directly microwaved spiral reactor and match the expected values from the kinetic

data. The average temperature calculated from the conversion data is all within 3 *C difference

of the temperature measured from the fiber optic probe. The glycerol bath successfully acted as a

heating jacket and recreated a conventional heating setup. These results therefore demonstrate

that under direct microwave irradiation, the solvent temperature in the reaction channel still has a

wide range of distribution that cannot be properly interpreted by a single point fiber optic

temperature measurement.
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Figure 5.2: Conversion data of condensation reaction of o-phenylenediamine and acetic

acid from spiral microreactor.
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Table 5.3: Condensation results and kinetic mean temperature calculation from spiral
microreactor heated with glycerol bath.

Residence Set/Measured Conversion Temperature calculated Difference ("C)
time (min) temperature ("C) (%) from conversion (0C)

1 130 6.9 130 0
2 130 13.1 130 0
3 130 21.9 133 3
5 130 30.3 130 0
10 130 47.9 129 -1
1 140 11.8 140 0
2 140 23.3 141 1
3 140 32.2 141 1
5 140 43.9 139 -1
10 140 68.2 139 -1

5.3 Temperature Results of Reactor Models with Flow

5.3.1 Kinetic Mean Temperature Definition

The condensation reaction in Chapter 5.2.1 gave higher conversions than the expected

values calculated from the kinetic parameters. The calculations from the conversion data show

that not only are the mean temperatures in the reaction channels are actually higher than the fiber

optic measurement, the mean temperature increases with higher residence time.

The simulation results of the irradiated spiral channels confirm that the measurement

inaccuracy is due to the uneven heating (Figure 4.10). The electric field oscillates around the

center of the microwave cavity, causing heating rates of the liquid in the microchannels to

change at different positions, leading to different temperatures throughout the reaction channels.

The temperature of the spiral reactor gradually increases along the direction of the flow and

reaches the highest temperature at the reactor center; then the temperature decreases as it flows

away from the reactor center. In the case where the reaction solvent is not flowing and is

subjected to 6 W of microwave irradiation, the temperature of the reaction channel ranged from

134 'C to 155 'C while the fiber optic measurement was 139 'C. The actual mean temperature

calculated from the conversions in Chapter 5.2.1 is therefore an average of the temperature that

is integrated over the Arrhenius equation with respect to the residence time:
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dC1  Ea

-- = kC= Ae RT(t)x Cdt
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E (ftres E-

Tavg = - x In e RT(t) dt - In(tres) (5.3)

where Ea is the reaction activation energy, R is the universal gas constant, tres is the total

residence time, T(t) is the function of the temperature with respect to the time in the reactor, and

Tavg is the actual mean temperature. It is important to note that the actual mean temperature

calculated with the integral over the Arrhenius equation is not the same as the volume average

temperature of the reaction channel. In order to distinguish between the two average

temperatures, the actual mean temperatures calculated with the Arrhenius equation will be

termed the "kinetic mean temperature" in this thesis. The kinetic mean temperature is the same

for all residence time if the temperature distribution in the reactor is the same. These calculations

are confirmed by integrating the Equation (5.3) over different T(t) in Matlab (Appendix C.2).

Since the kinetic mean temperature does not vary with residence time for the same

temperature distribution, the variation of the kinetic mean temperature in Table 5.2 and Table 5.3

for the same temperature settings indicates that the reaction temperature distribution also changes

with residence time. This means the flow rate affects the steady-state heat transfer results, and

the spiral reactor simulation was updated accordingly to include the effect of flow in the

channels.

5.3.2 Spiral Reactor Simulations with Flow

The spiral reactor model in Chapter 4.3.2 was simulated with static acetic acid in the

reactor channels. To incorporate solvent flow into the model, the Laminar Flow Interface was

added for the reaction channels. The flow rates for the residence time used in the experiments all

fall within the laminar flow regime, with the highest Reynolds number being 3.7 at the largest

flow rate (Table 5.5). The Reynolds numbers were calculated using the hydraulic diameter of the

channels by approximating the channel cross sections as 0.5 mm by 1 mm rectangles. Because of

the large ratio of the channel length to channel width, the flow was assumed to be unidirectional

and fully developed. For a cylindrical tube with a diameter equivalent to our reactor's hydraulic
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diameter, the entrance length required to reach fully developed flow is about 1.06 mm for the

largest flow rate.82 Given that our reactor channel lengths are a couple of hundred millimeters,

the fully developed flow is a valid assumption.

In order to further simplify the computation, the COMSOL interface was set to the

Creeping Flow option, where the program ignores the inertial term (v -Vv in Equation (3.14)).

Creeping flow assumptions can be made when the Reynolds number is close to zero.82 To verify

if the Creeping Flow option was valid assumption for our simulations, a simple simulation was

run to solve the fluid dynamics and heat transfer of the reactor geometry solely without the

microwave unit. The heating rate of the fluid was set as the volumetric average heating rate

calculated from the 6 W microwave simulation (Table 4.2). Although the Reynolds numbers

were not all smaller than 1 for the flow rates inspected, the average velocity calculated with and

without the creeping flow assumption were within 5 % difference (Table 5.4). Furthermore, the

kinetic mean temperatures and average temperatures calculated with the creeping flow

assumption differ less than 1 'C from the temperatures calculated without the creeping flow

assumption (Table 5.4). The creeping flow option was therefore implemented in the full

simulation with the microwave heating to reduce computational cost.

Table 5.4: Laminar flow and creeping flow simulation comparison.

Average velocity Kinetic mean Volumetric average
Residence magnitude (m/s) temperature (*C) temperature (*C)
time (min) Laminar Creeping Laminar Creeping Laminar Creeping Laminar Creeping

flow flow flow flow flow flow flow flow

1 7.1OE-03 6.80E-03 4.1 3.9 136.8 137.2 135.8 136.2

2 3.50E-03 3.40E-03 2.0 1.9 140.6 140.8 139.3 139.5

3 2.40E-03 2.30E-03 1.4 1.3 141.9 142.0 140.5 140.6

5 1.40E-03 1.40E-03 0.8 0.8 142.8 142.8 141.3 141.3

10 7.08E-04 6.77E-04 0.4 0.4 143.4 143.3 141.8 141.7

The reaction channels were also selected for the "Heat Transfer in Fluids" node plus the

"Wave Equation" node that was added to the original model, while the remaining geometry is

modeled in the "Microwave Heating" node. In the velocity field of the reaction channels in the

Heat Transfer in Fluids node was linked as an output from the Lamniar Flow Interface. The

residence time was set as a changeable parameter in the model. The inlet boundary of the

reaction channels was set at a flow rate of the reaction volume over the residence time, and the
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model was run by sweeping through the five different residence times used in the condensation

chemistry. The simulation was set to model the results for the 130 'C experiments with the

reactor parallel-to-port. Since the power input oscillated around 6 W during the experiments at

130 'C, the simulation was set at a constant 6 W power input and the models was solved for the

steady-state results.

The reactor mean temperatures of the simulated results were calculated with Equation

(5.3). The simulation follow the trend of the kinetic mean temperature calculated by the

experimental results, showing a different temperature distribution for different residence times

with the kinetic mean temperature increasing for the longer residence times (Table 5.5).

However, the experimental kinetic mean temperature variations among different residence times

are about two to three times larger than that of the computational calculation. The kinetic mean

temperatures calculated from the simulations are between 1 'C to 16 'C lower than the

experimental values. One of the main sources of the discrepancy is that the experiments were

not run under constant power settings. During the experiment, the microwave was set to a target

temperature, and the power is automatically adjusted by the CEM software to maintain the

temperature at the set point. The power varies every couple of second between 4 W and 8 W

during the experiments, and the oscillation pattern is not exactly the same for each repeated

experiment. The constant power assumption in the simulation does not fully capture the

experimental settings. Another cause of the discrepancy between the simulated and experimental

mean temperatures is that the actual permittivity of the reaction is unknown and could not be

implemented in the simulation. The permittivity used in the simulation was that of the pure

solvent, acetic acid, at 20 'C, whereas the actual permittivity of the reaction is different due to

the presence of reactants and products and also due to the varying temperature. The effects of the

input power and permittivity will be discussed in Chapter 5.3.3. Other oversights of the model

may include the lack of the flow model of the air gaps to properly account for the natural

convection, and the rough approximation of the heat loss to the environment outside of the

waveguide.

Although the temperatures are not an exact match, the results qualitative demonstrate the

large temperature variations and the effect of flow rate in the reactor. Both results show a large

decrease in temperature from the 2-minute residence time to the 1-minute residence time setting.

The kinetic mean temperature difference between the 1-minute residence time setting and the 2-
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minutes residence time setting is even higher than the kinetic mean temperature difference

between the 2-minute residence time setting and the 10-minute residence time setting.

Table 5.5: Results from spiral reactor flow simulations with acetic acid as solvent and 6 W
microwave irradiation.

Residence Average velocity Reynolds Kinetic mean temperature Experimental kinetic
time (min) magnitude (m/s) number from simulations (*C) mean temperature (*C)

1 6.40E-03 3.7 121 123 6

2 3.20E-03 1.8 129 138 4

3 2.1OE-03 1.2 131 144 4

5 1.30E-03 0.7 132 146 6

10 6.44E-04 0.4 133 149 5

Similar to the temperature variation saw in Figure 4.11 along the reactor length, the

temperature in the reaction volume for each flow rate follows the rough concave profile with

oscillations in every full turn along the spiral pathway (Figure 5.3). The temperature of the acetic

acid with no flow is also included as reference. The temperature profile when there is no flow is

the maximum limit the reactor could reach under 6 W irradiation. The temperature of the entire

reactor decreases with increasing flow rate (smaller residence time). The huge gap between the

temperature at 1-minute residence time and that of the other residence times is also shown in

then simulation.

The large uneven temperature distribution still exists at every flow rate. The overall

temperature differences are about 20 'C for all flow rates. However, the magnitude of the

temperature oscillation in each spiral turn decreases with increasing flow rate, and the

temperature profile is slightly closer to a single concave curve. The drastic change of the

temperature along the reaction channel is a challenge for exact temperature measurements and

control for kinetic studies. Furthermore, the simulation can only provide guidance and rough

estimations of the heating patterns, and an exact prediction of the temperatures is difficult to

make without a more complicated model.
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Figure 5.3: Temperature along the reaction volume in the spiral reactor under constant 6

W irradiation for continuous flow with different residence times.

5.3.3 Simulation Parameter Sensitivity

The simulated kinetic mean temperature is about I to 16 'C lower than the experimental

values (Table 5.5). The two main causes of the discrepancy are the assumption of a constant

power input at 6 W and the assumption of a constant permittivity of the reaction solution.

Additional simulations were run with different values of the input power and reaction

permittivity to understand the effect of these two parameters on the simulated kinetic mean

temperature.

In the original simulation for the kinetic mean temperature calculation, the steady-state

result was obtained assuming a constant input power of 6 W. While during the experiments, the

power automatically varies every couple of second between 4 W and 8 W to maintain the desire

temperature of 130 'C, and the power oscillation pattern is not exactly the same for each

repeated experiment. The actually power input is therefore hard to recreate in the simulations. A

model with a varying power input would also be a larger computational problem since it has to

be solved as a transient problem and the steady-state solution cannot be directly solved for.

Furthermore, the power input shown in the experiments was the nominal power input of

microwave unit, the actual power irradiated by the magnetron varies for each specific microwave

unit ." The 6 W power input is therefore the ideal average value observed from the

experiments. For the parameter sensitivity study, the input power was changed from 2 W to 10
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W with a 1 W increment, the minimum input power variation the microwave unit works at. The

simulations solved for the steady-state power and temperature distribution.

Both the power dissipation and kinetic mean temperature of the reaction volume vary

linearly with the input power (Figure 5.4, Figure 5.5). Every 1 W of input power variation leads

to a 0.2 W change in the total reaction heating rate (Figure 5.4, linear regression slope = 0.1996).

The kinetic mean temperature sensitivity towards the input power varies slightly with the

reaction flow rate, ranging between 16.84 'C/W to 21.92 'C/W (Figure 5.5) with an average of

18.87 'C. The parameter sensitivity shows that even a 1 W error in the power estimation can

result in about a 19 0C inaccuracy in the simulated temperature result. The 19 'C temperature

variation is larger than the I to 16 'C differences between the simulation and experiments.

Therefore, the sensitivity demonstrates that the power input is indeed one of the main causes of

the temperature underestimation of the simulation.
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Figure 5.4: The input power dependencies of the average power dissipation density (.) and

the total heating rate in the reaction volume (*).
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Figure 5.5: The input power dependencies of the reactor kinetic mean temperature at

various flow rates.

Since the actual permittivity of the reaction is unknown, the relative permittivity of pure

acetic acid at 20 'C was used in the original simulation, where E' - iE"= 6.2-1.0788i, and thus

the loss tangent value, tan 6 = 0.174. In reality, the reaction should have a different permittivity

since the solutes changes the permittivity from the pure solvent. The permittivity should also be

temperature dependent although it was set as constant in the simulations. The effect of the

permittivity was studied by varying the real and imaginary parts of the permittivity, the dielectric

constant and the dielectric loss, respectively, to 10, 2, 1, 0.5, and 0.1 times the values originally

used (E'= 62, 12.4, 6.2, 3.1, 0.62; E"= 10.788, 2.1576, 1.0788, 0.5394, 0.10788 ). Therefore, a

total of 25 pernittivity combinations were simulated for the steady-state microwave heating

results of the reaction without flow for this sensitivity study. All simulations were ran with a 6 W

power input.

The total reaction heating rate depends on both the dielectric constant and the dielectric

loss in the expected trends (Figure 5.6). Materials with a higher dielectric constant are better at

aligning with the electromagnetic wave and allowing the wave to pass through, and thus have

lower power dissipations (heating rates). Materials with a higher dielectric loss are better at

converting the electromagnetic energy into heat, and thus have higher heating rates. Therefore,

the reaction absorbs the most microwave energy, about 5.05 W, when the permittivity has the
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lowest dielectric constant and highest dielectric loss (E' - iE" = 0.62-10.788i); and the reaction

heating rate is lowest, at about 0.01 W, when the pennittivity has the highest dielectric constant

and lowest dielectric loss ( E' - iE" = 62-0.10788i ). An interesting observation is that the

permittivity values that have the same tan6 (the same - " to c' ratio) do not result in the same

heating rate. In Figure 5.6, the permittivity combinations that have the same loss tangent value as

the pure acetic acid permittivity are marked in green: the heating rates of these five simulations

range from 1.20 W to 0.51 W even though they all have the same loss tangent. The loss tangent

is therefore only a rough indicator of a material's ability to be heated up by microwave and

cannot be used to predict the exact heating rate of the material.

U Loss tangent (c"/E') = 0.174

(h 5
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0

U 3

a, 0
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Figure 5.6: The permittivity dependence of the total heating rate in the reaction volume.

The kinetic mean temperature also depends on the permittivity in the same trends as the

heating rate (Figure 5.7). For the ranges of dielectric constant and dielectric loss used in the

sensitivity study, the temperature varies between 29.1 'C to 404 'C. The lowest temperature

corresponds to the permittivity with the highest dielectric constant and lowest dielectric loss

(E' - iE" = 62-0.10788i), while the highest temperature corresponds to the pernittivity with the

lowest dielectric constant and highest dielectric loss (E' - iE" = 0.62-10.788i).
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Figure 5.7: The permittivity dependence of the kinetic mean temperature of the reaction

without flow.

The dependencies of the kinetic mean temperature on each part of the permittivity are

easier to visualize in the projected 2D scatter plots (Figure 5.8, Figure 5.9). The function of the

kinetic mean temperature variation with the dielectric constant is different for every fixed

dielectric loss value (Figure 5.8). In order to find the local sensitivity of kinetic mean

temperature to the permittivity of the original simulations ('= 6.2 and e"= 1.0788), we fitted the

temperatures versus dielectric constant data at e" = 1.0788. The best fitted curve is the

logarithmic function:

Tavg (E" = 1.0788) = - 58.81 ln(E') + 264.17 (5.4)

which results in a local sensitivity of -9.48 0 C/[-] towards the dielectric constant:

Tavg 58.81 C
= 6.2, E" = 1.0788) - -9.48 (5.5)
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Figure 5.8: The dielectric constant dependencies of the kinetic mean temperature of the

reaction without flow at various dielectric loss values.

Similarly, the function of the kinetic mean temperature variation with the dielectric loss is

different for every fixed dielectric constant value (Figure 5.9). Using the same method, we fitted

the temperatures versus dielectric loss data at " = 6.2. The best fitted curve is the quadratic

function:

Tavg(E' = 6.2) = -4.3806(E") 2 + 73.378E" + 74.367

which results in a local sensitivity of 63.9 'C/[-] towards the dielectric loss:

ag (E' = 6.2, E" = 1.0788) = -4.3806 x 2E" + 73.378 = 63.9
E" I-]
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Figure 5.9: The dielectric loss dependencies of the kinetic mean temperature of the reaction

without flow at various dielectric constant values.

The local sensitivities show that at -' = 6.2 and F" = 1.0788, every unit of dielectric

constant error results in a -9.48 'C kinetic mean temperature inaccuracy, and every unit of

dielectric loss inaccuracy leads to a 63.9 'C kinetic mean temperature misestimation.

Furthermore, doubling or halving the original values for either the dielectric constant or the

dielectric loss all results in roughly a 50 'C change in the kinetic mean temperature. The

simulated temperature is therefore highly susceptible to the material permittivity. The sensitivity

analyses show that the simulation results are strongly dependent to the input power and both the

real and imaginary parts of the material permittivity. The original simulation in Chapter 5.3.2

provides a fairly good estimation of the kinetic mean temperatures in comparison to the

inaccuracies that can arise from a bad input power or permittivity assumption. The high

sensitivities also demonstrate that precise input power and material permittivity is required to

accurately predict the final temperature of a microwave heating scheme.

5.4 Fischer Indole Screening

The final step of the project is to demonstrate the application of the setup in reaction

screening by completing a series of Fischer idolization between various ketones and

arylhydrazines. Indoles are one of the essential structures in many biologically active
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compounds, 94 and the Fischer indole synthesis is one of the most popular methods to prepare

substituted indoles.95-96 In this method, the starting reagent arylhydrazine and ketone or aldehyde

first form an aryihydrazone, and then the aryihydrazone is heated in the presence of a protic or a

Lewis acid to form the desire indole (Scheme 5.1).96 The Fischer indole reaction between

phenylhydrazine and cyclohexanone (Scheme 5.2) has been used as a validation chemistry in a

couple of papers on continuous flow setups for microwave heating.51'97 Bagley et al. used their

sand-filled flow cell (Chapter 1.2.4) to run the reaction under microwave in acetic acid at 150 *C

for 4 minutes and reported a 91 % conversion.5 ' The Larhed group used the same reaction to

evaluate the setup they developed: a non-resonant microwave applicator with a borosilicate tube

as the continuous-flow reactor. 97 They ran the reaction in a 3:1 acetic acid to isopropanol mixture

and optimized the reaction to obtain 98 % conversion and 90 % isolated yield at 230 *C and 20

seconds residence time. The reaction has not been reported with any special effects or conversion

enhancement under microwave heating, but it was chosen because it is faster to heat up the

reaction with a microwave setup to the high temperature range desired for this synthesis. The

idea of screening various hydrazines and ketones came from a publication from Desroses et al.:

they presented a method of adding propylphosphonic acid cyclic anhydride as a catalyst to the

Fischer indole synthesis and screen through the reactions for a total of 21 indole derivatives.95

The catalyst allow them to lower the reaction temperature and drive the phenyihydrazine and

cyclohexanone indolization to completion at 100 *C in 5 minutes.

R 2 R3

R N'H R2 R3
H acid catalyst N NH acid catalysj R R2

- H20 - NH3  3 R N K 2 R
0 N N

R2 R3 H H

R'

Scheme 5.1: Fischer indole synthesis.

HIN,"NH2 0

+6 acid catalysy -NH

Scheme 5.2: Fischer indolization of phenylhydrazine and cyclohexanone to 1,2,3,4-

tetrahydrocarbazole.
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5.4.1 Experimental Procedures

The model reaction of phenyihydrazine and cyclohexanone was first optimized for our

system, and then another 4 reactions were screened. Two stock solutions were prepared with a

3:1 mixture of acetic acid and isopropanol: one with 1.5 M (7.5 mmol) of aryihydrazine, and the

other with 1.0 M (5 mmol) of ketone and a 0.1 equivalent of 1,3,5-trimethoxybenzene as the

internal standard. The solutions were each loaded on to a 8 mL Harvard stainless steel syringe

and fed into the system with a Harvard syringe pump. The conversions were obtained by both

GC and 'H NMR, the yields were analyzed with 'H NMR, and the products were identified by

both GC-MS and 1H NMR (Appendix C.3).

Because the products have low solubility in the solvent and kept crashing out after the

exiting the reactor, a dilution stream was added to the reaction outlet with an Upchurch mixing

tee. The dilution stream was pure acetic acid ran at the same flow rate as the reaction outlet, and

the combined stream was fed into a 250 psi backpressure regulator. The fixed temperature mode

was used for the microwave, while the maximum microwave power was set at 100 W. Under the

250 psi backpressure, the reaction could only stay as liquid until the point where the fiber optic

temperature measurements were 180 *C; at any higher temperature settings, bubbles started

forming in the reactor. The bubble point temperature of the solvent mixture is predicted to be

217 'C under 250 backpressure using the Peng-Robinson equation of state. 98 It is therefore

estimated that the temperature within the system ranges between 180 'C to 217 'C. Since we do

not have the permittivity of the reaction, the data reported are based on the measurements from

the fiber optic probe and not the simulated temperature distribution in the reactor.

5.4.2 Fischer Indole Synthesis Results

The model reaction was run at 170 'C and 180 'C for 0.5 min, 1 min, 2 min, and 3 min

residence time (Table 5.6). The screening of the all the reaction conditions took less than 90

minutes: including a 10 to 15 minute heating time to reach steady-state for each of the two desire

temperature, and a 29.5 minute purging and collection time for all five residence times at each

temperature. (Each data point had a 400 p1 collection after a 400 pl purge.)

The conversions were all higher for the 180 'C set points. The reaction almost reached

full completion at 99 % conversion and GC yield at the 180 'C set point with 4 minutes

residence time. The result of 3 minutes residence time at 180 'C was not much lower than that of

the 4 minutes: the 1 % difference in conversion is within the errors of the GC methods, while the
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residence time decreased by a quarter. Therefore, the 180 'C, 3 minutes reaction condition was

used for product purification and resulted in a 99 % isolated yield identified by NMR (Appendix

C.3). A total of 254 mg (1.48 mmol) of 1,2,3,4-tetrahydrocarbazole (Scheme 5.2) was collected

after 22 minutes.

Table 5.6: Optimization of phenylhydrazine and cyclohexanone indolization with
microwave spiral reactor.

Set temperature (*C) Residence time (min) Conversion (%) Yield (%)
170 0.5 79 78
170 1 87 87
170 2 94 94
170 3 96 96
170 4 98 98
180 0.5 92 88
180 1 94 91
180 2 96 93
180 3 98 98
180 4 99 99

The phenylhydrazine and cyclohexanone were each screened with two other ketones and

substituted phenylhydrazines, respectively (Table 5.7). The phenylhydrazine reaction with 4-tert-

butylcyclohexanone (b2) had a faster conversion rate and reached full conversion and yield at

170 'C with 3 minutes residence time (entry 2). The product c2 had a lower solubility and came

out as partly solid in the collection even after the dilution. The flow rate of the dilution stream

was therefore increased to 1.5 times the reaction flow rate in order to prevent clogging.

Although reaction with a-tetralone (c3) successfully cyclized into the multi-ring structure,

the reaction proceeded slower than the previous reactions, reaching only 62 % conversion after 3

minutes at 180 'C. Since the system was limited to 250 psi and the 180 'C set point, higher

conversion could only be achieved by increasing the residence time. The longest residence time

implemented was 30 minutes, resulting in a 74 % conversion and 70 % NMR yield (entry 3).

The cyclohexanone reaction with 2-chlorophenylhydrazine also had a slower reaction,

perhaps due to the steric hindrance at the ortho-position. The reaction reached 98 % conversion

and NMR yield at 180 'C after 20 minutes residence time (entry 4). This condition was used for

product purification, and a total of 20.0 mg (0.097 mmol) of 8-chloro-2,3,4,9-

tetrahydrocarbazole (c4) was collected after 14 minutes (98 %).
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The 4-methoxyphenylhydrazine gave 100 % conversion and 100 % NMR yield after 10

minutes at 180 'C (entry 5).

Table 5.7: Synthesis of indole derivatives with microwave spiral microreactor.

Temperature Residence Conversion Yield
Entry Hydrazine Ketone Product (C) time (min) (%) (%)

~LN2~~7~Ii ~98
NH K 180 3 98 99a
H NH

2 NH2  170 3 100 100
H al 1' b2 9

N~ c2

3~ QN2 ~x'~v ~70
3 NH 180 30 70 a

b3 c3

4 " ,NH2 \1 C N.P9) 98
SN 2  180 20 98 a

c1 a2 bi C1 Hc4 9

0
070A 100

H3b2 180 10 100 95 a
H a3 bl N

IIH c5__ _ _ _ __ _

a Isolated yield

The screening of the last four reactions for the optimized reaction conditions took a total

of 13.5 hours for 26 data points. Although this is about three folds the time that it would take in a

batch reactor, the loss of time is compensated by both the extra heating time required in between

each batch reactions and the small amount of material that is neccessary for the continuous flow

screening. Only 400 pl (-0.2 mmol of expected product) of solution was collected for each data

point after purging the system with 400 pl of solution. Therefore, a mere total of 5 mmol of

ketone and 6.5 mmol of hydrazine were used for each reaction. The ramp up time for heating to

each temperature setting is only about 10 to 15 minutes. This screening experiment therefore

demonstrates the system's advantages of fast heating with microwave and the reduction of

material cost with continuous flow in microreactors.
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CHAPTER 6. CONCLUSIONS AND FUTURE PERSPECTIVES

6.1 Summary of Thesis Achievements and Findings

The main contribution of this thesis is the understanding of the different factors in

microwave heating and the discovery of difficulties in designing a microreactor for the

commercially available microwave units used in most chemical lab. In summary, we developed

two glass microreactor setups that fits into the CEM single-mode microwave unit for microwave

chemistry and tested the reactor performances with known chemistries and kinetic analysis.

Throughout the design of the reactor, we constructed 3D microwave heating computational

models that incorporate electromagnetic radiation, heat transfer, and fluid dynamics mechanisms

to studying the microwave heating patterns. The findings from both the experiments and

simulations shed light to several heating issues in the microwave unit and help us realize the

limitations of microwave heating with glass microreactors.

We fabricated the initial microreactor through photolithographic wet etching and furnace

bonding. One of the main challenges in the design was the limited space for tubing connections

in the microwave attenuator. The reactor featured the first microchip design for microwave

chemistry that used a fiber optic temperature probe. The validation chemistries showed lower

conversions and were at times hard to replicate with this microreactor. These chemistry issues

were caused by the uneven temperature across the reaction channels and the sensitivity of the

reactor temperature to the angular position of the reactor. The thermal problems included: First,

the reactor temperature was highest at the position close to the cavity center and decreases

radially away from the hottest position. The temperature variation in the reaction channels was as

high as 50 'C. Second, without the Teflon optical fiber holder, the reactor temperature has a

maximum limit that was too low for our chemistry application. The temperature limit depends on

the material in the reactor and was only 125 'C for the most microwave-absorbent solvent used

in our chemistry. Last, the reactor temperature changes as the reactor rotates along the cavity

axis. Even small changes in the angular position could lead to observable difference in the

temperature and chemistry results.

We therefore built microwave heating models in COMSOL to find the roots of the

heating problems. Although COMSOL microwave heating results have been published before,
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our models were the first to incorporate the air convection in the system, geometries with small

dimensions less than 1 mm wide, and the continuous flow of solvent in the microwaved reactor.

The models were also the first to show the transient microwave heating period leading to the

steady state equilibrium and to demonstrate how the reactor position changes the electromagnetic

field.

The models showed that the electric field in the microwave cavity is always a single

standing wave due to the geometry design for a single-mode microwave unit. However, the

electric field strength and the local electric field pattern changes with the reactor size, reactor

position, and material of the load. Since the heating rate is proportional to the square of the

electric field strength, the low temperature limit was caused by the weak electric field strength

induced by the reactor. For the two reactor positions that we studied, the electric field were

different for each position both in magnitude in direction of the field vector. When the reactor is

perpendicular to the microwave port, it prompted an even weaker electric field than when it is

parallel to the port, resulting in an even lower temperature limit. The sensitivity of the electric

field to the reactor positions also explained why the temperature changes when the reactor

rotates. Consistent chemistry data can only be achieved if the reactor is set at a fixed position. In

addition, the uneven temperature distribution was caused by the resonance structure of the

electric field. The peak of the electric field oscillation is at the cavity center while the cavity

walls are the nodes of the standing wave. The electric field strength is therefore stronger at the

center and diminishes radially. This resonance pattern leads to uneven heating and creates a non-

uniform temperature distribution across the reactor.

The simulation also shows that a significant amount of heat is lost to the natural air

convection in the microwave cavity and in the microwave waveguide. The air convection was

accounted for with two different models: In the first one, the estimated thermal conductivity

model, the air domain was treated as a solid and was assigned higher thermal conductivities. In

effect, the convective heat transfer portion was lumped into the conductive terms using this

method. In the second model, the single-flow model, the air domain was treated as a fluid and the

momentum conservative equations were solved along with the energy equations for flow. The k-

estimation model matched the experimental results closely while the single-flow model

overestimated the temperature of the reactors, showing that the microwave model was over

simplified. The actual model might have underestimated the heat loss to the environment outside

128



of the waveguide, or overestimated the actual power input given from the microwave magnetron.

The k-estimation model was able to adjust for the model simplification since any additional heat

loss was accounted for by the air conductivity.

The simulation findings were used to redesign the reactor. In short, we found that the

heating challenges were cause by three issues: first, the weak electric field strength; second, the

heat loss due to the natural air convection; and third, the uneven heating rate across the cavity.

The first two issues were resolved by changing the thickness of the reactor to induce a higher

heating rate from the microwave. The third issue was minimized by changing the design to a

spiral channel that is placed in the center of the microwave cavity, which is the center of the

resonance with the highest electric field strength. However, the uneven heating rate will always

be present because it is caused by the inherent natural of electromagnetic wave radiation. The

unevenness was demonstrated in the simulation of the spiral reactor. The electric field was

diffracted by the spiral channels and created two heating zones with different heating rates; the

maximum heating rate was an order of magnitude higher than the minimum heating rate. When

the microwave heating reached steady-state, the entire reactor volume of the spiral reactor lied in

the warmest zone in the microwave cavity, although the temperature variations in the channels

was up to 20 'C. The bottom portion of the spirals had the highest temperature while the top

portion had the lowest. The temperature along the reactor follows an overall concave pattern

with oscillations along each full turn of the spiral. The temperature oscillation of each turn was

between 5 'C to 15 'C. Even though the reaction temperature variation was as much as 20 'C, it

was already much smaller than the 50 'C variation of the initial reactor.

Through chemistry experiments, we demonstrated that the fiber optic temperature

measurement could not accurately represent the large temperature span in the reaction volume.

We tested the spiral reactor with the condensation reaction and calculated the average mean

temperature of the reaction channels with the reaction conversions and established kinetic

parameters. The spiral reactor overcame the temperature limit as expected and the experiments

were repeatable as long as the reactor position was fixed. The calculated mean temperatures

differed greatly (-7 0C to 24 'C) from the experimental temperature measurement at a single

point. We demonstrated that this huge temperature difference was due to the uneven volumetric

heating of the reaction solvent by comparing the results to the condensation reaction heated with

a glycerol bath. The glycerol acted as a heating jacket to mimic a conventionally heated setup
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where the acetic acid will not be directly heating by microwave. The mean temperatures

calculated from the glycerol bath experiments were close matches to the measured temperature,

with only 0 'C to 3 'C difference, showing that the reaction only has a large temperature

variation when it is directly absorbing the microwave energy.

In addition, the actual mean temperature data suggested that the temperature distribution

not only varied for the two different reactor positions but also changed for different reaction flow

rates/residence times. The temperature increases with longer residence times. Knowing that the

uneven temperature measurement cannot be obtained experimentally without an accurate 3D

temperature sensor, we attempted to build a temperature prediction model from the microwave

simulations by adding a flow module to the reactor channels and use the average microwave

power observed during the experiments as the simulated power input. In the flow simulation, the

reaction was simulated as a fully-developed, unidirectional stream of acetic acid. The results

qualitatively match the trend of the temperature fluctuation with flow rates, displaying a lower

temperature profile with increasing flow rate/decreasing residence time. However, the mean

temperatures calculated from the simulation were about 2 'C to 10 'C lower than the

experimental data. A parameter sensitivity study showed that this error is smaller than the mean

temperature sensitivities towards the radiation power input and the reaction permittivity.

Therefore, the simulations provided good insight to the different factors that affect the

temperature distribution, but they could not be used to determine the exact temperatures of future

chemistries.

In the end, we used the Fischer Indolization to demonstrate that the best application of

microwave heating in chemistry is likely still in discovery chemistry where fast, qualitative

results can be obtained. The screening condition was limited to maximum 250 psi back pressure

the glass reactor can withstand. Even though microwave heating gives the promise of reaching

higher temperature ranges, this benefit could not be taken into practice without a reactor with a

higher pressure rating. The reaction temperature can only be as high as the reactant's bubble

point at 250 psi; and because of the uneven heating, only a small portion of the reaction can

reach this temperature limit, while the rest of the area can be 20 'C lower. The highest nominal

temperature range we could reach was 180 'C as measured by the optical probe. This pitfall was

compensated by increased residence time. Ultimately, five reactions were successfully screened
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for the predicted product. The optimization of all the reaction took a total of about 15 hours,

using up at most 6.5 mmol (less than one gram) of starting material for each reaction.

6.2 Future Perspectives

In order to harness the benefits of microwave heating for kinetic studies or chemistry

characterization, accurate process control must be achieved. The main body of this thesis focused

on the difficulties of maintaining or monitoring the reaction temperature. Even though we

demonstrated the reaction screening ability of our final system, the results are hardly transferable

to a different system because of the lack of actual temperature measurement. The single-mode

microwave units currently seen in chemistry lab are designed for a single standing wave in the

microwave cavity, and therefore an uneven heating rate and temperature distribution over any

reactor is an inherent problem in microwave heating. There are three possible directions to take

to proceed with designing a micro-scale continuous flow system for microwave heating: (1)

Redesigning a microwave unit that has uniform electric field strength and uniform heating, (2)

Implementing a 3D temperature sensor for the microwave, (3) Building a computational

microwave heating model that accurately predicts the microwave temperature.

6.2.1 Redesigning a Microwave Unit

Knowing that the temperature variation results from the resonance structure of the

microwave unit, designing a microwave waveguide to diminish the non-uniform electric field is

the most direct solution to the root of the problem. In the recent year or two, efforts have been

made toward this direction. 97' 99-100 Because of the inherent wave structure of electromagnetic

fields, the task of reaching an even electric field is rather challenging. The same issues we had

with the single-mode cavity have been observed also with different the microwave waveguide

designs, including the multimode cavities often use in industries and kitchen microwave

ovens.10 0 G.S.J. Sturm et al. designed a rectangular microwave waveguide for a coiled

continuous flow reactor," and Ohrngren et al. designed a microwave applicator with a helical

antenna surrounding a tube reactor suppress the standing wave caused by the microwave and

eliminate cold and hot spots; 97 however, the temperature variation within their reactors still range

anywhere from 5 'C to 20 'C or beyond. The most promising design is the coaxial traveling

microwave reactor (TMR) concept proposed by G.S.J. Sturm et al. earlier this year.' 00 By using
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COMSOL simulations and Matlab calculations, they designed a system where the microchannels

for the reaction travel in the tube-shaped waveguide along with the direction of the microwave,

which is propagating in the transverse electromagnetic (TEM) mode. The deviation of the

heating rate in their optimized design was only 4.6 % from the average heating rate of the

reaction fluid.1"" Although the design has not been realized in practice, it shows promise that

uniform heating can be achieved in theory. Furthermore, it demonstrates that microwave

simulation is a useful tool to understand the heating distribution of a microwave system for the

purpose of reactor design, which is a major learning in this thesis.

6.2.2 3D Temperature Sensor

In the event that uneven temperature cannot be eliminated, 3D temperature monitoring

will be an alternative for accurate temperature characterization. This is a huge challenge as the

temperature sensor has to be microwave transparent and there needs to be a window in the cavity

wall wide enough to capture the entire view of the reactor volume. The most promising idea we

encountered in the literature is fluorescent thermal imaging. This alternative temperature

sensing technique was not implemented because of technical challenge with our system and also

the impractically of the additional benefits. There is only a 10 mm optical access to the

microwave cavity. The size of this window is not large enough to create a 2D mapping of the

entire spiral channel, and a I D point measurement will not be sufficient to capture the uneven

temperature distribution. The multiple layers of the reactor also make it difficult for the camera

to focus on a single point or plane to obtain an accurate image while minimizing the surrounding

noise. There is also a lack of data on fluorescent dyes work beyond 100 'C and reports of using

the fluorescent dye during chemical reactions.28 If the above challenges can be solved, kinetic

studies can potentially be implemented by using the mean temperature calculations presented in

Chapter 5.3 (Equation (5.3)).

6.2.3 Simulation for Accurate Temperature Prediction

Aside from directly monitoring the 3D temperature, we also attempted to predict the

exact temperature distribution in the system with simulations. If we could have establish a

correlation between the mean reaction temperature and the set temperature, then we could have

use the relationship to estimate the actual mean temperature of other solvents heated up at the

same conditions in the future. Also, had the simulation temperature match the experimental

132



temperature, kinetic studies could have been implemented with Equation (5.3). Although our

simulations proved to the over simplified, the computational models could be updated with other

considerations to better reflect the microwave heating in practice. These include, but not limited

to, adding a magnetron model to account for the actual power used in the experiments, adding

the temperature dependency of the solution's permittivity instead of using the pure solvent's

permittivity at 20 'C as approximation, adding the heat loss to the enclosing around the

microwave guide instead of approximating it with convection cooling, and modeling the power

variation of the microwave instead of assuming the power input as the average experimental

power.

The above three directions are all challenging in its own aspect and could each be a

separate thesis project to tackle with the temperature issues in the microwave system.

Aside from the heating challenges faced in this thesis, the mechanical strength of the

microreactor has been the second largest limitation. Glass microreactors are not only difficult

and expensive for fabrication, but also its pressure ratings (< 250 psi) limited us from fully

exploring the high temperature benefits of microwave heating. For future development of

microstructural systems in microwave, materials that have a higher mechanical strength and ease

of fabrication should be considered.
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APPENDIX A. CHAPTER 2 SUPPORTING INFORMATION

A.1 Fabrication Details

The borosilicate wafers were purchased from Telic Company. Each piece of wafer is 6

inches by 6 inches, 0.7 mm thick, and pre-coated with a 120 nm chrome layer and a 500 nm

photoresist layer. The microchannel drawings were sent to CAD/Art Services, Inc.

(http://www.outputcity.com/), where they were processed into negative print photo masks.

The wafer first went through photolithography in Prof. Scott Manalis's lab at MIT, and

then was processed in Exploratory Materials Laboratory (EML), one of the facilities in the

Microsystem Technology Laboratories (MTL) at MIT. During the photolithography, each wafer

was covered with a photomask and exposed under a UV light source in a dark room to define the

microchannels. The exposed layer of chrome was removed by soaking the wafer in the chrome-

strip solution provided by the EML. The wafer was then soaked in a 49 % HF solution to etch the

exposed glass layer. The etch rate was calibrated to be around 4.15 pm/min for depth and

produced an isotropic etch where the depth to width ratio is around 0.51 (Figure A. 1). After the

wet etch process, the wafer was rinsed with water and washed with acetone to dissolve the

remaining photoresist. The wafer was then again soaked in chrome-strip solution to remove the

remaining chrome layer.

450 ----

400 - -

E 350
300 y 8.1974x + 142.66

8~~R 30-R=0.9771
C 250 ....--- - ~ - .. _ _ __ _ _ _

0
200 - --- +-Depth of etch
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_100_ y = 4.1482x+ 9.6735 - Linear (Depth of etch)
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0
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Figure A.1: Calibration curve of glass wet-etched with 49 % HF solution.
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The wafer was then brought out of the EML to a lab with a CNC machine to drill the inlet

and outlet holes. The wafer was first glued with resin onto a thicker (larger than 3 mm) glass

substrate that acts as a mechanical support to prevent the wafer from shattering during the

drilling. The holes were then drilled with a 0.039-inch round diamond drill bit bought from

McMaster-Carr (http://www.mcmaster.com/). The positions of the holes were drawn as a DXF

CAD file and read into the CNC machine by Modrilla, a Java software written by Dr. Will

Grover. (Code for Modrilla: http://wgrover.com/code/2010/01/01/modrilla.html). Afterwards, the

wafer is taken off the glass substrate by heating the binding pieces on a hot plate to melt off the

resin. The wafer is gently slid off the glass substrate and rinsed with acetone to wash off the resin

residue.

After the drilling process, the wafer was bought back to the MTL and cut into the desired

reactor dimension with a diesaw cutting machine. The 101mm by 30 mm glass pieces were then

bought back to the EML room for furnace bonding.

Each piece of glass that need to be bond was soaked in a Piranha solution (a mixture of

3:1 concentrated sulfuric acid to 30% hydrogen peroxide solution) for 10 minutes to clean the

surfaces and ensure tight bonding for the next step. After 10 minutes, the glass pieces are moved

into a water bath. Each piece of glass was then rinsed with water and dried with a nitrogen hose.

Two pieces of glass for each reactor were manually aligned and pressed together immediately

after the cleaning process. The glass assembly was then sandwich between two Glass-Mica

ceramic blocks purchased from McMaster-Carr. The ceramic blocks acted as flat surfaced to

maintain the shape of the reactor during high-temperature bonding. The size of the ceramic

blocks was slightly larger than the reactor dimension, and the surfaces of the ceramic blocks

were first roughened with sandpaper to prevent bonding with the glass surface in the furnace.

The glass reactor and ceramic assembly was then placed in the furnace, and a 1 kg steel block

was placed on top of the assembly to compress the reactor during bonding. The furnace was

heated from room temperature to 650 'C in 7 hrs, held at 650 'C for 5 hrs, and then slowly

cooled down to room temperature in 8 hrs.

Figure A.2 shows the cross-section view of a reactor with only one side etched with

channels, and Figure A.3 shows a reactor etch on both side. There is no visible line separating

the two glass pieces, showing that the high-temperature bonding procedure had melted the pieces

into a single block of glass.
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Figure A.2: Microscope picture of furnace bonded glass reactor etched on single side.

(Scale unit: 10 pm)

txn 0~

Figure A.3: Microscope picture of furnace bonded glass reactor etched on both sides. (Scale

unit: 10 pm)
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A.2 Designs of Initial Glass Microreactor Holders

Below are the drawings for the microreactor tubing packaging and the Teflon® fiber

optic holder. The finish pieces were made by the MIT Central Machine Shop.
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Figure A.4: Drawing of PEEK holder for initial microreactor setup. (Unit: inch)

Top View

Front View

Figure A.5: Drawing of Teflon holder for fiber optic probe. (Unit: mm)
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A.3 Mixing Quality

The mixing effect was simulated with COMSOL to ensure that the reactor design allows

for uniform mixing. The 2D channel design was imported as the simulation geometry. The inlets

were to various flow rates. The results are show for the slowest and the fastest flow rates

simulated. For the slowest flow rate, both inlets were set at 4.5 p1/min, the lowest flow rate used

in our chemistries. For the highest flow rate, both inlets were set at 750 pl/min, which is 3 times

faster than the flow rates used for our experiments. The concentration of one stream is set at

1000 mol/m 3, equivalent to the maximum concentration used in all our experiments, while the

other inlet stream was set at 0 mol/m3 . The diffusion coefficient was set at I x 10~9 m 2/s, the order

of magnitude for the diffusion coefficient of most liquids.

The faster the flow rate, the longer the mixing length is required for fully mixed

solutions. At 4.5 pl/min, the mixing length is about 8 turns in the serpentine channel, which

means it takes less than one row of the channel to reach full mixing (Figure A.6). At 750 pl/min,

a longer mixing length is required, and the streams are fully mixed at about the middle of the

second row of the serpentine channel (Figure A.7). The results show that although the mixing

zone is effective, having II rows of serpentine channel is redundant for the mixing purpose and

adds technical challenges during fabrication. The mixing zone was therefore eliminated for

reactor design later on.

Surface Concentration (mol/m 3)
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Figure A.6: Simulation of mixing length for microreactor with 4.5 ptl/min flow rate at each

inlet.
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Surface Concentration (mol/m 3 )

A 1041.2
94

92 1000

800
88

86 600

84
400

82

80 200

78
0

76 0' ^*
5 10 15 20 V -45.424

Figure A.7: Simulation of mixing length for microreactor with 750 Pl/min flow rate at each

inlet.

A.4 Experimental Procedure

The reaction solvents were all loaded into two 8 mL Harvard Apparatus stainless steel

syringes connected to the two microreactor inlets and pumped through the system using Harvard

Apparatus syringe pumps.

For each temperature, the microwave was turned on at the same time the pump was

started. While waiting for reaction to reach the desire temperature, the pump was set at the

lowest flow rate (the longest residence time) of the desired experimental conditions. Once the

temperature monitor showed that the temperature oscillation is within 5 'C of the set

temperature, the flow was purged for at least two times the rector volume, and then the first

sample was collected. If multiple collection of the same experimental condition were required for

repeatability test, the flow was purged for one minute, and the next sample was collected. After

all the samples for the first residence time were collected, the pump flow rate was adjusted to the

next lowest flow rate, and the samples were collected after purging at least two times the rector

volume. The same steps were repeated until samples of all the residence time points were

collected.

The microwave was then turned off until the unit reaches room temperature, and then

turned on again for another temperature setting. The same steps as above were repeated for the

sample collection of the new experiment temperature.
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A.4.1 Diels-Alder Reaction

For each experiment, two stock solutions were prepared: one with 0.5 M of isoprene

(purchased from Sigma-Aldrich) in DMF and a 0.5 equivalent of naphthalene as the internal

standard; the other with a 0.5 M of maleic anhydride in DMF. The solutions are loaded into two

different syringes and mixed in the reactor.

The concentration of isoprene were analyzed by adding 10 ptL of collection with 990 pL

DCM and run through an isocratic UPLC method using a 1:1 ratio of water with 0.1 % formic

acid and acetonitrile at the eluent for 15 minutes. The absorbance was recorded at 220 nm.

The kinetics used for the Diels-Alder reaction was taken from the reference "McMullen,

J. P.; Jensen, K. F., Rapid Determination of Reaction Kinetics with an Automated Microfluidic

System. Org. Process Res. Dev. 2011, 15 (2), 398-407." The reaction has a second order rate

expression, where the reaction order with respect to each reactant is one:

r1 = -kCC 2

r1 is the rate of isoprene consumption, C1 and C2 are respectively the concentrations of isoprene

and maleic anhydride, and k is the rate constant for which the pre-exponential value,
6 

_'- 1A = (2.1 1.3)x10 M s and the activation energy, Ea= 56.3 1.9 kJ/mol.

The repeatability of the experimental results were really poor and could not be used to

establish a valid function for the rate constant (Figure A.8).

-4
*

-4.5

y = -5743.3x + 10.879$
R2 =0.6305 *

-5.5

-6
0.00265 0.0027 0.00275 0.0028 0.00285

1FF (1/Kelvin)

Figure A.8: Arrhenius plot of in k versus 1/T for Diels-Alder reaction using initial

microreactor with microwave.
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The experiments were repeated in batch mode in the microwave to verify if the problem

lied in the microreactor or this particular reaction. In the batch experiments, the reactants and

internal standard were all prepared in one solution with the same initial concentration as before.

The reactions were run in a 10 mL CEM glass vial and the temperature was recorded with the IR

sensor of the microwave unit. The results display ill repeatability with a large deviation between

results of the same conditions (Table A. 1) and was also not able to provide a valid base for the

rate constant calculation (Figure A.9). The average variance for the batch reaction was 13.27 %.

This reaction was therefore not included in any future work to assess the microreactor.

Table A.1: Diels-Alder results in batch mode.

Conditions # of experiments Average (%) Standard Deviation (%)

80 'C, 1 min 2.00 32.40 8.81

70 *C, 3 min 4.00 34.90 22.70

80 'C, 3 min 7.00 35.60 16.80

80 *C, 5 min 7.00 42.80 13.30

90 C, 3 min 3.00 29.70 10.90

Figure A.9: Arrhenius
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-7

-8 0.00272 0.00282 0.00292
0.00272 0.00282 0.00292

1/T (1/Kelvin)

plot of in k versus 1/T for Diels-Alder reaction in batch experiments

with microwave.

A.4.2 Condensation Reaction

For each experiment, a 0.5 M or 1 M solution of o-phenyldiamine (purchased from

Sigma-Aldrich) was prepared with pure acetic acid, and a 0.5 equivalent of naphthalene was

added as the internal standard. The conversions and yields were calculated from the GC-FID
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chromatography. The GC oven was set to hold at 70 *C for a minute, increase to 300 *C with a

25 *C/min ramp and hold for a minute at the final temperature. The calibration curve for the

product was made with 2-methylbenzimidazole purchased from Sigma-Aldrich. The naphthalene

peak is at 3.03 minute, o-phenyldiamine at 3.25 minute, and 2-methylbenzimidazole at 4.90

minute.

The kinetics of the condensation reaction was previously reported in "Damm, M.;

Glasnov, T. N.; Kappe, C. 0., Translating High-Temperature Microwave Chemistry to Scalable

Continuous Flow Processes. Org. Process Res. Dev. 2009, 14 (1), 215-224." The reaction has a

first order rate expression with respect to the diamine:

r1 = -kC 1

r1 is the rate of diamine consumption, C1 is the concentrations of the diamine, and kis the rate

constant for which the paper reported the pre-exponential value, A = 3.1 x 10' s- and the

activation energy, Ea= 73.43 kJ/mol.

However, this result differs from the conversions we obtained from both the microwave-

heated and the cartridge-heated microreactor experiments. We therefore recalculated the

expression of the rate constant from the conversion values listed in the supporting information of

the paper. The results are different from the report, with A = 9.82x 10 s and E = 76.74 kJ/mol

(Figure A.10).

0.00
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Figure A.10: Arrhenius plot of In k versus 1/T for the condensation reaction using the

reported conversions in reference "Damm, M.; Glasnov, T. N.; Kappe, C. 0., Translating
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High-Temperature Microwave Chemistry to Scalable Continuous Flow Processes. Org.

Process Res. Dev. 2009, 14 (1), 215-224."

The rate constant parameters we obtained from the cartridge-heated reactor were

A = (9.83 8.65) x 10 s and Ea= 67.9 7.43 kJ/mol (Figure A. 11). A regression line was made

with the fixed activation energy from the calculation of the literature conversions,

Ea = 76.74 kJ/mol, and the resulting pre-exponential factor is A = 1.03 x 10 s (red line in Figure

A. 11). The last set of parameters was used for all future calculations to validate the reactors with

the condensation reactions.

-4

-4.5

- y = -8169.5x + 13.798
R2 =0.9882

-5.5 Fixed Ea
y = -9229.3x + 16.23

R2= 0.9715
-6

0.002100 0.002200 0.002300 0.002400
l/T (1/Kelvin)

Figure A.11: Arrhenius plot of In k versus l/T of the condensation reaction with the results

from the cartridge-heated microreactor. The results from the red calibration line were

used to determine the activation energy and pre-exponential factor.

A.4.3 Aromatic Substitution

When the reaction was run with 0.5 M of starting material, the salt formation clogged the

channels and broke the reactor. The concentration was therefore lowered to 0.1 M and 0.25 M.

For each experiment, two stock solutions were prepared: one with a 0.1 M or 0.25 M 2-

chloropyridine dissolved in NMP and a 0.5 equivalent added as the internal standard; and the

other with a 2.2 equivalent (0.22 M or 0.55 M) of piperidine in NMP. The solutions are loaded

into two different syringes and mixed in the reactor. The conversions and yields were calculated

from the GC-FID chromatography. The GC oven was set to hold at 70 'C for a minute, increase

to 300 'C with a 25 'C/min ramp and hold for a minute at the final temperature.
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APPENDIX B. CHAPTER 3 SUPPORTING INFORMATION

B.1 Nusselt Number Calculation Details and Matlab Code for Thermal

Conductivity Estimation Model

The Nusselt numbers in an equivalent rectangular enclosure, Nurectangular , are

calculated from the reference "Caton, I. In Natural convection in enclosures, Proceedings of the

6th International Heat Transfer Conference, Toronto, Canada., Washington : Hemisphere Pub.

Corp.: Toronto, Canada., 1978; pp 13-43." For a rectangular area between two vertical walls of

fixed temperature, the Nusselt number can be found as:

NUrec =0.22( Pr a 0.28 (H) -0.
2s

Nurc 0.2 0.2 + Pr L

H
when 2 < - < 10,Pr < 105 , and Ra < 1010

L

/ Pr 0.29
Nurec = 0.18 Pr Ra

\0.2 + Pr/

when 1 < < 2, 10-3 < Pr < 10 5, and 103< RaPr
L 0.2+Pr

where L is the length of the gap between the two walls, H is the height of the wall, Pr is the

Prandtl number, Ra is the Rayleigh number each defined as:

V
Pr = -

a

Ra = gfl(T1 - Tz)L3

va

where v is the kinetic viscosity of air, a is the thermal diffusivity of air, fl is the coefficient of

thermal expansion, T1 and T2 are the temperatures of the two wall.

The numbers we used for our calculations were:
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v = 1.59 x 10-s , a = 2.25 x 10-5 2

S S

H = 0.086 m, the height of the microwave cavity.

L = 0.02825 m, the average of cavity radius and the waveguide width.

Tlis set as the steady-state temperature of the reactor: in the parallel-to-port

situation, 363.15 K for the 300 W microwave irradiation, 343.15 K for 150 W

microwave irradiation, and 308.15 K for 10 W microwave irradiation.

T2 is set at room temperature, 298.15 K.

f = 1  using the ideal gas law, the coefficient of volume expansion is
(T,+T2)/2

approximated as the inverse of the average temperature between the two

walls.

The following Matlab code was written for the calculation:

function [Nu,Pr,Ra] =
NusseltNumberConvectionRectangleEnclosure(T1,T2,v,alpha,H,L)
cdc;
g = 9.8; % gravity [m/s^2]

Tair = (T1+T2)/2; % temperature of film, where air properties are evaluated

at
Pr = v/alpha; % Prandlt number
beta = 1/Tair; % coefficient of volume expansion, expression is for ideal gas

A = H/L; % aspect ratio of the enclosure

Ra = g*beta*(Tl-T2)*L^3/(alpha*v); % Rayleigh number

if ( A <= 10) && (A >= 2) && (Pr<=10A5) && (Ra<=

Nu = 0.22*(Pr/(0.2+Pr)*Ra)A0.28*(A)A(-1/4);
elseif (A <= 2) && (A >= 1) && (Pr<=l0^5)

((Ra*Pr/(0.2+Pr) )>=10A3)
Nu = 0.18*(Pr/(0.2+Pr)*Ra)AO.29;

else
Nu = 0;

end

end

^OA1O) && (Ra>=10A3)

&& (Pr>=10A-3) &&
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B.2 Additional Temperature Plots for Each Simulation Models

B.2.1 Initial Model without Air Convection
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Figure B.1: Temperature of cavity center plane viewed from the front side of the unit when

reactor is parallel to port at t=3000 seconds under 300 W irradiation for initial model

without air convection.
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Figure B.2: Temperature of cavity and waveguide center plane viewed from the right side

of the unit when reactor is parallel to port at t=3000 seconds under 300 W irradiation for

initial model without air convection.

153

'4



(C)
120

110

100

90

80

70

60

50

40

30

Figure B.3: Temperature of cavity center plane viewed from the front side of the unit when

reactor is perpendicular to port at t=3000 seconds under 300 W irradiation for initial

model without air convection.
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Figure B.4: Temperature of cavity and waveguide center plane viewed from the right side

of the unit when reactor is perpendicular to port at t=3000 seconds for under 300 W

irradiation initial model without air convection.
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B.2.2 Thermal Conductivity Estimation Model
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Figure B.5: Temperature of cavity center plane viewed from the front side of the unit when

reactor is parallel to port at t=3000 seconds under 300 W irradiation for k-estimation

model.
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Figure B.6: Temperature of cavity and waveguide center plane viewed from the right side

of the unit when reactor is parallel to port at t=3000 seconds under 300 W irradiation for

k-estimation model.
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Figure B.7: Temperature of cavity center plane viewed from the front side of the unit when

reactor is perpendicular to port at t=3000 seconds under 300 W irradiation for k-

estimation model.
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Figure B.8: Temperature of cavity and waveguide center plane viewed from the right side

of the unit when reactor is perpendicular to port at t=3000 seconds under 300 W

irradiation for k-estimation model.
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B.2.3 Single-Phase Flow Model
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Figure B.9: Temperature of cavity center plane viewed from the front side of the unit when

reactor is parallel to port at t=1000 seconds under 300 W irradiation for laminar flow

model.
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Figure B. 10: Temperature of cavity and waveguide center plane viewed from the right side

of the unit when reactor is parallel to port at t=1000 seconds under 300 W irradiation for

laminar flow model.
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Figure B. 11: Temperature of cavity center plane viewed from the front side of the unit

when reactor is perpendicular to port at t=1000 seconds under 300 W irradiation for

laminar flow model.
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Figure B.12: Temperature of cavity and waveguide center plane viewed from the right side

of the unit when reactor is perpendicular to port at t=1000 seconds under 300 W

irradiation for laminar flow model.
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APPENDIX C. CHAPTER 5 SUPPORTING INFORMATION

C.1 Condensation Reaction Experimental Procedure

In order to test the repeatability of the microwave microreactor setup, the reactions at

each of the two positions were repeated three times, each run on different days and run through

all 20 different sets of conditions (130 'C, 140 'C, 150 'C, 160 'C combined with 1 min, 2 min,

3 min, 5 min, 10 min residence times). For each of the three repeats, the o-phenyldiamine

concentration was 0.5 M, 0.5 M, and 1 M. The concentration was varied between each run to test

if the experiments fit the kinetics: the kinetics of this reaction is first order with respect to the o-

phenyldiamine, and the concentration should not change the reaction rate. The final results were

deemed repeatable since the conversion variations among the three experiment runs were all

within 5 %, the error range of GC analysis (Agilent Technologies 6890).

For each temperature, the microwave was turned on at the same time the pump was

started. While waiting for reaction to reach the desire temperature, the pump was set at the

lowest flow rate (the longest residence time) of the desired experimental conditions. Once the

temperature monitor showed that the temperature oscillation is within 3 'C of the set

temperature, the flow was purged for at least two times the rector volume, and then the first

sample was collected. Each temperature and residence time condition has a collection of three

samples during the same run with about a minute of purge in between each collection. We are

able to assume steady-state because the results of these three samples for each condition are

within 5 % of conversion, the error range of GC analysis.

For each experiment, a 0.5 M or 1 M solution of o-phenyldiamine (purchased from

Sigma-Aldrich) was prepared with pure acetic acid, and a 0.5 equivalent of naphthalene was

added as the internal standard. The conversions and yields were calculated from the GC-FID

chromatography. The GC oven was set to hold at 70 'C for a minute, increase to 300 'C with a

25 'C/min ramp and hold for a minute at the final temperature. The calibration curve for the

product was made with 2-methylbenzimidazole purchased from Sigma-Aldrich. The naphthalene

peak is at 3.03 minute, o-phenyldiamine at 3.25 minute, and 2-methylbenzimidazole at 4.90

minute.
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Figure C.1: GC-FID chromatography for condensation reaction with glycerol jacket at 140

0C, 10 min residence time.

C.2 Matlab Code for Reactor Mean Temperature Calculation

An example of the following Matlab calculation is the quadratic function:

T = -2.058 x 10- 4 r2 + 0.307r + 22.52

The mean temperature calculated by integrating the Arrhenius equation is 115 'C for all

residence time, and the volume average temperature of the reactor is 95 'C for all residence time.

This is an example of how the mean temperature is the same for all residence time as long as the

temperature function is the same, but the mean temperature calculated from the Arrhenius

equation is different than the volume average temperature.

The following Matlab code was written for the calculation:

%This fuction is used to calculate the average temperature from the

%microwave reactor with a temperature distribution

%The input n is the residence time in the unit of minutes

%Created on 2014/03/05 by Jen Lee

function CondensationTempaverage (n)

syms t; %define time

syms r; %define space/length of reactor
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r_length = 685.83;
t_res = n * 60;

R = 8.3145;
Ea = 7.67*10^4;
T k = 273.15;

%Length of reactor [=] mm

%Set residence time [=1 sec

%Gas rate constant [=] J/mol/K

%Activation eneragy [=] J/mol

%Conversion from degC to K [=] degC

%Define Temperature distribution in the reactor:

r = rlength/tres * t; %Define function r = r(t)

%T = 10*r/rlength + 130; %Define function T = T(r) as a linear

function

%T = 10*r^2/r length^2 + 10*r/r length + 130; %Define function T =

a quardratic function

%T = -2.058 *10^(-4)*r^2+0.307*r+22.52; %Define function T =

a quardratic function

T = -80/r length^2 * r^2 + 80/r length * r +130; %Concave equation wit

center being hottest

%T = exp(r/r length+4.8675);
%T = exp (t/tres+4.8675);

hold on;
ezplot(t, T, [0, tresl);

axis([0 600 130 150]);
figure;
ezplot(r, T, [0, r length]);

axis([0 685.83 130 150]);

axis square;

T(r) as

T (r) as

h

6Start integration calcuation:

T integral = int(exp(-Ea/R/(T+T k)),t,0,tres); %Integrate with respect to

residence time from 0[s] to tres[s]

T ave = (-Ea/R)*(l/log(T-integral/t res))-T k; %Calculate Average

Temperature of reactor

T ave = double(T_ave); %Transform output as a

numerical number
T int = double(T integral);
%Integration of T only, without rate constant fuction:

T integral 2 = int(T,t,0,tres); %Integrate with respect to residence time

from 0[s] to tres[s]

T_ave 2 = T integral_2/tres; %Calculate Average Temperature of reactor

T ave 2 = double(Tave 2); %Transform output as a numerical number

Tint_2 = double(T integral 2);

%Output result:
%disp(T int);
disp('T ave=');
disp(T_ave);
disp('Tave_2=');
disp(Tave_2);

end
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C.3 Fischer Indole Synthesis GC Chromatography, Mass Spectrum, and

NMR

The gas chromatography flame ionization detector and mass spectrometry (GC-FID and

GC/MS) was performed on an Agilent 6890 GC. Analytical thin-layer chromatography was

performed on a silica gel 60 F-254 plates from EMD and visualized with UV light. 'H NMR

spectra were recorded at 300.11 MHz with the chemical shifts referenced to TMS via residue

solvent signals. CDCl 3 was used as the solvent for all NMR samples, with the solvent peak at

7.26. For the crude product NMR spectra calculation for conversion and yield, 1,3,4-

trimethoxybenzene was used as the internal standard.

For each of the GC and GC/MS samples, 100 pl of collected solution (~0.025 mmol

scale) was added to 0.1 ml of DCM for analysis. For the NMR sample, 100 pl of collected

solution was extracted with DCM and NaHCO 3; the DCM phase was evaporated, and the final

residue was dissolved in deuterated chloroform.

The CDCl 3 and 1,3,4-trimethoxybenzene NMR spectra are included as references:

20140602_CDCI3_testsample2.esp CI

D-C-CI

Ci chloroform-d
0.75-

E 0.50

N

Z 0.25-

0IC
12.50 10.660.03 1.75 25.05

i U I I U
7 6 5 4 3 2 1 0

Chemical Shift (ppm)

Figure C.2: NMR spectrum of solvent deuterated chloroform.
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Figure C.3: NMR spectrum of internal standard 1,3,5-trimethoxybenzene.
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C.3.1 Product ci: 1,2,3,4-tetrahydro-1H-carbazole

The conversions and yields of the initial screening were calculated from GC

chromatography. A product calibration curve with respect to 1,3,5-trimethoxybenzene used for

the yield calculation was made with 1,2,3,4-tetrahydrocarbazole purchases from Sigma-Aldrich.

The reaction product was also identified with GC/MS, and the conversion and yield were also

verified by NMR.

GC-FID:
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Figure C.4:
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GC-FID chromatography for Fischer indolization of ci

residence time.

9 10

at 180 *C, 3 min

1: starting material, cyclohexanone 4
2: starting material, phenyihydrazine
3: internal standard, trimethoxybenzene
4: product 1,2,3,4-tetrahydrocarbazole

3-> N-phenylacetohydrazide,
side reaction of hydrazine
and acetic acid
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N N

2
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GC/MS:
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Figure C.5: GC mass spectrum for ci.

NMR of crude product:
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Figure C.6: NMR spectrum for crude collection of ci at 180 IC, 3 min residence time.
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NMR for isolated product:

The final isolated product was run with starting reagent solutions without internal

standards added. 6 ml of solution was collected (1.5 mmol of expected product at full

conversion). The sample was extracted with DCM and NaHCO 3, and the DCM phase was

evaporated. The residue was purified by running through a silica gel column chromatography

with a 4:1 ratio of hexane and ethyl acetate mixture as the eluent.

The peaks at 0.6, 1.25 are silicone oil and grease, and the peaks 1.56, and 7.26 are solvent

peaks. All four peaks are seen in the solvent deuterated chloroform (Figure C.7).

2014060 _P11_2.esp
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0.75

Solvent peaks
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0. Greasez 0.25
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0.26 1.00 1.72 2.15 4.73 4.85 1.17 0.15 0.57
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Figure C.7: NMR spectrum for purified ci at 180 *C, 3 min residence time.
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C.3.2 Product c2: 3-(tert-butyl)-2,3,4,9-tetrahydro-1H-carbazole

The conversions of the initial screening were calculated from GC chromatography. Since

the pure product was not commercially available, the yields were only analyzed by NMR. The

reaction product was identified with GC/MS.
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GC/MS:
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Figure C.9: GC mass spectrum for c2.

NMR of crude product:
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Figure C.10: NMR spectrum for crude collection of c2 at 170 'C, 10 min residence time.
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NMR for isolated product:

The final isolated product was run with starting reagent solutions without internal

standards added. 400 pl of solution was collected (0.1 mmol of expected product at full

conversion). The sample was extracted with DCM and NaHCO 3, and the DCM phase was

evaporated. The residue was purified by running through a silica gel column chromatography

with a 10:1 ratio of hexane and ethyl acetate mixture as the eluent.
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Figure C.11: NMR spectrum for purified c2 at 170 1C, 3 min residence time.
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C.3.3 Product c3: 6,11-dihydro-5H-benzo[a]carbazole

The conversions of the initial screening were calculated from GC chromatography. Since

the pure product was not commercially available, the yields were only analyzed by NMR. The

reaction product was identified with GC/MS.
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Figure C.13: GC mass spectrum for c3.

NMR of crude product:
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Figure C.14: NMR spectrum for crude collection of c3 at 180 'C, 20 min residence time.
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NMR for isolated product:

The final isolated product was run with starting reagent solutions without internal

standards added. 400 tl of solution was collected (0.1 mmol of expected product at full

conversion). The sample was extracted with DCM and NaHCO 3, and the DCM phase was

evaporated. The residue was purified by running through a silica gel column chromatography

with a 10:1 ratio of hexane and ethyl acetate mixture as the eluent. Since the starting material, a-

tetralone, had the same Rf value as the product, the column collection was washed with hexane

to remove the remaining c-tetralone.
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Figure C.15: NMR spectrum for purified c3 at 180 IC, 30 min residence time.
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C.3.4 Product c4: 8-chloro-2,3,4,9-tetrahydro-1H-carbazole

The conversions of the initial screening were calculated from GC chromatography. Since

the pure product was not commercially available, the yields were only analyzed by NMR. The

reaction product was identified with GC/MS.
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5: product 8-chloro-2,3,4,9-tetrahydrocarbazole
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Figure C.16: GC-FID chromatography for Fischer indolization of c4 at 180 *C, 30 min

residence time.
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Figure C.17: GC mass spectrum for c4.

NMR of crude product:
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Figure C.18: NMR spectrum for crude collection of c4 at 180 'C, 20 min residence time.
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NMR for isolated product:

The final isolated product was run with starting reagent solutions without internal

standards added. 400 pl of solution was collected (0.1 mmol of expected product at full

conversion). The sample was extracted with DCM and NaHCO 3, and the DCM phase was

evaporated. The residue was purified by running a preparative TLC with a 20:1 ratio of hexane

and ethyl acetate mixture as the eluent.
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Figure C.19: NMR spectrum for purified c4 at 180 *C, 20 min residence time.
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C.3.5 Product c5: 6-methoxy-2,3,4,9-tetrahydro- 1H-carbazole

The conversions of the initial screening were calculated from GC chromatography. Since

the pure product was not commercially available, the yields were only analyzed by NMR. The

reaction product was identified with GC/MS. For each of the GC and GC/MS samples, 100 PI of

collected solution (-0.025 mmol scale) was added to 0.1 ml of DCM for analysis. For the NMR

sample, 100 tl of collected solution was extracted with DCM and NaHCO 3; the DCM phase was

evaporated, and the final residue was dissolved in CDC 3.
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Figure C.21: GC mass spectrum for c5.

NMR of crude product:
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Figure C.22: NMR spectrum for crude collection of c5 at 180 IC, 3 min residence time.
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NMR for isolated product:

The final isolated product was run with starting reagent solutions without internal

standards added. 400 pl of solution was collected (0.1 mmol of expected product at full

conversion). The sample was extracted with DCM and NaHCO 3, and the DCM phase was

evaporated. The residue was purified by running through a silica gel column chromatography

with a 10:1 ratio of hexane and ethyl acetate mixture as the eluent.
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Figure C.23: NMR spectrum for purified c5 at 180 'C, 3 min residence time.
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