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Abstract

This thesis comprises three essays in empirical financial economics.

In chapter one, we test a theory based on gradual information diffusion to explain
medium-term momentum in stock returns and establish three key results. First, once
one moves past the very smallest stocks the profitability of momentum strategies
declines sharply with firm size. Second, holding size fixed, momentum strategies
work particularly well among stocks which have low analyst coverage. Finally, the
effect of analyst coverage is much more pronounced for stocks that are past losers
than for stocks that are past winners.

A central assumption in market microstructure theory is that informed investors
attempt to disguise their trades, taking account of the effect of their trades on prices.
In chapter two, we examine transactions data for a sample of NYSE tender-offer tar-
get firms during the pre-announcement period to test this assumption empiricaily. We
find that the decrease in the adverse selection component of spreads accompanyirg in-
creased share volume is asymmetric: the declines are smaller for large buyer-initiated
trades. Furthermore, buyer-initiated trades are more frequent in small and medium
trade sizes, and tend to occur in sequences. Overall, small and medium-sized trades
and trade sequences contribute more to overall stock price changes.

In chapter three, we investigate why analysts’ forecasts of corporate earnings are
optimistically biased. Using a large sample of individual analysts’ estimates, we find
that the positive bias is robust across time and industries. This bias remains af-
ter adjusting for specific factors such as large discretionary accounting charges, stale
forecasts, investment banking relationships and newly-initiated forecasts. Empiri-
cally, most of the positive forecast bias is associated with earnings estimates of small
and volatile companies, or companiez who recently experienced negative earnings sur-
prises or stock price returns. Smaller brokerage firms tend to issue more optimistically
biased forecasts. These results are consistent with the hypcthesis that analysts ratio-
nally report biased forecasts to improve management access and forecast precision.

Thesis Supervisor: Andrew V/. Lo
Title: Harris and Harris Group Professor



Chapter 1

Introduction

Several recent papers have documented that, at medium-term horizons ranging from three
to twelve moaths, stock returns exhibit momentum-~i.e., past winners continue to perform well,
and past losers continue to perform poorly. For example, Jegadeesh and Titman (1993), using a
U.S. sample of NYSE/AMEX stocks over the period 1965-1989, find that a strategy that buys
past six-month winners (stocks in the top performance decile) and shorts past six-month losers
(stocks in the bottom performance decile) earns approximately one percent per month over the
subsequent six months. Not only is this an economically interesting magnitude, but the result
also appears to be robust: Rouwenhorst (1997a) obtains very similar numbers in a sample of 12
European countries over the period 1980-1995."

While the existence of a momentum effect in stock returns does not seem to be too

controversial, it is much less clear what might be driving it. Some have suggested a risk-based

'Rouwenhorst (1997b) finds that momentum strategies also earn significant profits on average
in a sample of 20 emerging markets. See also Haugen and Baker (1996) for confirmatory
evidence from the U.S. and several European countries.



interpretation of momentum.”> This is certainly a logical possibility, although there is little
evidence that cuts clearly in favor of a risk story. In this vein, Fama and French (1996) note that
momentum effects are not subsumed by their three-factor model.

Turning to "behavioral" (i.e., mon-risk-based) explanations, there are a number of
theories that can give rise to positive medium-term return autocorrelations. In some of these,
prices initially overreact to news about fundamentals, then continue to overreact further for a
period of time. The positive-feedback-trader model of DeLong et al (1990) fits in this camp, as
does the overconfidence model of Daniel, Hirshleifer and Subrahmanyam (1997). In other
models, momentum is a symptom of underreaction—prices adjust too slowly to news.

The set of underreaction theories can be further subdivided according the exact
mechanism that is at work. In Barberis, Shieifer and Vishny (1997), there is a representative
investor who suffers from a conservatism bias (Edwards 1968), and who does not update his
beliefs sufficiently when he observes mew public information. In Hong and Stein (1997) the
emphasis is instead on heterogeneities across investors, who observe different pieces of private
information at different points in time. Hong and Stein make two key assumptions: 1) firm-
specific information diffuses gradually across the investing public; and 2) investors are unable to
perform the rational-expectations-equilibrium (REE) trick of extracting this information from

prices.” Taken together, these two assumptions are sufficient to generate underreaction and

’Conrad and Kaul (1997) argue that momenturn effects simply reflect cross-sectional
differences in long-run mean returns. If this is true, it could fit with a risk-based story.

*In other words, the focus is on a Walrasian equilibrium with private valuations, not a fully or
partially revealing REE as in Grossman (1976) or Grossman and Stiglitz (1980).



positive return autocorrelations.

Qur goal in this paper is to test the Hong-Stein version of the underreaction hypothesis.
In other words, we look for evidence that momentumn reflects the gradual diffusion of firm-
specific information.® To do so, we begin by sorting stocks into different classes, for which
information is a priori more or less likely to spread gradually. The central prediction is then that
stocks with slower information diffusion should exhibit more pronounced momentum.’

One natural sorting variable--which forms the basis for our first set of tests—is firm size.
It seems plausible that information about small firms gets out more slowly; this would happen if,
e.g., investors face fixed costs of information acquisition, and hence choose in the aggregate to
devote more effort to learning about those stocks in which they can take large positions.

Unfortunately, even if firm size is in fact a useful measure of the rate of information
diffusion, it is likely to capture other things as well, potentially éonfounding our inferences. For
example, it is probably also the case that market-making or arbitrage capacity is less in small-cap

stocks.® On the one hand, if there are supply shocks, this could lead to a greater tendency

“A recent paper that can be thought of in a similar spirit is Chan, Jegadeesh and Lakonishok
(1996). They show that momentum strategies are profitable even after controlling for post-
earnings-announcement drift (Bernard and Thomas 1989, 1990, Bernard 1992). This suggests
that momentum at least in part reflects the adjustment of stock prices to the sort of information
that (unlike earnings news) is not made publicly available to all investors simultaneously.

To obtain this prediction, we are assuming that smart-money arbitrage does not completely
eliminate differences in momentum across stocks. This property holds in a wide range of
settings. For example, if there is a pool of arbitrageurs that operate across all stocks, it suffices
to assume that they are risk-averse and hence prefer to hold diversified portfolios.

SSee, e.g., Merton (1987) and Grossman and Miller (1988) for theories in which investor
participation or market-making capacity can vary across stocks.



towards reversals (i.e., negatively correlated returns) in small stocks, which would obscure the
gradual-information-flow effect we are interested in. On the other hand, one might argue that
whatever behavioral phenomenon is driving positive serial correlation in returns, less arbitrage
means that it will have a bigger impact in small stocks, leading us to overstate the importance of
graduai information flow as the specific mechanism at work. The bottom line is that while it is
certainly interesting to see how momentum profits vary with firm size, this probably does not by
itself constitute a clean test of our central hypothesis.
As an alternative proxy for the rate of information flow, we consider analyst coverage.

The idea here is that stocks with lower analyst coverage should, all else equal, be ones where
firm-specific information moves more slowly across the investing public. Thus our second set of
tests boils down to checking whether momentum strategies work better in low-analyst-coverage
stocks. The one important caveat is that analyst coverage is very strongly correlated with firm
size (Bhushan 1989). So in this second set of tests, we control for the influence of size on analyst

coverage, by sorting stocks into groups according to their residual analyst coverage, where the

residual comes from a regression of coverage on firm size.’
To preview, we obtain the predicted results for both firm size and residual analyst

coverage. First, with respect to size, once one moves past the very smallest-capitalization stocks

’Our use of residual analyst coverage as a forecaster of stock returns links us to work by
Brennan, Jegadeesh and Swaminathan (1993). They are interested in understanding a higher-
frequency phenomenon--the fact that at daily and weekly horizons, small stocks seem to lag large
stocks (Lo and MacKinlay 1990). They show that holding fixed size, low-coverage stocks also
tend to lag high-coverage stocks, which they interpret as evidence that analysts are important in
helping stocks adjust to common information. Note that this is quite different than our story,
which focuses on the role of analysts in propagating firm-specific information.



(where thin market-making capacity does indeed appear to be an issue) the profitability of
momentum strategies declines sharply with market capitalization. Second, holding size fixed,
momentum strategies work particularly well among stocks which have low analyst coverage.

In addition to these two basic findings, we also uncover a third interesting regularity.
There is a strong asymmetry, in that the effect of analyst coverage is much more pronounced for
stocks that are past losers than for stocks that are past winners. In other words, low-coverage
stocks seem to react more sluggishly to bad news than to good news. This makes intuitive sense
in the context of a theory based on the flow of firm-specific information. Think of a firm which
has no analyst coverage, but which is sitting on good news. To the extent that its managers
prefer higher to lower stock prices, they will push the news out the door themselves, via
increased disclosures, etc. On the other hand, if the same firm is sitting on bad news, its
managers will have much less incentive to bring investors up to date quickly. Thus the marginal
contribution of outside analysts in getting the news out is likely to be greater when the news is
bad. Our evidence fits very well with this informal story.®

The remainder of the paper is organized as follows. In Section 2 we describe our data,
and analyze in detail the cross-sectional determinants of analyst coverage. Section 3 contains our
main results on momentum strategies sorted by firm size and residual coverage. In Section 4 we
present complementary results based on an alternative, much more parametrically structured

regression approach. Section 5 concludes.

SShort-sales constraints may also be part of the explanation for why bad news gets
incorporated slowly into prices, though they alone would not seem to explain why this effect is
more pronounced when there are fewer analysts.



2. Cross-Sectional Determinants of Analyst Coverage

Our data come from two primary sources. The stock return data is from the CRSP
Monthly Stocks Combined File, which includes NYSE, AMEX, and NASDAQ stocks.
Throughout, we exclude ADRs, REITS, closcd-end funds, and primes and scores.” The data on
analyst coverage is from the I/B/E/S Historical Summary File, and is available on a monthly
basis beginning in 1976. For each stock on CRSP, we set the coverage in any given month equal
to the number of I/B/E/S analysts who provide Fiscal Year 1 earnings estimates that month. If
no I/B/E/S value is available (i.e., the CRSP cusip is not matched in the I/B/E/S database), we
set the coverage equal to zero.

Table 1 provides an overview of the extent of analyst coverage on a year-by-year basis,
for both our entire sample (Panel A), as well as for five size-based subsamples. (Panels B-F).
The first striking thing that emerges from Panel A is how many firms show up as having zero
analysts. This is especially true in the first few years of the sample period, 1976-1978. For
example, in 1976, 77.3% of all firms appear as having zero analysts. There is a marked
deepening of coverage around 1979, with the fraction of uncovered firms dropping to 57%.
After that, things change much more smoothly, with the fraction of uncovered firms declining
gradually to 36.9% in 1996.

While the numbers no doubt largely reflect the reality that many firms are simply not

covered by analysts, we worry that they may also be somewhat contaminated by measurement

*Specifically, we exclude stocks that do not have a CRSP share type code of 10 or 11.



error. It is possible that the I/B/E/S data set is missing information on some firms' analysts.
Alternatively, it is possible that 'B/E/S has the data, but has assigned a different cusip number to
a firm than CRSP. In this case, we would mistakenly code the CRSP firm as having no analysts.
In principle, such measurement error should make our tests err on the side of conservatism-~it
will be harder to discern significant differences across stocks that we classify as low-coverage vs.
high-coverage.'® Because of this concern, and because the number of zeros is so much higher in
the first few years, all the tests that we present below use a sample period that runs from 1980-
1996." However, it should be noted that none of our results are materially altered if we instead
begin in 1976.

A second key fact that comes out of Table 1 is that for the smallest firms, there is simply

no variation in coverage. In particular, Panel B focuses on those firms that are smaller than the

20th percentile NYSE/AMEX firm. As can be seen, almost all of these firms have zero analysts-
-for example, 82% are uncovered in 1988, which is roughly the midpoint of the sample period
we will be using. Consequently, we simply cannot use this part of the population to test any
hypotheses having to do with analyst coverage. Hence all our coverage-related tests begin with a

subsample that excludes those firms that are below the 20th percentile NYSE/AMEX breakpoint

"“The only way we could go wrong would be if the propensity to mismeasure analyst coverage
was somehow related to a stock's intrinsic autocorrelation characteristics, holding fixed its size.
It is hard to imagine how this could happen.

"For reasons that we explain below, we will typically measure analyst coverage six months
before we actually begin to implement our momentum strategies. Since our sample period for
measuring returns begins in 1980, we will be using analyst data as far back as 1979.



in any given month.'? Note that there is much more variation in analyst coverage in the next size
class, which runs from the 20th to the 40th percentile of NYSE/AMEX—in 1588, only 41.7% of
the firms in this class are uncovered, and a substantial fraction have as many as three or four
analysts.

In Table 2, we examine the cross-sectional determinants of analyst coverage. When we
actually implement our trading strategies in the next section, we run a separate regression every
month to create our measure of residual coverage. Because the regressions look so similar month
to month, we only present one set in Table 2 for illustrative purposes, corresponding to
December of 1988, which is around the midpoint of our sample period. Again, note that in each
case, the regression is only run on those stocks which are larger than the 20th percentile
NYSE/AMEX breakpoint in the given month.

The first point to note is that unlike some previous researchers who have run similar
regressions (e.g., Bhushan 1989 and Brennan and Hughes 1991) we use as our left-hand side
variable log(1+ANALYSTS), rather than the raw number of analysts. We do this because it is
crucial for our tests in Section 3 that the residuals from our regressions bear no relationship to
firm size. Were we to use the raw number of analysts as the dependent variable instead, there

would be a strong tendency for smaller firms to have lower absolute values of the residual."

The cutoff point is around $30 million in market cap as of the midpoint of the sample period,
and rises to almost $60 million by 1996.

BTo see this, suppose that a small firm is only ever likely to have zero, one or two analysts.
Thus it is kard to get a residual bigger than two if the regression is run with the raw number of
analysts. In contrast, a large firm may have anywhere from, say, 10 to 20 analysts, so the scope
for large residuals is much greater.
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Even with the log(1+ANALYSTS) specification, of course, we will have to check carefully that
our regressions produce residuals with the desired properties, as the underlying relationship may
not be a perfecly linear ome. |

In Model 1, we use OLS, and the only two right-hand side variables are log(SIZE), where

¥ The size variable is

SIZE is current market capitalization, and a NASDAQ dummy variable.
clearly enormously important, generating an R’ of .61. In Model 2, we add 15 industry dummies
to the regression.' This has a small effect, raising the R’ to .63.

In Models 3 and 4, we try adding the firm's book-to-market ratio. We do this because
book-to-market is well known to forecast returns (Fama and French 1992, Lakonishok, Shleifer
and Vishny 1994} and we want to make sure that any return-predicting power we get out of
analyst coverage is not simply capturing a book-to-market effect. As it turns out, the coefficient
on book-to-market is positive and significant, but it adds nothing at all to the R>. Thus it is

unlikely that any of the results we report below are driven by anything to do with book-to-

market.'S In Models 5 and 6, we undertake a similar experiment with beta.”” The coefficient on

“The NASDAQ dummy is the only variabie whose behavior changes much over the sample
period. In earlier years, it is strongly negative, which is why we include it in our baseline
model. However, by the late 1980's, it is typically positive, though not always significantly so.

'>The dummies correspond to the following grouping of two-digit SIC codes: 1) SIC 01-09; 2)
SIC 10-14; 3) SIC 15-19; 4) SIC 20-21; 5) SIC 22-23; 6) SIC 24-27; 7) SIC 28-32; 8) SIC 33-34,
9) SIC 35-39; 10) SIC 40-48; 11) SIC 49; 12) SIC 50-52; 13) SIC 53-59; 14) SIC 60-69; and 15)
SIC 70-79.

'*Even if high-coverage stocks do have higher mean returns because they have a higher
loading on book-to-market, this cannot explain our central result, namely that high-coverage
stocks exhibit less rnomentum.

"Throughout, we calculate beta with the Scholes-Williams (1977) method, using daily returns
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beta is positive and strongly significant, and in this case, the R” is raised a bit, going from .61 to
.63 when we do not use industry dummies.

In Model 7, we add to the iﬁdustry-dummy specification of Model 2 a number of
variabies that are considered in Brennan and Hughes (1991): 1/P, where P is the price of a share;
the variance of daily returns; and five years' worth of annual lagged returns. Although many of
the coefficients are individually significant, the overall impression is that these extra variables are
not very important in explaining the variation in coverage—jointly they raise the R? from .63 to
65."

Finally, in Model 8, we take the baseline specification of Model 1 and add a turnover
measure, defined as the number of shares traded over the prior six months divided by total shares
outstanding. (Because turnover numbers may not have the same interpretation in a dealer
market, we allow the coefficient on turnover to be different for NASDAQ firms.) Turnover is
significantly positively correlated with coverage on all exchanges, and it raises the R’ somewhat,
from .61 to .64. However, with this regression, one needs to be especially careful in attaching

any causal interpretation. On the one hand, it is possible that turnover causes coverage: analysts

and the value-weighted CRSP index in the prior calendar year. We require that 50% of single-
day trade-only returns (computed using closing prices, not bid/ask averages) be available. This is
the same approach used by CRSP in its NYSE/AMEX Excess Returns File.

I’Interestingly, our results call into question the conclusions of Brennan and Hughes (1991),
who obtain significant positive coefficients on 1/P. In our regressions, we tend to get the
opposite sign. We conjecture that this arises because we are using log(1 +ANALYSTS) on the
left-hand side, rather than the raw number of analysts. Because 1/P is correlated with firm size,
and because firm size is of such dominant importance, any differences in how one models the
analyst-size relationship is likely to have a strong influence on the 1/P coefficient.

12



may be more inclined to follow naturally high-turnover stocks if this makes it easier to generate
brokerage commissions for their employers. On the other hand, Brennan and Subrahmanyam
(1995) find evidence that some causality runs in the other direction: more analysts reduce the
adverse-selection costs of trading, and thereby attract a greater volume of trade."” As we argue in
Section 3.D below, depending on which story cne believes, it may or may not make sense to
control for turnover in generating our measure of residual analyst coverage.

Overall, the results in Table 2 make it clear that while a number of other variables are
significantly related to analyst coverage, firm size is far and away the dominant factor. Thus in
addition to worrying about the influence of these other variables, it is also iméortam to think
about potential non-linearities in the relationship between log(1 + ANALYSTS) and log(SIZE). In
this spirit, we proceed as follows. We stari in Section 3.B by using the simple size-based
regression in Model 1 a3 our baseline method of generating residual analyst coverage. Next, in
Section 3.C, we rerun all of our tests separately for each of the size classes (except the very
smallest) in Table 1. In this case, we will each month be running a separate cross-sectional
analyst regression for: firms in the 20th-40th NYSE/AMEX percentiles; firms _in the 40th-60th
percentiles, etc. Among other things, this approach allows the relationship between
log(1+ANALYSTS) and log(SIZE) to take on a piecewise linear form, hopefully correcting any
deficiencies that arise from imposing an overly simple lirear structure on the entire sample.

In addition, in Section 3.D, we also do sensitivities that take into account the potential for

analyst coverage to be correlated with some of the other more significant-looking variables

®See also Hayes (1996).
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considered in Table 2. Fof example, we use alternative definitions of residual coverage based on
both Model 2, which adds the industry dummies, and Model 8, which adds turnover. And we
redo all our tests in terms of beta-adjusted returns, just in case the pronounced relationship

between beta and analyst coverage might somehow be affecting the results.

3. Momentum Strategies, Cut Different Ways

3.A Cuts on Raw Size

We begin our analysis of momentum strategies in Table 3. In this table, unlike in any of
those that come later, we look at the entire universe of stocks, without dropping those below the
20th NYSE/AMEX percentile. In so doing, we follow the methodology of Jegadeesh and Titman
(1993) closely in many respects. In particular, we focus on their preferred six-month/six-month
strategy, we couch everything in terms of raw returns, and we equal-weight these returns. But
there are also three noteworthy differences. First, our sample period of 1980-1996 is more
recent. Second, we do not exclude NASDAQ stocks. And third, our measure of momentum
differs from theirs. They sort stocks into ten deciles according to past performance, and then
measure the return differential of the most extreme deciles—which they denote by P10-P1. In
contrast, we place less emphasis on the tails of the performance distribution. We sort our sample
into only three parts based on past performance: P1, which includes the worst-performing 30%;
P2 which includes the middle 40%; and P3, which includes the best-performing 30%. Our basic

measure of momentum is then P3-P1.%

2This is similar to the measure used by Moskowitz (1997) and Rouwenhorst (1997b).
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We use this alternative, broader-based measure of momentumn in order to generate better
signal-to-noise properties for our key tests. Unlike Jegadeesh and Titman (1993), we are not so
much interested in establishing the existence of momentum per se, but in comparing momentum
effects across subsamples of stocks. In some cases, we will be looking at as many as 12
subsamples, when we sort by size and residual analyst coverage simultaneously. (See Table 5
below.) If we also were to use ten performance deciles, we would end up chopping the universe
of stocks into 120 portfolios, and we would reach a point where some of the individual portfolios
are quite undiversified, thereby creating larger standard errors in our test statistics.” The
first column in Table 3 confirms that there is significant momentum in the full sample: the
baseline strategy that buys top-30% (P3) winners and shorts bottom-30% (P1) losers generates
0.53% per month (t-stat = 2.61).2 The next columns break the momentum effect down by size
(measured six months before the start of the ranking period). We use an independent sort to

generate ten subsamples, with the breakpoints determined by NYSE/AMEX deciles. Figure 1

2n fact, we have redone all our key tests, using the Jegadeesh-Titman P10-P1 momentum
measure in place of our P3-P1 measure. As might be expected, the point estimates of interest
—i.e., the differences in momentum between 1,w- and high-coverage firms--are typically larger in
absolute value. However, the standard errors are also larger, so in many cases the t-statistics
turn out to be smaller. This confirms the notion that our P3-P1 measure has better signal-to-
noise properties for the particular type of tests we focus on.

2This is lower than the Jegadeesh-Titman figure of 0.95% per month. The difference arises
for two distinct reasons noted above. First, our strategy invests in stocks with less extreme past
performance. And second, it turns out that including the smaller NASDAQ firms substantially
damps the results, since as can be seen from Table 3, the momentum measure is actually negative
for the very smallest firms. The different sample period is not responsible for the difference in
results--when we use an NYSE/AMEX sample and a P10-P1 momentum measure over our
sample period, we obtain numbers almost identical to Jegadeesh and Titman.
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illustrates the results, plotting the relationship between size and the magnitude of the momentum
effect. As can be seen, there is a pronounced, inverted U-shape. In the very smallest stocks
(which are tiny, with a mean market capitalization of $7 million) momentum is actually negative.
By the second size decile, momentum profits are significantly positive, and they reach a peak in
the third size decile, where market capitalization averages about $45 million and where the
profits are a striking 1.43% per month (t-stat = 6.66), which is almost three times the value for
the sampie as a whole. After the third size decile, momentum profits decline monotonically, to
tae point where they are essentially zero in the largest stocks.”

The non-monotonic effect of raw size can be easily understood in the context of the
informal theory sketched in the Introduction: smaller firms may have slower information
diffusion, which would lead to greater momentum, but they probably also have more limited
investor participation (i.e., thinner market-making capacity) which can lead to more pronounced
supply-shock-induced reversals.” Under this interpretation, the sharp decline in momentum
profits that occurs between the third and the tenth size classes is testament to the economic
importance of gradual information diffusion in mid-cap stocks.

Another interesting pattern that emerges in Table 3 is that the bulk of the momentum

BJegadeesh and Titman also find that momentum profits follow a hump shape with respect to
size. (See their Table III, p. 78). But their results are less dramatic, with only small differences
across subsamples. This is because they only use three size classes, and exclude NASDAQ
firms; much of the interesting variation in size is either blurred or omitted.

% Alternatively, it may be that many of the tiniest stocks trade at very low dollar prices, so we
are picking up some discreteness-induced negative correlation. Since we do not pay any further
attention to this class of stocks in what follows, we do not pursue this possibility.
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effect seems to come &ohl losers, as opposed to winners. Consider for example, the column
corresponding to the third size class, where as we noted above, the P3-P1 winners-minus-losers
measure is 1.43% per month. Of that, 1.05%, or about three-quarters of the total, comes from
the difference between average performers and losers, i.e., from P2-P1. As can be seen from the
table, this general tendency holds--with remarkable consistency—in every one of the size classes
(i.e., deciles two through eight) where there are positive momentum profits to begin with. It
suggests that to the extent that stock prices do underreact, they are more prone to underreact to

bad news than to good news. We will return to this theme in greater detail below.

3.B Cuts on Residual Analyst Coverage

Next we furn to the cuts based on residual analyst coverage. Here, and in everything else
that follows, we exclude all stocks that are below the 20th percentile NYSE/AMEX breakpoiunt.
Again, this is because the vast majority of these small stocks simply never have any analysts, so
there is no variation to work with. Within this truncated universe, we create three subsamples
based on residual analyst coverage, with the residuals coming from month-by-month cross-
sectional regressions of log(1+ANALYSTS) on log(SIZE) and a NASDAQ dummy, just as in
Model 1 of Table 2.

In implementing this technique, we choose to measure residual coverage six_months

before we start our preformation ranking period.” We use slightly "stale" data on analyst

%Concretely, our first month's worth of observations has the following timing: 1) we measure
residual coverage based on a regression using data as of January 1979; 2) in an independent sort,
we rank stocks on their performance in the six months from June 30, 1979 to December 31, 1979

17



coverage in order to address a possible endogeneity concern. McNichols and O'Brien (1996)
find that analysts are more likely to begin covering firms when they are optimistic about their
near-term prospects. When one combines this finding with Womack's (1996) evidence that there
is stock price drift for up to six months in response to analyst recommendations, it raises the
possibility that recent innovations in analyst coverage may be informative about future returns.
Although we have no reason to expect that this form of endogeneity would bias any of our key
tests one way or another, we adopt the stale data approach as a simple precaution. Intuitively,
any patterns that we now find will be driven by the permanent component of coverage, and not
by recent (and possibly return-predicting) innovations in coverage.’

Table 4 presents the results of this approach. Before getting to the returns for the three
subsamples, it is important to check that they have the desired characteristics with respect to size
and coverage. Ideally, the subsamples will contain stocks of the same size, yet will display 2
healthy spread in coverage. As can be seen from the table, the variation in coverage is certainly
there. The low-coverage subsample, which we denote by SUBI, has median coverage of 0.1
(mean of 1.5) and the high-coverage subsample SUB3 has median coverage of 7.6 (mean of
9.7).7 We do a little less well in terms of size matching. SUBI has a somewhat larger mean

size than SUB3 ($962 miliion vs. $455 million) and at the same time a smaller median size ($103

and assign them to either P1, P2 or P3; and 3) we then calculate the realized returns for the
coverage/past-performance portfolios over the next six months, which run until June 30, 1980.

%These caveats notwithstanding, our results seem very insensitive to exactly when we measure
analyst coverage. We have experimented with measuring it zero, twelve and eighteen months
prior to our ranking period, and in each case we obtain very similar results.
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miliion vs. $180 million). Evidently, due to non-linearities in the analyst-size relationship, the
simple linear regression technique is giving us residuals that do not have exactly the same size
distribution across the three subsamples.” We will attempt to remedy this deficiency shortly, in
Table 5. For the moment, it suffices to say that the imperfect size matching in Table 4 does not
color any of the conclusions.

Turning to the returns numbers, two patterns emerge that hold up throughout our
subsequent analysis. First, as predicted by the theory, there is more momentum in stocks with
low residual coverage. The P3-P1 momentum measure is 1.13% per month in the low-residual-
coverage subsample SUBI, and only 0.72% per month in the high-residual-coverage subsample
SUB3.” The difference of 0.42% between SUBI and SUBS3 in this regard is highly statistically
significant, with a t-stat of 3.50. Moreover, the economic magnitude is clearly important--
momentum profits are roughly 60% higher in SUB1 than in SUB3.

The second key finding is that the effect of residual coverage on the P3-P1 momentum

measure is entirely driven by what happens in the loser stocks in P1.* P1/SUBI stocks

"The "medians" are not integers because they are time-series means of monthly medians.

*What seems to be going on is this: after a point, the number of analysts simply maxes out,
and no longer increases with size. Thus with a linear model, the very largest firms--the Intel's
and GM's of the world—-tend to show up as having abnormally low coverage relative to their size,
thereby landing in SUB1. This pushes the mean size in SUB1 up relative to that in SUB3.

®For the full sample in Table 4, the P3-P1 value is 0.94% per month. This is higher than in
Table 3 because we have now dropped the smallest firms, which as seen above, have negative
momentum.

“Indeed, the numbers in P3 go slightly the "wrong way"--low-coverage winners show a bit
worse continuing performance than high-coverage winners. Although this difference between
P3/SUB1 and P3/SUB3 is statistically significant in Table 4, it, much more so than our cther
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underperform P1/SUB3 stocks by 0.70% per month. This difference is also highly significant,
with a t-stat of 5.16. In other words, one attractive strategy, which we call the "loser-analyst-
spread trade”, or "LAST" strategy, is simply to buy the stocks in P1/SUB3 and short those in
P1/SUBI1, without ever dealing with any of the winner stocks in P3. This strategy is not only
size-neutral, it is also (unlike the Jegadeesh-Titmnan strategy) momentum-neutral. So to the extent

that anybody ever makes an argument that momentum returns are proxying for a risk factor, our

LAST strategy earns 0.70% per month with no loading on that risk factor.”

Taken together, these two patterns suggest that analyst coverage is especially important in
propagating bad news. This ties together ‘nicely with our earlier finding that the bulk of
momentum profits seem to come from loser stocks. And as we noted in the Introduction, it also
makes intuitive economic sense. When firms are sitting on good news, managers probably have
every incentive to push this news out to investors as fast as possible, which makes analysts less
important. In contrast, when there is bad news, managers are likely to be less forthcoming, so

outside analysts have a more crucial role to play.

3.C Two-Way Cuts on Size and Residual Coverage

In Table 5, we disaggregate the analysis of Table 4 by size. The methodology is exactly

results, appears to be fragile. For example, it totally disappears when we work with beta-
adjusted returns in Table 6 below. To the extent that there is a premium for beta our sample
period, this should not be surprising, since as we saw in Table 2, low coverage is associated with
lower values of beta. In fact, the median beta in SUB1 is .75, vs. .95 in SUB3.

Ngee below for a discussion of whether the LAST strategy is significantly exposed to other
risk factors, such as beta, industry factors, or book-to-market.
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the same except we look at four separate subsamples. The first includes all stocké between the
20th and 40th NYSE/AMEX percentiles, the second includes those between the 40th and 60th
percentiles, and so forth. We have two motivations for doing this disaggregation. First, as a
matter of economics, it seems reasonable to conjecture that the marginal importance of coverage
will be greater in the smaller stocks, which have fewer analysts on average, and are probably less
well-researched in other ways. Second, as a matter of methodology, this approach should give us
better size maiches across residual coverage classes, since we now will be running the analyst
coverage regressions separately for each size-based subsample. Compared to our earlier
approach, this is like allowing the analyst-size relationship to be piecewise linear.

As can be seen from the table, the size matching is now almost flawless, except for in the
largest class of stocks. Consider first the results for the smallest size class, that corresponding to
the 20th-40th percentile range. The mean size is $63 million in SUBI, vs. $64 million in SUB3.
(The medians are $59 and $61 million respectively.) Yet we still have a good spread in
coverage, with a mean of 0.0 analysts in SUBI1 and 3.7 analysts in SUB3. And the basic results
from Table 4 carry over. The P3-P1 momentum measure is 1.51% per month in SUBI, and
1.15% per month in SUB3. The difference of 0.36% is statistically significant, (t-stat of 2.13)
even though the standard errors are quite a bit higher with the smaller sample.

As we move to progressively larger size classes, two things happen. First, the overall
momentum effect shrinks, just as in Table 3. Second, the differential in momentum between
SUBI and SUB3 shrinks also, consistent with the hypothesis that the marginal importance of

analysts should decline with size. In the next size class, covering the 40th-60th percentile range
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—in which stocks average around $200 million in market capitalization—-the SUB3-SUBI
momentum differential is not much smaller, at 0.33% (t = 1.95). But by the time we get to the
60th-80th percentile range—with mean size of close to $700 million—the differential is down to
0.18% (t = 1.18). And it is essentially zero for the largest size class.

Overall, the size disaggregation effort in Table 5 lends further credence to .our
interpretation of the evidence. It makes it clear that the earlier numbers in Table 4 are not an
artifact of imperfect size matching in the full sample. And it is comforting to know that analyst
coverage has more of an impact on momentum in precisely those parts of the size distribution
where one a priori suspects that gradual information diffusion is likely to be important and where
momentum effects are most pronounced to begin with.

Table S also helps put into perspective the extent to which firm size and residual coverage
might each be capturing something related to the phenomenon of gradual information flow. On
the one hand, it is natural to focus most of the attention on residual coverage as 2 proxy for this
phenomenon--it makes for a cleaner test of our hypothesis because it is less likely than size to be
bringing in other confounding factors. But in gauging the quantitative significance of the results,
it is important to recognize that, if we hold size fixed, we cannot hope to capture the full
magnitude of any gradual-information-flow effect.

To be specific, return to the results for the smallest set of firms in Table 5--those in the
20th-40th percentile range. Among these firms, those with the fewest analysts have momentum
of 1.51% per month; those with the most analysts have momentum of 1.15% per month. While

the difference of 0.36% is good-sized, it is still just a fraction of the total momentum effect. One
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reading of this might be that gradual information diffusion can only "explain” a fraction of the
overall momentum in stock returns. However, such an inference is at best superficial. Recall
that even the most heavily-covered stocks in this class have only three or four analysts, and only
average $60 million in market cap. Thus they might naturaily be expected to have slower
information diffusion than, say, a $10 billion company with 25 analysts. The bottom line is that
residual analyst coverage, viewed in isolation, is unlikely to provide a full picture of the
importance of gradual information flow. This is where the cuts on raw size in Tables 3 and 5

add potentially useful evidence.

3.D Sensitivities

In Tables 6-9, we redo the analysis of Table 4, using a variety of alternative
specifications. First, in Table 6, we depart from Jegadeesh and Titman's (1993) focus on raw
returns. Given that our economic story is all about firm-specific information, it seems sensible to
focus on returns adjusted for any market-wide factors. In Table 6 all the returns—both in the pre-
formation and post-formation periods—are market-model adjusted, using individual stock betas.”
As can be seen, the use of this beta adjustment does not significantly aiter our central results.
The P3-P1 momentum measure for the entire sample actually rises somewhat, to 1.20% per
month (it was 0.94% in Table 4), and the difference between the low-coverage SUBI and the

high-coverage SUB3 also goes up a bit, to 0.49%, with a t-stat of 4.04 (it was 0.42% in Table

%This is also a useful precaution since, as was seen in Table 2, analyst coverage is correlated
with beta.
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4). Finally, the LAST strategy, which is leng P1/SUB3 and short P1/SUBI1, continues to do
well-though not quite as well as before—generating an average beta-adjusted return of 0.50% per
month (t-stat = 3.64).

In Table 7, we go back to using raw returns, but we now generate the coverage residuals
from Model 2 of Table 2, which includes the 15 industry durnmies. As can be seen, the results
are not much changed. The difference in P3-P1 momentum between SUB1 and SUB3 falls
slightly, to 0.33% per month, but is still strongly significant, with a t-stat of 3.06. As for our
LAST strategy which operates only in P1, it now generates a monthly return of 0.60% (t-stat =
5.03). Note that given the combined results in Tables 6 and 7, it appears that one can design a
profitable LAST strategy that is not only size-neutral and momentum-neutral, but beta-neutral as
well as npeutral to any industry factors. This makes it all the more improbable that one can
explain the substantial returns to this strategy based on any kind of risk story.”

However, a final caveat on this point is that we have not checked whether the profits to
the LAST strategy continue to be large after controlling for book-to-market effects. One might
think that this correction would be relevant in light of the evidence in Table 2 that analyst
coverage is positively correlated with book-¥o-market. As it turns out, though, the differences in
book-to-market across SUB1 and SUB3 are too small to matter much. Using our Model 1
residuals, the median value of book-to-market is .57 in SUB1 and .69 in SUB3 (the means are

.67 and .78 respectively). Based on the evidence in Fama and French (1992), this book-to-

“'Moskowitz (1997) argues that momentum effects are in part explained by industry factors.
Whether or not this is correct on average, Table 7 suggests that our results about cross-sectional
differences in the power of momentum strategies are not driven by industry factors.
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market spread corresponds to a return differential of roughly 0.10% per month, only a small
fraction of the profits to our LAST strategy.*

In Table 8, we again use raw returns, and this time generate the coverage residuals from
Model 8 of Table 2, which includes the turnover variables. But before turning to the numbers,
we should point out that it is far from clear that it makes economic sense to coatrol for turnover
in this way. As noted above, it may well be that the positive correlation of coverage and
turnover reflects causality running from the former to the latter: high-coverage stocks have lower
adverse-selection costs of trading, and hence attract more trading volume (Brennan and
Subrahmanyam 1995). To the extent that this story is true, we should not use Model 8 to
generate our residuals--we will just be reducing the exogenous variation in coverage by
regressing it on a noisy proxy for itself, thereby weakening the power of our tests.

On the other hand, there are other stories, according to which it is more sensible to use
Model. 8. To take a simple example, one might argue that our basic measure of firm size is
misleading, because for some stocks, the "float” (i.e., those shares that trade on a regular basis in
the public market) is much smaller than the market cap. And it is possible that both analyst
coverage, as well as costs of arbitrage, are driven primarily by float, rather than by market cap.
In this setting, a turnover control—presumably a good proxy for float—-would be warranted.

Overall, this discussion suggests that by using a turnover control as in Table 8, we are

MSee their Table IV (pp. 442-443), which covers the period 1963-1990. Our SUBI1 and SUB3
median values of book-to-market correspond roughly to the fourth and fifth deciles of their book-
to-market distribution, respectively. On average, for each decile one moves between the second
and the ninth, there is 2 0.10% per month return increment.
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erring on the side of being too conservative—the control may or may not make economic sense,
and it potentially wastes some statistical power. We also end up sacrificing further power
because of two data limitations: 1) we can only run the turnover-adjusted tests for the shorter
sample period 1984-1996, due to a lack of earlier turnover data on NASDAQ; and 2) we also
lose roughly 12% of the firms—typically among the smaller ones—from our Table 4 sample
because of the requirement that turnover numbers be available for six months prior to the
measurement of analyst coverage. With all these flags in mind, the results in Table 8 are
surprisingly strong. The difference in P3-P1 momentum between SUBI1 and SUB3 falls slightly
relative to Table 4, to 0.31% per month, but even with the shorter sample it is still significant,
with a t-stat of 2.23. The return to the LAST strategy is now 0.56% per month, with a t-stat of
3.58. The bottom line is that our results appear to be robust, even to this (possibly iil-conceived)
control for the correlation between turnover and analyst coverage.

In Table 9, we do everything else the same as in Table 4, except that we skip a month
between the six-month ranking period and the six-month investment holding period. Jegadeesh
and Titman (1993) suggest this approach as a way to check that neither bid-ask bounce nor any
other high-frequency phenomenon is coloring any of the results. As it turns out, nothing
changes—the numbers are almost identical to those in Table 4.

Finally, in Table 10, we break our sample into three subperiods: 1980-1984; 1985-1990;
and 1991-1996. We then exactly repeat our baseline analysis from Table 4 for each subperiod.
Our principal results hold up well to this time disaggregation. The P3-P1 momentum measure is

meaningfully larger for the low-coverage SUBI in each of the three subperiods: the difference

26



between SUB1 and SUB3 bounces around from 0.65% to 0.31%. Even more impressively, the
LAST strategy earns positive and statistically significant returns in each of the three subperiods.
In fact, the only surprise in Table 10 is that there appears to be little momentum on
average in the last subperiod, which runs from 1991-1996. The overall point estimate for P3-P1
over this period is only 0.33%, compared to values of 1.14% and 1.38% for the first two
subperiods respectively. It is hard to say whether this reflects just noise in a short sample, or the
fact that more arbitrageurs have caught on to momentum effects and are beginning to drive them
out of existence.”® In any case, what is noteworthy from our perspective is that while the average
degree of momenum may be declining over time, there is not yet any evidence that the cross-

sectional differences in momentum that we are emphasizing have begun to disappear.

3_.FE Cumulative Returns in Event Time

We have focused throughout on the six-month/six-month strategy, because it has become
a standard benchmark for evaluating momentum strategies. But of course this is somewhat
arbitrary. To provide more information, Figure 2 plots cumulative returns in event time. In so
doing, we use the methodology of Table 6—we assign stocks to performance categories based on
six months' prior beta-adjusted returns, and do ar independent sort based on the analyst-coverage
residuals from Model 1. We then track cumulative beta-adjusted returns on a month-by-month

basis, out to 36 montas.

3 Alternatively—and in the spirit of our basic story—one might speculate that increased analyst
coverage in the latter part of the sample is partially responsible ror the decline in momentum.
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In Panel A, we plot the cumulative returns to the P3-P1 momentum strategy separately for
the low-coverage subsample SUBI and the high-coverage subsample SUB3. There appear to be
two distinct things going on. First, up to about the ten-month mark, we see roughly a linear
extrapolation of our earlier resuits: momentum strategies continue to earn incremental monthly
profits in both SUB3 and SUBI, but the effect is stronger in SUB1, so that the cumulative
differential keeps on widening. After this point, something else quite interesting happens. The
cumulative performance of the high-coverage subsample SUB3 flattens out--in other words, there
is no more momentum left after ten months for the high-coverage stocks.” But the low-coverage
subsample SUBI continues to display some momentum out to about the two-year mark.
Consequently, the cumulative differential between SUBI and SUB3 keeps on growing until this
point. Twenty-four months after portfolio formation, the total P3-P1 profit for SUBI is 19.63%,
vs. 8.90% for SUB3, a difference of 10.73%.

This dynamic pattern is, of course, completely consistent with the theory of gradual
information diffusion that we have been emphasizing. In the context of this theory one would
interpret Figure 1A as follows: high-coverage SUB3 firms underreact by roughly 9% to the
information contained in lagged six-month returns, and it takes them a little less than a year to
fully catch up. In contrast, low-coverage SUBI firms underreact by more, on the order of 20%.

Their adjustmeﬁt to long-run equilibrium not only involves more movement in the first year, but

also requires a longer period of time to fully play itself out.

%This is similar to Jegadeesh and Titman's finding that momentumn effects die out after about
twelve months.
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In Panel B, we explore the dynamics of our LAST strategy. Focusing only on the past-
loser stocks in P1, we plot the cumulative returns for P1/SUBI, P1/SUB3, and the LAST
portfolio that is short the former and long the latter. The time profile that emerges is almost
identical to that in Pane! A, and is consistent with our earlier conclusion that virtually all of the
SUB1 vs. SUB3 action is coming from the losers in P1. In particular, the high-coverage
P1/SUB3 stocks continue to perform poorly for about ten months, and then flatten out. The low-
coverage P1/SUBI1 stocks not only perform worse over the first ten months, but continue to do
poorly until about two years out. Consequently, the LAST strategy keeps on earning incremental

profits up to the two-year mark, with the cumulated profit amounting to 9.32%.

4. An Alternative, More Tightly Structured Regression Approach

In this section, we take a somewhat different approach to measuring the same basic
phenomenon. In the most general terms, our central hypothesis is that stocks which are small
and which have low residual analyst coverage should display more positively autocorrelated
returns at medium horizons. A simple (perhaps naive) way to test this would be to estimate a
serial correlation coefficient for each stock, and then regress this serial correlation coefficient on
measures of the stock's analyst coverage and size.

This is what we attempt to do now. More precisely, at the beginning of each year t, we
collect all stocks which have a market capitalization greater than the 20th percentile
NYSE/AMEX breakpoint, and for which we have complete return data through year t+5. We

then estimate for each stock i the serial correlation of its six-month excess returns (relative to T-
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bills), using 49 overlapping observations over the five-year period from t to t-+5, and call this
variable RHO:.”” Next, we perform a cross-sectional regression, running RHO: against
log(1+ANALYSTSs) and log(SIZEx), as well as a NASDAQ dummy variable.*®

We should note one caveat associated with this method. For any stock i, our measure of
serial correlation RHOu is affected not only by the correlation of its firm-specific information, but
also by its loading on any common factors. To see this, suppose the returns on stock i, r, are

given by a one-factor model (suppressing constants):

re = bim + ex (1
where m: is the common factor, bi is the loading on this factor, and ex represents firm-specific
information. Even if we assume for simplicity that the common factor is serially uncorrelated,

(cov(my, mw1) = 0) a regression of r: on ru1 produces the following theoretical coefficient pi':

pi" = cov(es, ew)/(bPvar(m) + var(es)) @)

Mt is well known that in a small sample, one obtains downward-biased measures of serial
correlation. Kendall (1954) shows that the bias is given by -(1+3p)/T, where p is the true value
and T is the number of independent observations. This does not affect the conclusions from our
cross-sectional regressions, however. We could easily rescale all our estimates of RHOk to de-
bias them, and none of our regression t-statistics would change.

A1l the right-hand-side variables are measured at the start of year t, so one can think of this
regression as an attempt to forecast stock i's serial correlation over the next five years.
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This suggests that, all else equal, our constructed left-hand side variable RHO« will be
lower for stocks with higher factor loadings—i.e., higher betas. This is potentially a matter of
concern because as we have seen in Table 2, there is a positive cross-sectional correlation
between beta and analyst coverage. Thus one might mistakenly conclude that high coverage is
reducing RHO« by reducing the serial correlation of firm-specific information, when in fact it is
proxying for a beta effect. In order to address this issue, we have rerun the regressions that we
present below, adding firm betas to the right-hand side. As it turns out, none of our results is
materially altered.”

Before turning to these results, it is useful to discuss how this general approach compares
to what we have done above. The main difference is that it imposes more parametric structure,
some of which may be unwarranted. For example, the regression approach we are now
proposing does not allow for asymmetries across winners and losers; yet we have seen that such
asymmetries are pronounced in the data. In addition, the regression approach only makes sense
if residual analyst coverage is a firm-level attribute that is "quasi-fixed"—i.e., that does not vary
much over five-year periods of time. If there is significant high-frequency variation in residual
coverage, this is again something that the less structured method of the previous section will be
better equipped to handle.

The offsetting advantage is that if the parametric structure we impose with the regression

is not too inappropriate, cur statistical power along certain dimensions should be enhanced. In

¥For example, when we add beta to the regression, the coefficient on the coverage term
reported in Panel A of Table 10 below does indeed drop in absolute magnitude, as predicted, but
only by about 12% of its value--an economically and statistically insignificant change.
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particular, if we are interested in doing the analysis over very short intervals of time—e.g., to
check the stability of our estimates—the regression approach may be especially useful.

Table 11 summarizes the results. In Panel A, we present the coefficients on the coverage
and size variables from cross-sectional regressions run each year over the 14 years 1979-1992.
We also aggregate the annual information in two different ways. First, we calculate Fama-
MacBeth (1973) time-series averages of the coefficients. Second, we run a giant pooled
regression with year dummies. Not surprisingly, this latter approach tends to produce point
estimates almost identical to the Fama-MacBeth method, but higher t-statistics.

All the evidence in Panel A points to a consistent negative effect of analyst coverage on a
stock's serial correlation. Of the yearly coefficients, 13 out 14 are negative, the majority
significantly so. The Fama-MacBeth and pooled estimates are strongly significant. The point
estimates for size are also negative, but statistically insignificant.

In Panel B, we modify the specification by adding an interaction term, given by
log(1+ANALYSTS)*log(SIZE). This is motivated by our evidence in Table 5 that the
importance of analys: coverage is decreasing in firm size. The cross-sectional regressions bear
out this finding. The coverage and size terms increase in magnitude relative to Panel A (the size
term is now statistically significant) and the interaction term is positive, as expected, implying
that the negative influence of coverage on serial correlation becomes weaker for larger firmos.

It is interesting to compare the economic magnitudes implied by Table 11 to those in our

““We have to stop in 1992 because we need to go five years forward from that point to
calculate RHOx.
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earlier tables. Think of two equal-sized firms, one with the SUB1 median coverage of 0.1 (from
Table 4), the other with the SUB3 median coverage of 7.6. According to the Fama-MacBeth
coverage-term estimate of -0.0125 in Panel A of Table 11, the SUBI1 firm should have a serial
correlation coefficient that is .026 higher than that of the SUB3 firm. (.0125x(log(8.6)-log(1.1))
= .026) When one combines this with the observation that the past return differential between
P1 and P3 stocks is approximately 60%, this implies that a P3-P1 momentum strategy should be
exbected to return 1.56% more over six months for the SUBI1 firm, (.026x60% = 1.56%), or
about 0.25% per month extra. This is very much in the same ballpark as—albeit a bit smaller
than--the SUB1/SUB3 differential of 0.42% per month reported in Table 4.

A similar calculation based on the interactive specification in Panel B can be used to back
out the implied momentum differentials for firms in varying size classes. For example, consider
the smallest class of firms (those between the 20th and 40th NYSE/AMEX percentiles) in the
first column of Table 5, which have a mean market cap of around $60 million. Comparing a
SUBI firm in this class with median coverage of 0.0 to a SUB3 firm with median coverage of
3.1, the Fama-MacBeth coefficients in Panel B imply that a momentum strategy will return
3.91% more over six months for the SUB1 firm, or roughly 0.60% per month extra. This is
again roughly in line with—although in this case somewhat larger than—the analogous number of
0.36% reported in Table 5.

Overall then, Table 11 provides further ;:omfort as to the robustness of our central results.

Even with a very different measurement approach, we get not only the same qualitative

outcorne--higher six-month return autocorrelations among lower-coverage stocks--but remarkably
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comparable economic magnitudes.

5. Conclusions

Recently, a number of researchers—e.g., Barberis, Skleifer and Vishny (1997), Daniel,
Hirshleifer and Subrahmanyam (1997), and Hong and Stein (1997)—have begun to develop
behavioral models that aim to unify a range of previously documented "anomalies” in asset
returns. In a critique of this work, Fama (1997) argues that one should not be too impressed if
these models simply rationalize those existing patterns that they were specifically designed to
capture. Rather, the acid test should be the "out-of-sample” one: the ability to generate new
hypotheses that are ultimately borne out in future empirical work: "The over-riding question
should always be: does the new model produce coherent rejectable predictions..." (p. 10)

We agree wholeheartedly with this sentiment, and this paper represents an attempt to take
one step in the indicated direction.*’ The gradual-information-diffusion model of Hong and Stein
(1997) was built for the express purpose of delivering both medium-term momentum and long-
term reversals in stock returns; in the spirit of Fama (1997), then, it should be evaluated more on
the basis of other, previously untested auxilliary predictions. Here we have focused on one
relatively simple and clear-cut such hypothesis, namely: if momentum comes from gradual

information flow, then there should be more momentum in those stocks for which information

gets out more slowly.

“'A recent paper with a similar motivation is Klibanoff, Lamont and Wizman (1997). They
test the behavioral hypothesis that investors react more strongly to news that is "salient"—in this
case, news about countries that appears on the front page of The New York Times.
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Rather than restating all our findings, at this point it suffices to say that they are strongly
consistent with the above hypothesis. This is not to claim that alternative interpretations of some
or all of the evidence cannot be put forth. If concrete alternatives are in fact offered, it will be
necessary to do more refined testing to sort things cut. But in any case, we hope that this effort
has demonstrated at least one point: non-classical models of asset pricing can do more than just
provide ex-post rationalizations of existing anomalies; they can—and should—be subject to the

same standards of cut-of-sample empirical testing as more traditional theories.
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Chapter 2

Introduction

A major development in market microstructure theory has been to relate the effect of
information asymmetry between buyers and sellers on the order placement strategies
of traders and the response of prices to order flow. This theory rests on the as-
sumptions of rationaliti on the part of both uninformed market makers and informed
traders. The first assumption implies that the market maker will take account of
the information in order flow in setting prices. The second predicts that traders, in
determining the size and order placement strategy for their trades, will take account
of the effect of their trades on the prices at which they are executed.

The easier it is for the market maker to deduce the underlying information, the
faster prices converge to their true value, and the smaller the opportunity of profits
for informed traders. An investor with private information would like to trade in such
a way as to disguise his identity to the market. The attempt of informed traders to
hide among the trades of the uninformed is the motivation for the theoretical work
of Admati and Pfleiderer (1988, 1989) and Foster and Viswanathan (1990, 1993). In
these papers, the informed strategically select the size of their trades so that their
orders are most difficult to detect. Kyle (1985) derived a sequential equilibrium in
which informed traders make numerous smaller trades rather than one large trade to
camouflage their trades. This behavior causes informed traders’ information to be
incorporated into prices gradually and weakens any relation between trade size and

information effects. Easley and O’Hara (1987, 1992) developed models of competitive
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trading where a separating equilibrium can hold in which uninformed investors may
trade in small or large quantities, while informed traders deal only in large quanti-
ties. However, if the threat of informed trading is too large, the market can be in
a pooling equilibrium, where the informed essentially spread out across trade sizes.
In this equilibrium, both large and small trades can be information-based and trade
gize effects are minimal. Barclay and Warner (1993) suggested that most informed
trades will be undertaken through medium-sized trades. Small trades would take too
much time and incur excessive execution costs. Large (block) trades are likely to
become visible; the market for block trades (typically trades of over 10,000 shares) is
characterized by a lack of anonymity and if the large-block trader cannot be certified
to be a liquidity trader, he would have to incur a substantial price concession. Con-
sequently, large orders based on private information are likely to be broken up into
medium-sized trades. Barclay and Warner labeled this behavior “stealth trading”.

Our goal in this paper is to test the implications of the strategic trading hypothesis
on the properties of transactions stock prices during periods of increased information
asymmetry. We first classify all trades into categories based on the characteristics
of the trade. We group trades into three categories based on trade size. We also
identify whether the trade was initiated by the buyer or seller (i.e. the “sign” of the
trade). Finally, we classify a trade by its sequence, that is, whether it follows a trade
of the same sign (a “continuation”) or a trade of the opposite sign (a “reversal”). We
postulate that these classifications provide important information about the order
flow, on which our main empirical tests are based.

The pre-anrouncement period for tender-offer target firms provides a good testing
ground for our analysis. First, the large announcement day price effects, reflecting
the price premium that acquirers typically have to pay for shares in the target firm,
give an incentive for insiders and other informed traders to trade before the public an-
nouncement day. Second, a large portion of the takeover-related price increases occurs
well before the announcement day'. The pre-announcement price run-up indicates

that some traders have private information prior to the official announcement. Third,

1See Asquith (1983), Keown and Pinkerton (1981) and others.

61



most prosecuted insider trading cases involve tender-offer or merger announcement
trading, indicating that at least one class of informed trading (by corporate insiders)
takes place during this period. In Meulbroek’s (1992) study of 183 illegal insider
trading episodes, 145 were takeover related. In her sample, insider trading occurred
on average 13.2 trading days before the insider information was publicly announced.
Almost half the pre-announcement run-up (defined as the cumulative return in event
days -20 through -1 relative to the announcement day) occurred on the days with
insider trading, suggesting that informed insider trading is an important contributor
to the pre-announcement price run-up.

In our initial tests, we examine how the market maker sets prices in response to
information in the order flow during a period of significant informed trading - the
thirty trading days prior to the public announcement of a tender-offer. Specifically, we
examine the effective spreads charged and revisions in quoted prices made by market
makers in response to different type of trades, when classified by trade size, direction
and sequences. By doing so, we can test how market liquidity differs for these different
types of trades. Since private knowledge of an impending tender offer generally leads
an informed investor to want to accumulate as much stock in the target firm as
possible ahead of the public announcement, we would expect less market liquidity for
large buy orders, assuming market makers hold rational expectations.

Next, we examine abnormal buyer- (or seller-) initiated trading activity during
the pre-announcement period, relative to a normal non-event period, for different
types of trades. If large trades are more expensive, and if the informed attempt to
disguise their identities to the market, we would expect these informed traders to
make numerous smaller trades rather one large buy to camouflage their information.
A simple order-splitting strategy of breaking up a single large trade into a number of

smaller trades of equal size? would suggest that these smaller buyer-initiated trades

Lo and Bertsimas (1997) showed that this common approach to “working orders” is optimal, in
the sense of minimizing execution costs, only in a special case: when price impact is linear in the
trade size, permanent in its affect on futuse prices, and when prices follow an arithmetic random
walk. With more realistic and general assumptions, the best-execution strategy under a dynamic
programming solution may vary through time as a function of several state variables that measure
market conditions and fill rates.
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would be detected more in sequences of trades of the same direction.

Last, we compare how much of the overall excess stock returns, defined as the
cumulative changes in midquotes (average of bid and ask quoted prices) in the pre-
announcement period relative to the control period, can be attributed to trading in the
different trade type categories. If informed traders choose small and medium-sized
trades, and stock price movements are due mainly to private information revealed
through trading, we would expect. that the cumulative excess returns taking place on
small and medium-sized trades to contribute most to the stock’s overall excess return.

To preview our results, after controlling for the overall decline in effective spreads
and adverse selection components of the spread in the pre-announcement period ac-
companying greater share volume, we find that market liquidity becomes relatively
tighter for large buyer-initiated trades. We also find that buyer-initiated trades are
more frequent in small and medium trade sizes, and also tend to occur in sequences.
These results also hold when the data sample is restricted to the very largest firms,
which are less subject to price pressure or supply shock effects and for which inventory
risk on the part of market makers is likely to be less important. Similar results are
also found for the subsample of firms with the largest price runups, in which informed
trading is probably even more pronounced. Overall, small and medium trade size cat-
egories and trade continuations accounted for significantly more of cumulative stock
price changes, even after accounting for differences in the volume of shares transacted
in each category.

This research can be differentiated from prior empirical work which addressed the
informativeness of trade size. Barclay and Warner (1993) compared the proportion of
the cumulative stock-price change that occurs in different trade size categories, using
trade price data only. However, as discussed in the next section, their measure can be
biased by bid-ask bounce effects. Easley, Kiefer and O’Hara (1994) and Lee (1994)
used trade process (i.e. the occurrences of buyer- or seller-initiated trades) data
only. Our approach can be viewed as incorporating three related methodologies using
transactions data on prices and trades as well as quotes. Brennan and Subrahmanyam

(1998) found a negative cross-sectional relation across firms between average trade
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size and measures of market liquidity. Jones, Kaul and Lipson (1994b), using coarser
daily data, found that the well-documented volume-volatility relationship in stock
prices simply reflects the relationship between volatility and number of transactions,
rather than trade size. However, neither of these papers test for any relationship
between informed traders’ choice of trade size and market liquidity.

The remainder of the paper is organized as follows. In Section 2, we describe the
market microstructure methodologies used for our analysis. Section 3 describes our
sample and data sources. We present our main empirical results in Section 4. Section

5 concludes.

2.1 Methodology

Our analysis begins by classifying trades into categories based on trade size, buyer-
or seller-initiation, and sequence. We first assign trades for each company into one of
three size categories — small, medium or large. The trade size category breakpoirts
were computed separately for each company based on trades in a 30-day non-event
period beginning 249 trading days before the announcement date, when trading ac-
tivity is assumed to be “normal”. The smallest 75 percent of trades were defined to
be small, the largest 5 percent were defined as large, and the remainder were clas-
sified as medium-sized. These percentiles were chosen to be similar to the overall
distribution of trade sizes on the NYSE?. Hence the share size cutoffs corresponding
to each category are determined based on each firm's normal trade size distributions.
This procedure defines large and small trades for each firm relative to the order flow
experience for the firm. Prior studies have used the raw numbers of shares traded for
all firms uniformly to classify trade sizes. However, such a criterion treats trades in
small or low-priced firms differently from large or high-priced firms; for example, a

10,000 share trade for a large firm in which such trades are more common may have a

3 According to the NYSE 1995 Fact Book, five percent of all NYSE trades were larger than 10,000
shares - the traditional definition of a large “block” trade - and 78 percent of trades were srualler
than 2099 shares - the largest size of public market orders that could be electronically routed through
NYSE's electronic order system, SuperDot.
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different impact thax for a small firm with a smaller share base?. Other studies have
used cutoffs based on dollar amounts, as this reflects better the wealth effects on the
part of investors. A problem with dollar-based cutoffs is that simple price movements
will cause similar round-lot trades to be classified into different size categories. For
example, if a stock is trading at 25 dollars, a 10,000 dollar cutoff would classify all
trades between 100 and 400 shares in the smallest trade size category. If the stock
moved up by just one tick, suddenly only 100 to 300 share trades will be classified as
small, although traders are not likely to immediately adjust the size of their trades
due to such small price changes.

We also identify if a trade is buyer- or seller-initiated. Because tender offers are
generally “good news” for the stock price of the majority of our firms, we expect that
informed traders possessing private information about the impending announcement
would tend to be initiators of buy transactions. The third and final trade characteris-
tic with which we classify trades is based on whether the trade followed a prior one of
the same sign. If a buyer-initiated (seller-initiated) trade followed a prior trade that
was also buyer-initiated (seller-initiated), we classify the trade as a continuation. If a
buyer-initiated (seller-initiated) trade followed a prior trade that was seller-initiated
(buyer-initiated), we classify the trade as a reversal.

We next describe an empirical model of transactions price movements in the spirit
of Kyle (1985) and Glosten and Harris(1988) to motivate the test methodologies
we employ. The model can be interpreted as a simple specification of how private
information becomes inccrporated into prices through an imbalance of orders (by
informed traders) on one side of the market and by the market maker uncovering
information from trades. It incorporates standard market microstructure theories of
market makers’ quote-setting behavior, given adverse information risks and dealer

gross profits. Figure 1 illustrates these effects.

4We have replicated our study using 2,100 and 10,000 share cutoffs uniformly across all firm, and
our findings remain qualitatively unchanged.



Figure 1. Nlustration of transactions price effects
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At time ¢, the bid and ask prices, are assumed to bracket the unobservad funda-
mental stock price (which reflects all public information including the previous trade),
M,_,. The spread, S, is simply half tae difference of the bid and ask prices. It has
been observed that trades often take place inside the quoted bid and ask prices. An
explanation is that quoted spreads are simply the starting point for negotiation: the
actual execution price may depend on the size or form of the order, as well as possi-
biy other factors®. The quoted spread reflects only disseminated quotes, but implicit
quotes inside the rlisseminated quotes may exist on the exchange. If the trade oc-
curs at a price other than the quotes, we use the trade price to measure the effective
spread, i.e. S, = |P; -- Q:|, where P, is the trade price and (. is the quote midpoint
prevailing at the time of the tradeS.

The spread is assumed to comprise an adverse information and dealer gross profit

5For example, see Knez and Ready (1996), Petersen and Fialkowski (1994) and MclInish and

Wood (1992).
8 Ail quotes and trade prices are expressed in logs.
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component’. The dealer’s gross profit represents compensation for inventory costs,
order processing expenses and specialists’ rents. The adverse information component,
modeled in Glosten and Milgrom (1985) and Copeland and Galai (1983), represents
the expected profit from trading with uninformed traders; which compensates for
the expected loss to informed traders. According to Glosten (1987), the adverse
information component can be described as the anticipated change in expected stock
price that will occur in response to a buy or sell. The adverse information component
is denoted by A,. For example, if a public buy occurs at the dealer’s ask price, the
revised expected stock value is M; = M,_; +A.S,. If a public sell occurs at the dealer’s
bid price, the revised expected stock value is M; = M-, — A.S;. Let I, be an indicator
that takes on the value +1 if trade ¢ is buyer-initiated and —1 if seller-initiated. This

yields the following two equations:

Mg = A/!g_t + /\gSgIg (2.1)

R = Mg + (1 - Ag)SgIg (22)

The three test statistics we employ are based on taking the expectations of Equa-
tion 2.1, conditional on trade t being of a particular trade category, and setting M,

equal to the (log) quote midpoint as in Glosten (1987).

E[M, — My, |C(t)] = E[MSL|C(2)] (2.3)

where C(t) denotes the category of trade ¢, based on its size, sign and sequence.

Specifically, we compute the following test statistics using all trades ¢ in the same

category.

e ), the adverse information component of the spread S, reflects the expected

TThe model does not include an inventory component. Estimates by George, Kaul, and Nimal-
endran (1991), Hasbrouck (1988), Madhavan and Smidt (1993) and Hasbrouck and Sofianos (1993)
suggest that inventory holding costs (the cost of holding inventory that may deviate from the desired
level) appear to be relatively small. Hence adverse information and order costs appear to be the
main components of spreads.
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value of the private information conveyed by a public buyer or seller. It is an
empirical estimate of the “Kyle lambda”, or the (inverse} measure of market
depth, for trades in each category. A is computed as the coefficient from a

pooled regression using Equation 2.1.

e E[I,], which reflects the proportion of buyer-initiated less buyer-initiated trades,
is a measure of the order imbalance in each trade category. We expect the
privately-informed to trade on one side of the market: if the stock is undervalued
(overvalued), investors possessing this information will most likely initiate more
buy (sell) transactions. Hence this measure can be used to test for increased

adverse trading activity.

e [Tcpy [M,—M,-,|C(t)])/(L; M.~ M._,], the proportion of the total stock midquote
returns taking place on trades in a trade category. Intuitively, the trade cate-
gory in which most informed traders trade should account for a relatively larger

proportion of the cumulative price change.

Barclay and Warner (1993) first introduced a methodology of comparing the pro-
portion of the cumulative stock price change that occurs in each (size) category to
infer which group includes the higher fraction of informed traders. However, their
analysis used trade price changes, which do not control for undesired bid-ask bounce
effects. Recall that market makers’ bid-ask spreads compensates specialists or other
intermediaries for providing liquidity services. If buy orders go off at the ask price and
sell orders at the bid price, then trades will have a temporary price component which
is reflected in 2 price rebound in the next (or subsequent) transaction. These tempo-
rary price components average out to zero across all trades in a given size category
only if the likelihood of sequences of buy or sell orders is the same across all types
of trades. Compounding these temporary price effects, when the sequence of orders
across trade categories do differ, could bias our estimates. Specifically, combining

Equations 2.1 and 2.2 and solving for the price changes P, — P, yields

Po—P_y =M —M_,+(1-NS(I; - ;1) (2.4)

68



The last term on the right hand side demonstrates that, because of the gross
profits component of spreads (1 — A)S, price changes include movemeats from bid to
ask prices due merely to the path of buy and sell transactions even in the absence
of any changes in the expected value of the stock. Furthermore, cumulating stock
price changes may not cancel out the bid-ask bounce effects, if the likelihood of
trade sequences varies among different trade categories. This is because E(I; — I:- 1)
conditional on the classification of trade ¢, may not be equal to zero. As a simple
numerical illustration, suppose that E(I;) = 0.1 for a particular trade category, and
such trades always follows a reversal. Then E(I-,) = —0.1, and the cumulative
price change includes a non-information-based component equal to 0.2 of the gross
profit portion of the spread. Such differences in the likelihood of trade sequences
are an important consequence of informed trader’s order placement strategies, as our
empirical analysis later will show.

One possible criticism of our methodology i5 that it only uses a short window to
measure price effects associated with a trade. Hasbrouck (1988, 1991a, 1991b) and
Hausman, Lo and MacKinlay (1992) have used high-o.der vector autoregression and
ordered probit specifications respectively to model protracted price effects. Never-
theless, our study does explicitly account for temporary price components caused by
microstructure bid-ask bounce effects as well as sequences of past trades. To fully
aceount for any protracted permanent information effects, we would like to measure
price changes over several transactions surrounding the given trade. However, us-
ing longer measurement intervals incorrectly assigns part of a trade’s price changes
to the surrounding trades. Also, the empirical findings of Hasbrouck (1988) and
Holthausen, Leftwich, and Mayers (1990) suggest that most of the price effects of a
trade are reflected by the subsequent trade, which is captured by our use of midquote

revisions.
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2.2 Data

Transactions data were collected from the TA(Q) data set, provided by the New York
Stock Exchange, for the years 1993 through 1995. The stocks were cross-matched with
the 1995 CRSP Stocks file, from which information on share type, shares outstanding
and distributions were obtained. We imposed error filters on the trades and quotes
data to eliminate possible recording errors®. We excluded all trades that were not
coded as “regular”, or that were executed off the primary exchange’?. We also excluded
opening trades and trades reported after the close of trading at 4:00 pm. Similarly, we
excluded all quotes that were not BBO (best bid or offer) eligible, or that originated off
the primary exchange. We note that large trades sometimes have multipie participants
on the other side of the trades. Reporting conventions may treat such a transaction
as multiple trades, when we would want only one trade. To mitigate this problem,
all trades occurring within five seconds of each other at the same price without an
intervening quote revision are combined into one trade!?. Transactions are recorded
in the TAQ database, but their direction is not. As is standard in the literature, we
use the “midpoint test” and “tick test” to classify trades as buyer-initiated or seller-
initiated. Trades at prices above the midpoint of the bid-ask interval are classified as
buys; trades below the midpoint are classified as sells. Trades exactly at the midpoint
are classified depending on price movements. A midpoint price trade is a sell if the
midpoint is lower than the midpoint of the bid-ask interval at the previous trades. If
these midpoints are the same, we look further back until we find a price movement.
If the midpoint had moved up, the midpoint trade is classified as buy. We identify

the prevailing quotes for each transaction as the quotes that are in effect five seconds

8Any quote or price that was more than the greater of three and a half standard deviations
or ten dollars from the day's mean was excluded. Quotes and prices moie than 20 percent from
the previous quote or trade price were also elimininated, as were any quotes implying non-positive
spreads or spreads over five dollars.

9We do not wish to compound market microstructure effects which differ across trading mech-
anisms and exchanges; see Affleck-Graves, Hedge and Miller (1994) and Huang and Stoll (1995).
Furthermore, there is evidence that non-NYSE trades and quotes contribute less to price discovery
for NYSE-listed stocks. For example, Blume and Goldstein (1995) and Lee (1993) showed that
non-NYSE markets obtain order flow for reasons other than posting the best prices.

10See Hasbrouck (1988) for a discussion of this timing problem.
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earlier, because quotes are often recorded ahead of the trade that triggered them'!.

2.2.1 Tender QOffer Target Firms

Our main tests focus on a sample of 102 NYSE firms that were tender offer targets
in 1994 and 1995. Mergerstat Review was the source of tender offer announcements.
We required our sample of target firms to be non-utility companies having common
stock listed on the NYSE, and that the acquirer bid for at least 30 percent of the
stock outstanding. The Wall Street Journal Index was searched to determine the day
of the first announcement of the tender offer. We excluded stocks that split within
one year prior to the announcement date, because our tests compares transactions
from a non-event period beginning 249 trading days prior to the announcement, and
we do not wish to compound liquidity effects due to stock splits. Table 1 lists the
ticker symbols of the firms, as well as the announcement date, the size of the firm
one year prior, and the size decile assigned by CRSP at that date. The sample has a
large variation of firm sizes, from $11 million up to $18 billion market capitalization,
and includes 29 decile 10 (i.e. largest decile) stocks.

Table 2 presents some summary cross-sectional statistics of the sample of target
firms. Cumulative abnormal returns'? averaged 19.2 percent, with a median of 18.1
percent. More importantly, large cumulative abnormal returns were also associated
with the pre-announcement period, corresponding to trading days -31 through -2
relative to the Wall Street Journal announcement day. The average run-up was 7.0
percent, with a median of 3.3 percent. Trading volume, both in terms of the number
of trades and share volume, increased in the pre-announcement period relative to
the non-event period, which we defined to be days -249 through -220 relative to the
tender-offer announcement. The daily number of trades averaged 63, with a median
of 33, in the pre-announcement period, compared to an average of 46 and median of

29 in the non-event period. The average share volume increased to 172,527 in the pre-

] ee and Ready (1991) showed that most of the mis-sequencing can be avoided by requiring a
time separation of at least 5 seconds between quotes and trades.
12CRSP daily excess returns file was the source of beta-adjusted returns.
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announcement period from 122,067 in the non-event period, while the median daily
share volume rose to 73,637 from 60,043. Interestingly, the distribution of average
trade sizes was remarkably similar in the pre-announcement and non-event periods.
Hence volume increases appear to be due principally to an increase in the number of
transactions: average order size does not change.

An increase in trading activity coincided with a decline in the level of the spread.
Quoted bid-ask spreads were similar in the non-event period and pre-announcement
periods. In the non-event period, the relative quoted spread (defined as half the bid-
ask spread normalized by the midpoint of the quotes) averaged 0.68 percent, with
a median of 0.59 percent. In the pre-announcement period, the relative half-spread
had an average of 0.67 per cent and median of 0.51 percent. The average and median
spreads dropped to 0.48 percent and 0.38 percent respectively on the announcement
day. These effects were not due solely to the denominator (i.e. price) rising: quoted
dollar spreads also showed a similar pattern. These results are consistent with prior
studies that documented the relationship between spreads, volume and order size
around tender offer announcements. For example, Conrad and Niden (1992) also
found litfle evidence of increased adverse information effects (in the form of increased

spread levels) prior to the announcement day for their sample of tender offer firms.

2.3 Empirical Results

2.3.1 Trade Size

We first examine trades categorized by size. Table 3 reports our results for our full
sample of 102 NYSE tender offer target firms, for trades classified into small, medium
and large size categories. The four panels correspond to estimates of the effective
spread, the adverse selection component of spreads, the proportion of buyer- minus
seller-initiated trades, and the proportion of cumulative midquote returns. Statistics
for the non-event period are pooled estimates over all trades in the period. In the pre-

announcement period, transactions for all securities in the same category are pooled,
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and reported numbers are time-series averages from daily (in event days relative to the
announcement date) statistics: the time-series standard errors of the daily averages
are used to perform t-tests for differences in means between the pre-announcement
and non-event periods.

Panel A shows that effective spreads, in the non-event period, increase only slightly
from small to large trade sizes. Since spreads contain non-informational components,
reflecting order processing costs, market makers’ rents and inventory costs, their
magnitude in relation to trade size cannot be predicted purely by adverse information
considerations. As fixed costs can be spread over more shares for large trades, the
order cost component should decrease with trade size; however, large trades may also
require increased effort and costs to be executed. Spread sizes uniformly declined
for all trade size categories in the pre-announcement period, accompanying the 45
perceni increase in the total shares volume. Transactions in all trade size categories
rose by approximately the same proportion, as the distribution of trade sizes were
similar in both periods. Figure 2 displays the daily average effective spreads during
the pre-announcement period.

Panel B reports the estimates of the adverse selection component of spreads. This
component is lowest for small trades, at 8.0 percent, and increases to 16.8 percent for
medium-sized trades and 24.9 percent for large trades during the non-event period.
Market makers infer more information from larger trades and provide less liquidity for
large trades compared with small trades. The overall estimated adverse information
components are slightly lower in the pre-announcement period, but this difference
is not statistically significant. The daily adverse selection component estimates are
plotted in Figure 3.

The increase in the proportion of buyer-initiated minus seller-initiated trades from
5.0 percent in the non-event period to 8.3 percent in the pre-announcement period is
significant (t-stat=>5.6), as shown in Panel C. The is consistent with a rise in adverse
trading activity by informed investors in anticipation of stock prices increases when
tender offers are announced. However, the increase is due mainly to small and medium

trade sizes. The proportion of buyer-initiated minus seller-initiated trades declined
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in the large trade size category from 6.0 percent to 1.6 percent. This suggests that
informed traders concentrated their increased buying activity in small and medium-
sized trades. This data is graphed in Figure 4.

Panel D suggests that the decline in adverse tradicg activity in large trades led
to a large trades contributing somewhat less to total stock price changes, in terms of
cumulative midquote revisions, in the pre-announcement period (8.3 percent) com-
pared to the non-event period (18.9 percent). However the changes in mean are not
statistically significant. This could be because of the noise introduced by observations
with small total price changes: recall that the total price change is the denomina-
tor for our measure of the proportion of cumulative returns attributed to each trade
size category. We will attempt to account for this through a weighted least-squares

regression analysis later in this section.

2.3.2 Buyer- versus Seller-initiated Trades

In the presence of increased adverse buyer-initiated trading activity, we might ex-
pect that market makers, holding rational expectations, would adjust their quotes
asymmetrically for buyer- and seller-initiated trades, particularly for potentially more
costly large trades. Table 4 reports estimates of effective spreads and the adverse in-
formation components of spreads for trades categorized by size as well as sign.

Panel A shows that the overall decline in spreads from the non-event period to
the pre-announcement period is not symmetric for buyer- and seller-initiated trades.
For large buys, the spreads decline by only 0.03 percent, compared with a decline of
0.07 percent for large sells - a difference with a t-stat of 3.9.

Panel B reports a similar pattern for estimates of the adverse information compo-
nent of spreads. In the non-event period, the adverse information component is 39.5
percent for large sell trades, compared with only 21.3 percent for large buys. This
suggests that sell trades are generally more informative than buys, possibly because
of institutional constraints that make it more expensive to trade on negative news.
However, in the pre-announcement period, this relationship reverses: large sells are

associated with only a 21.4 percent adverse information component, compared with
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30.8 percent for large buy trades. Figures 5 and 6 display the daily pooled estimates
of the adverse selection components of spreads for buyer- and seller-initiated trades

respectively.

2.3.3 Trade Sequences

The evidence thus far suggests that informed traders respond to the increased illiquid-
ity in large buy orders by concentrating their transactions in small and medium-sized
trades. If they used a simple order-splitting trading strategy of breaking up their
desired trade into equal smaller orders, we could expect to see more adverse trading
activity in sequences of trades. Table 5 reports the estimates of effective spreads,
adverse information components of spreads, as well as the proportion of buyer- minus
seller-initiated transactions for trades categorized by size as well as sequence.

The declines in spreads and adverse information components from the non-event
to pre-announcement periods reported in Panels A and B do not show any significant
difference in patterns between trade continuations (trades following a prior trade of
the same sign) and reversals (trades following a prior trade of the opposite sign).

However, the proportion of buyer-initiated trades is greater for trade continu-
ations than for trade reversals in the pre-announcement period, both in absolute
proportions and relative to the non-event period, as shown in Panel C. The propor-
tion of buyer- minus seller-initiated trades for continuations increased overall from
7.3 percent to 11.9 percent; most of this can be attributed to significant increases in
small and medium-sized trade continuations (t-stat=7.0 and 2.4 respectively): large
trade continuations actually showed a slight decline. The proportion of buyer- minus
seller-initiated trades for reversals remained approximately unchanged at 0.1 percent
in both periods. Hence the increase detected for trade continuations cannot be solely
attributed to a general rise in the buyer-initiated trades: otherwise, we would expect
to find an increase in the proportion of buyer-initiated trades following reversals as
well. Large trade reversals also showed a decline in the proportion of buyer- minus
seller-initiated trades, from 0.3 percent in the non-event period to -9.4 percent in

the pre-announcement peried (t-stat=-9.7). Figures 7 and 8 graph the daily pro-
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portions of buyer- minus seller-initiated trades for trade continuations and reversals

respectively.

2.3.4 Large Firms

In Table 6 we repeat the analysis of Tables 3, 4 and 5 for a subsample of the 29 largest
tender offer firms, classified by CRSP to be among the largest decile of stocks in their
combined exchanges stock file. Large, liquid firms are less likely to be affected by
price pressure or supply shock effects; hence the microstructure patterns we analyzed
here should reflect the asymmetric information effects we want. The results remain
qualititatively similar.

Panels A and B show that the levels of spreads and adverse components of tie
spread are much lower for this subsample of larger, more liquid firms compared to the
full sample. Overall, effective spreads showed a significant decline of 0.27 percent (t-
stat=-16.2) from the non-event period to the pre-announcement period. The overall
decrease in the adverse selection component of 1.2 percent (t-stat=-4.2) is primarily
due to seller-initiated trades, which declined by 2.7 percent (t-stat=-3.7). Large
buy trades were actually associated with a slight increase in the estimated adverse
information component of the spread.

Panel C also shows that while the proportion of buyer-initiated trades increased
significantly, all of this effect is due to small and medium-sized trades: large trades
suowed a significant decrease (t-stat=-2.8) in buyer- minus seller-initiated trades from
6.7 percent to 1.5 percent in the non-event and pre-announcement period respec-
tively. This panel also reports that buyer-initiated trades are more likely for trade
continuations, and shows no changes for trade reversals, when comparing the pre-
announcement to the non-event pericd. Again, all of the increase in the proportion
of buyer- minus seller-initiated trades for continuations is due to small and medium-
sized trades, which showed significant increases of 6.3 (t-stat=6.4) and 2.5 percent

(t-stat=2.0) respectively.
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2.3.5 Firms with Large Positive Price Runups

On average, our full sample of target firms were undervalued, and the pre-announcement
runup is consistent with informed traders accumulating stock. However, 25 of the 102
firms experienced negative excess returns. These firms, as well as those with small cu-
mulative returns, probably had little informed trading during the pre-announcement
period, adding noise to our analysis in Tables 3, 4 and 5. We address this issue by
examining the firms in the top half of the sample with the largest cumulative returns.
Table 7 reports that our results are qualitatively similar for this subsample of firms
also.

Effective spreads declined less for large buys (-0.06 percent) than for large sell
trades (-0.12 percent) from the non-event period to the pre-announcement period, as
shown in Panel A. Panel B reports that the adverse information component of spreads
for large buy trades was approximately unchanged at 29 percent, whereas the adverse
selection component for large sells declined from 51 percent to 22 percent (t-stat=-
28.6). Panel C shows that, as before, the increase in the proportion of buyer-initiated

trades can be attributed mainly to small and medium-sized trade continuations.

2.3.6 A Regression Analysis

In this subsection, we undertake an alternative regression approach to attributing
overall transactions price movements to trade categories. Table 8 reports the weighted
least-squares regression of the difference between the pre-announcement and non-
event periods in cumulative midquote returns occurring in each trade size-sequence
category on dummy variables for each category and the difference in volume of trans-
actions in that category. The regression is pooled across all sample firms. The weights
used equal the absolute difference in the total cumulative midquote returns for the
firm between the pre-announcement and non-event periods: this assigns less weight
to those observations with smaller total stock price changes and presumably less in-

formed trading. Specifically, the following regression relation is estimated:
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EX RET;,: = B.lma.llemall + BmediumDmcdium + ﬁlarchlurgc + ﬁqunq + ﬁvVOIE.c

The subscript ¢ denotes one of six trade size/sequence categorics, generated by
three size classifications (small, medium and large) and two trade sequence classi-
fications (continuations or reversals). EXRET;. denotes the cumulative midquote
return over all trades for company i in trade category c during the pre-announcement
period, minus the corresponding cumulative midquote returns from the non-event pe-
riod. Vol; is the difference in in total share volume that occurred in trade category
¢ for company i. All 102 sample firms are pooled in the regression, resulting in 612
observations.

Unde: a straightforward alternative hypothesis, stock price changes could be due
simply to increases in the amount of trading. Hence any changes in stock returns is
simply proportional to changes in the level of trading volume in each group of trades.
The regression results do not support this alternate hypothesis: the volume coefficient
is essentially flat. The dummy coefficients show more of the differences in cumulative
returns occurred in small and medium trade size categories than differences in trading
volume would predict. The small and insignificant dummy coefficient for large trades
suggests that large trades in aggregate contribute less than small and medium-sized
trades to differences in cumulative returns. Finally, trade continuations, as indicated
by the positive coefficient (t-stat=2.9) estimated for the trade sequence dummy vari-
able, move prices more than trade reversals.

The regression results provide some complementary confirmation of our earlier
findings against a general alternative that stock price changes are related to varia-
tions in trading volume. The aggregate information incorporated into prices through

trading is greater for small and medium-sized trades, and for trade continuations.
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2.4 Conclusion

This study presents new empirical evidence for the strategic paradigm that has been
widely applied in theories of price formation in securities markets. Transactions
price effects in the pre-announcement period for tender-offer target firms, during
which informed trading is more pronounced, suggest that market makers rationally
respond to asymmetric information by making the market for potentially more costly
trades less liquid. We found specifically that while overall effective spreads and the
adverse information component of spreads decreased with the increased total share
volume during the pre-announcement period, this pattern is asymmetric: the declines
are significantly smaller for large buy orders. At the same time, increased adverse
trading activity in small and medium-sized trades and in sequences of consecutive
trades suggest that informed investors scale back their order sizes and break up large
trades into smaller packages. This is consistent with the notion that informed traders
take account of the effect of trade size on the price at which they are executed.
Neither average trade size or trading volume could explain variations in cumula-
tive intraday stock returns. Rather, most of the difference in cumulative stock returns
during the pre-announcement period appear to be concentrated in small or medium
trade sizes, and in trade continuations. Informed trading may be found not only for
initiators of large trades. More generally, informed agents may choose along several
other dimensions in response to trading costs, such as different order types (e.g. mar-
ket orders versus limit orders), more complex or dynamic order placement strategies,
time of day, and routing of orders through other available market mechanisms (e.g.
trading at the open and off-exchange or off-hours order matching). Our study has fo-
cused on the informed traders’ choices of trade size and trade sequences, and provides

new evidence to support the strategic paradigm.
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Table 1. Sample of 102 NYSE tender-offer target companies, 18994-1995

Ticker _ Date Size (3Mil)  Decile | Ticker _ Date Size (SMil) Decile
ACY 940803 4666 10 | HIL 950127 219 9
AIH 940916 428 9 | HLO 950602 146 6
AMI 941012 1220 10 [ HSX 940405 189 8
AOG 940325 284 8 | HTI 941005 1886 10
ASZ 951219 267 8|1 951019 6303 10
ATM 940922 416 9 [ICN 840803 152 6
BBB 940322 115 6| JOY 940819 263 9
BFL 940118 43 4| KEM 940315 2043 10
BKB 950724 2688 10 | KNO 940816 50 5
BLH 950228 1152 10 | KSU 940720 1623 10
BN 940913 2549 10 | MAI 950313 190 8
BV 940107 3566 10 | MAY 951211 234 9
c 950413 17995 10 | MCH 950525 54 3
CAW 941220 1292 9 | MCK 940712 1794 10
CBK 940128 1287 10 [ MCU 951201 718 9
CBS 950802 4833 10 | MFC 940705 449 9
CCB 950801 11841 10 | MPX 940105 168 7
CCP 950228 682 9 | MRC 950405 180 8
CDS 951201 153 8 | MRG 940513 224 8
CGY 950821 142 7 | MRX 940524 581 9
CIC 941207 1599 10 | MXS 950301 620 9
CKL 950329 1029 9| NBB 940510 236 8
CMB 950829 6953 10 | NGA 941011 505 9
CNM 950403 398 8| NM 940114 118 7
CNR 950921 539 9| NSB 940614 29 4
CNW 950313 1148 10 | OPI 940606 761 9
CNX 950921 206 7| PDS 941228 73 7
CRX 950517 140 7| PLP 950504 211 8
DAN 950309 138 7| PST 940824 1175 10
DPS 950123 1426 10| PT 950110 1835 10
DUF 950126 340 8RB 950301 340 9
DXK 950328 423 e | REC 950522 138 8
E 941213 585 9| REE 940831 836 9
EBP 950516 123 5| RMO 940216 161 8
ECA 940804 427 9 | RVW 950510 940 10
EFG 950811 485 8| RXR 951130 1470 9
EHI 950504 127 6|SCA 951011 751 9
EN 950627 345 8[SCz 950223 67 4
ESY 950403 1477 10 [ SEC 950901 81 5
FBO 951107 1356 9| SNB 940802 660 9
FFB 950619 3695 10 | SNC 950222 1976 10
FFM 950614 3531 10 | SPP 950717 3979 10
FGI 950516 211 8| Ul 940114 11 1
GEB 940524 2123 10 | USC 940913 193 8
GEC 950828 3487 10 | USR 950306 675 9
GHX 941215 66 §| VGR 951114 560 9
GII 951205 56 5| WCS 950731 721 9
GLE 940818 65 6 | WLP 950327 638 9
GQ 940311 1109 9| WSN 940014 286 6
GRO 950508 255 8| WwW 951220 209 7
HAY 950928 428 9 | ZE 950718 362 8

Sample: 102 NYSE tender offer ta:ﬁ::t companies in 1994 and 1995. Date is of the first tender-offer announcement
in the Wall Street Journal. Size is the target firm's market capitalization one year prior to the announcement date.
Decile is the size ranking in CRSP’s combined exchanges file &0 is the largest size decile), based on market
capitalization in the Rrior calendar year-end.
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Table 3. Summary statistics of tender-offer target companies

Event Days | -249 to -220 -31 to -2 -1to0 +1 to +10

Cumulative Mean 0.4 7.0 19.2 -04
excess Median -14 33 18.1 -1.3
returns Max 335 80.9 594 229
75th % 6.5 13.9 30.9 39

25th % -7.1 -1.2 6.4 4.1

Min -31.2 -15.4 -16.9 -25.2

# Trades Mean 46 63 257 93
per day Median 29 33 197 56
Max 572 481 1610 765

75th % §5 72 345 112

25th % 13 15 93 26

Min 4 4 7 7

Share volume Mean 122067 172527 1458108 403953
per day Median 60043 73637 838700 218750
Max 1947693 2310847 15638650 3926030

75th % 117040 213610 1726050 473160

25th % 22177 25843 3686350 72100

Min 2827 5052 5750 7560

Average Mean 2265 2371 5216 4302
trade Median 2185 1925 4307 3423
size Max 5832 18286 18343 26328
75th % 2991 2934 6331 4932

25¢h % 1372 1408 3254 2423

Min 572 871 746 874

Average Mean 0.11 0.10 0.09 0.09
Half-Spread Median 0.10 0.10 0.08 0.08
%) Max 0.50 0.19 0.16 0.20
75th % 0.12 0.11 0.10 0.09

25th % 0.09 0.08 0.08 0.07

Min 0.07 0.07 0.06 0.06

Average Mean 0.68 0.67 0.48 0.45
Half-Spread Median 0.59 0.51 0.28 0.35
(percent Max 2.56 441 2.81 3.26
of price) 75th % 0.87 0.92 0.65 0.59
25th % 0.39 0.33 0.25 0.22

Min 0.14 0.11 0.09 0.08

Sampis: 102 NYSE tender offer target companies in 1994 and 1995. Table display cross-sectional descriptive
statistics for each of four time periods relative to date of the first tender offer announcement in the Wall Street
Journal (event datc 0). Cumulative excess returns are computed from beta-adjusted returns in the CRSP Excess
Returns File. Trades, share volume and trade size were computed from regular trades on the NYSE, excluding
opening trades and transactions executed off the primary exchange or after market close. Spreads are computed
from bid and otfer quotes on the NYSE, and exclude quotes that are non-BBO-eligible or have a non-positive spread.
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Table 3. Estimates of spreads, adverse selection components, proportions of
buyer-initiated trades, and proportions of total returns, by trade size

Panel A. Effective spreads (percent of price)

[ Trade Non-event period Pre-announcement period Difference
Size Mean Avg Trds [% Trds| | Mean Avg Trds [% Trds] | Mean (t-stat)
All 0.43 4495 [100.0%] | 0.37 6239 (100.0%) | -0.06 (-12.6)
Small 0.42 3333 [ 74.2%] 0.37 456 [71.4%) | -0.05 (-14.9)
Medium | 0.43 929 [20.7%] | 0.37 1412 [22.6%] | -0.06 (-9.1)
Large 0.44 233 [5.2%] ] 0.39 372 (6.0%] | 005 (-5.1)

Panel B. Adverse selection component of spreads (percent of spread)

Trade Non-event period Pre-announcement period Difference

Size Mean AvgTrds (% Trds] | Mean Avg Trds (% Trds] | Mean (t-stat)
All 10.87 4495  [100.0%] | 10.16 6239 [100.0%] | -0.72 (-1.2)
Small 8.04 3333 [ 74.2%] | 7.34 4456 [ 71.4%] | -0.70 (-1.5)
Medium | 16.80 929 [20.7%] | 15.70 1412 [22.6%] | -1.10 (-09)
Large | 24.93 233 [5.2%] | 2213 372 (6.0%] | 280 (-1.4)

Pznel C. Proportion of buyer-initiated minus seller-initiated trades (percent of trades)

Trade Non-event period Pre-announcement period Difference

Size Mean Avg Trds [% Trds] | Mean Avg Trds [% Trds] | Mean (t-stat)
All 5.02 4495 [100.0%] 8.29 6239 (100.0%) 3.26 ( 5.6)
Small 470 3333 [74.2%] | 8.65 456 [714%] | 395 (68)
Medium | 5.94 929 [20.7%] | 8.83 1412 [226%] | 289 (3.6)
Large 6.00 233 [5.2%)] 1.59 372 [6.0%] | -441 (-3.3)

Panel D. Proportion of Total Returns (percent of total return)

Trade Non-event period Pre-announcement period Difference

Size Mean AvgTrds [% Trds] | Mean Avg Trds [% Trds] | Mean (t-stat)
All 100.00 4495 [100.0%) | 100.00 6239 (100.0%] | -0.00 (-0.0)
Small 0.55 3333 [74.2%)] | 65.83 4456 [ 71.4%] | 65.28 (0.4)
Medium | 80.55 929 [20.7%] | 25.89 1412 [ 22.6%] | -54.65 ( -0.6)
Large 18.91 233 [ 5.2%) 8.28 372 [6.0%] | -10.62  (-0.4)

Sample: 102 NYSE tender offer target companies in 1994 and 1995. Non-event period is days -249 to -220 relative
to date of the first tender offer announcement in the Wall Street Journal; pre-announcement period is days -31 to
-2. The table reports estimates of effective spreads (calculated as the absofute difference between trade price and
prevailing midquote as a percentage of midquote price), adverse selection component of the spread (as a percentage
of effective spread), proportion of buyer-initiated minus seller-initiated trades (as a percentage of total trades), and
proporticn of total midquote returns classified by trade size. In the pre-announcement period, transactions for all
securities are pooled, and reported numbers are time-series averages and t-statistics from daily statistics. Small,
medium and large trade categories are based on the 75th and 95th percentiles of trade sizes for each company in the
30-day non-event period. Only regular trades (excluding opening and after market close) and BBO-eligible quotes
with positive spreads originating on the NYSE were used.
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Table 4. Estimates of spreads and adverse selection components, by buyer- or
seller-initiation

Panel A. Effective spreads (percent of price)

Trade Non-event period Pre-announcement period Difference
Size Mean AvgTrds [% Trds] | Mean Avg Trds (% Trds] | Mean (t-stat)
Buyer-initiated
All 0.42 2351 [100.0% 0.37 3378 [100.0%) [ -0.05 (-8.6)
Small 0.42 1738 [ 73.9% 0.36 2418 [ 71.6% -0.05 (-9.2)
Medium 0.43 490 [20.9% 0.37 70 [22.8%] | -0.06 (-7.4)
Large 0.43 123 [52% 0.40 189  [5.6%] ] -0.03 (-2.9)
Seller-initiated
Al 0.43 2125 [100.0%] | 0.37 2840 [100.0%) | -0.06 (-20.5)
Small 0.43 1581 [ 74.4% 0.37 2021 [71.2% -0.05 (-27.8)
Medium 0.4 435 [20.5% 0.57 638 [22.5%] | -007 (-10.4)
Large 0.46 109 [5.1% 0.38 181 [6.4%) ) -007 (-7.1)

[Buys minus Sells
Al -0.01 4476 [100.0% -0.01 6218 [100.0% 0.01 (1.2)
Small -0.01 3318 [ 74.2% -0.01 4440 [ T1.4% -0.00 (-0.1)
Medium -0.01 926 [ 20.7%] | -0.00 1408 [226%] | 001  (24)
Large -0.03 231 [52%) | 0.01 3716 [6.0%] | 004 (3.9)

Panel B. Adverse selection component of spreads (percent of spread)

[ Trade Non-event period Pre-announcement period Difference

| Size Mean AvgTrds (% Trds] | Mean Avg Trds (% Trds] | Mean (t-stat)
Buyer-initiated o
All 11.33 2351 [100.0%] | 12.06 3378 [100.0%) 0.73 ( 0.6)
Small 8.77 1738 [ 73.9%) 8.37 2418 [ 71.6% -0.40 (-0.4)
Medium 17.21 490 {20.9% 18.30 770 [ 22.8% 1.10 (0.4)
Large 21.27 123 [5.2%] | 30.83 189 [56% | 956 (2.6)
Seller-initiated
All 12.32 2125 {100.0% 10.83 2840 [100.0% -149 (-1.4)
Small 8.06 1581 [ 74.4% 7.35 2021 [ 71.2% -0.71 (-0.7)
Medium 18.69 435 [20.5% 17.91 638 [22.5% -0.78 (-0.3)
Large 39.48 109 [5.1%] | 21.35 181  [6.4%] | -18.14  ( -4.6)
Buys minus Sells
All -0.99 4476  [100.0%)] 1.22 6218 [100.0%) 2.22 (2.0)
Small 0.71 3319 [ 74.2%) | 1.02 4440 [714%| | 031  (0.2)
Medium -1.48 926 [ 20.7%) 0.39 1408 [ 22.6%]} 1.88 ( 0.6)
Large -18.21 231 [5.2%] | 9.48 370 [6.0%) | 27.69 (5.5)

Sample: 102 NYSE tender offer target companies in 1994 and 1995. Non-event period is days -249 to -220 relative
to date of the first tender offer announcement in the Wall Street Journal; pre-announcement period is days -31 to
-2. The table reports estimates of effective spreads (calculated as the absolute difference between trade price and
prevailing midquote as a percentage of midquote price) and adverse selection component of the spread (as a
percentage of effective spread) classified by trade size and whether buyer- or seller-initiated. In the
pre-announcement period, transactions for all securities are pooled, and reported numbers are time-series averages
and t-statistics from daily statistics. Small, medium and large trade categories are based on the 75th and 95th
percentiles of itrade sizes for each company in the 30-day non-event period. Only regular trades (excluding opening
and after market close) and BBO-eligible quotes with positive spreads originating on the NYSE were used.
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Table 5. Estimates of spreads, adverse seiection components and proportions of
buyer-initiated trades, by trade sequence

Panel A. Effective spreads (percent of price)

Trade Non-event period Pre-announcement period Difference
Size Mean _Avg Trds [% Trds] | Mean Avg Trds (% Trds| | Mean (t-stat)
Continuations

All 0.43 3006 [100.0%) | 0.37 4318 (100.0%)] | -0.05 (-114)
Small 0.42 2288 [73.9%] | 0.37 3068 [71.1%] | -0.05 (-13.8)
Medium 0.43 653 [21.1%] | 0.37 1000 ([23.2%] | -0.06 (-7.8)
Large 0.45 155 [5.0%] | 0.40 250 [5.8%] | -005 (-4.3)
Reversals

All 0.43 1400 [100.0%) 0.37 1921 [100.0%] | -0.06 (-14.5)
Small 0.42 1045 [74.7%] | 037 1388 [ 72.2%] | -0.05 (-15.3)
Medium 0.44 277 [19.8%] | 037 412 [21.4%] | -0.07 (-12.0)
Large 0.43 77 [55%] | 037 122 (63%] | -005 (-5.7)

Panel B. Adverse selection component of spreads (percent of spread)

[ Trade Non-evect period Pre-announcement period Difference
Size Mean Avg Trds [% Trds| | Mean Avg Trds (% Trds] | Mean  (t-stat)
Continuations
All 12.39 3096 [100.0%] | 11.51 4318 [100.0%} | -0.88  (-1.5)
Small 9.74 2288 [ 73.9%] | 8.4 3068 [71.1%] | -091 (-1.7)
Medium 17.92 653 [21.1%] | 16.35 1000 [23.2% -1.57 (-1.3)
Large 25.43 155  [5.0%)] | 23.72 250 (5.7 | -1L.71  (-0.9)
Reversals
All 7.33 1400 [100.0%) 7.20 1921 [100.0% -0.33 (-0.3)
Smail 4.28 1045 [74.7%] | 4.04 1388 [722%)] | -0.24 (-0.3)
Medium 14.30 277 [ 19.8%] | 14.37 412 [21.4% 0.07 (0.0)
Large 23.88 77 [3.5%] | 18.11 122 [6.3%] | -5.76 (-1.9)
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Panel C. Proportion of buyer-initiated minus seller-initiated trades (percent of trades)

Trade Non-event period Pre-aonouncement period Difference
Size Mean Avg Trds (% Trds] | Mean Avg Trds (% Trds] | Mean (t-stat)
Continuations
All 7.26 3096 (100.0%] | 11.90 4318 (100.0%] | 464 (5.7)
Small 6.47 2288 [ 73.9%] | 12.08 3068 [ 71.1%) 5.61 (7.0)
Medium 9.66 653 [2L1%)] | 12.56 1000 [23.2%] | 290 (24)
Large 8.83 155 (5.0%) | 6.77 250  [5.8%] | -2.06 (-11)
Reverscls
All 0.07 1400 [100.0%] | 0.10 1921 [100.0%) | 003  (0.4)
Small 0.82 1045 [74.7%] | 1.03 1388 [72.2%) | 0.2t  (0.8)
Medium .2.83 277 [19.8%] | -0.30 412 [214%] | 253  (25)
Large 0.34 77 [5.5%] | -9.35 122 [6.3%] | -9.70 (-5.2)

Sample: 102 NYSE tender offer target companies in 1994 and 1995. Non-event period is days -249 to -220 relative
to date of the first tender offer announcement in the Wall Street Journal; pre-announcement period is days -31 to
-2. The table reports estimates of effective spreads (calculated as the absolute difference between trade price and
prevailing midquote as a percentage of midquote price) and adverse selection component of the spread {as a
Foetcentage of effective spread) classified by trade size and sequence. In the pre-announcement period, transactions

r all securities are pooled, and reported numbers are time-series averages and t-statistics from daily statistics.
Small, medium and large trade categories are based on the 75th and 95th percentiles of trade sizes for each
company in the 30-day non-event period. A continuation is a trade following a prior same-day trade of the same
sign (both trades initiated by buyers or both by sellers). A reversal is a trade following a prior same-day trade of a
different sign (one trade initiated by a buyer and the other by a seiler). Only regular trades (excluding opening and
after market close) and BBO-eligible quotes with positive spreads :riginating on the NYSE were used.
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Table 6. Estimates of spreads, adverse selection components, and proportions of
buyer-initiated trades, by trade size, sequence and buyer- or seller-initiation, for 29
largest tender-offer target companies

Panel A. Effective spreads (percent of price)

Trade Non-event period Pre-announcement period Difference
Size Mean AvgTrds [% Trds] | Mean Avg Trds [% Trds] | Mean (tstat)
All 0.27 2621 (100.0%] | 0.24 3956  (100.0%] | -0.03 (-16.2)
Small 0.27 1957 [ 74.7%] 0.24 2838 [71.7%] | -0.03 (-17.9)
Medium 0.28 530 [ 20.2%] 0.25 893 [22.6%} | -0.03 (-10.1)
Lacge 0.28 133 [5.%] | 0.24 225 (5.7%] | -0.04 (-89)

Buyer-initiated

All 0.27 1382 {100.0%) | 0.24 2163 [100.0%] | -0.03 (-17.2)
Small 0.27 1032 [74.7%] | 0.24 1565 [72.4%) | -0.03 (-18.6)
Medium 0.27 279 [20.2%] | 0.24 484 [22.4%] | 003 (-99)
Large 0.28 71 [51%| | 025 114  [53%] | -0.03 (-5.9)

Seller-initiated

All 0.28 1230 [100.0%] | 0.25 1784  [100.0%] | -0.03 (-11.0)
Small 0.27 919 [74.7%] | 0.25 1266 [ 71.0%] | -0.02 (-10.0)
Medium 0.28 248 [202%] | 0.25 407 [228%] | -0.03 (-8.4)
Large 0.28 62 [50%] | 0.4 110 [6.2%] | -0.05 (-88)

Panel B. Adverse selection component of spreads (percent of spread)

Trade Non-event period Pre-announcement period Difference

Size Mean AvgTrds (% Trds] | Mean Avg Trds (% Trds] | Mean (tstat)
All 5.24 2621 [100.0%] | 4.04 3956 [{100.0%) | -1.21 (-4.2)
Small 4.05 1957 [ 74.7%]| 2.79 2838 [71.7%] | -1.26 (-3.7)
Medium 7.86 530 [20.2%] | 6.62 893 [226%] | 124 (-2.1)
Large 1091 133 [5.1%] 9.33 225 (5.7%] | -1.58 (-1.4)

Buyer-initiated

All 5.41 1382 [100.0%] | 4.57 2163 [100.0%] | -0.83 (-1.2)
Smal! 3.88 1032 [ 747%] | 2.29 1565 [ 72.4%) | -1.59 (-1.9)
Medium 8.11 279 (20.2%] | 7.52 484 [224%] | 059 (-0.5)
Large 1173 71 [51%)] | 15.80 114 [53%] | 407 (16)

Seller-initiated

All 4.92 1230 [100.0%] | 2.23 1784  [100.0%] | -2.69 (-3.0)
Small 3.69 919 [747%) | 0.86 1266 [71.0%] | -2.83 (-3.1)
Medium 7.30 48 [202%] | 5.58 407 [228%) | -1.712 (-1.0)
Large 10.48 62 [50% | 864 110 [6.2%] | -1.84 (-0.4)
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Panel C. Proportion of buyer-initiated minus seller-initiated trades (percent of trades)

Trade Non-event period Pre-announcement period ~Difference
Size Mean AvgTrds (% Trds| | Mean Avg Trds [% Trds] | Mean (tstat)
All 5.80 2621 (100.0%] 9.35 3956 [100.0%] 355 (54)
Small 5.75 1957 [ 74.7%] | 10.29 2838 [ 71.7%) 454 (6.3)
Medium 5.76 530 [ 20.2%) 8.28 893 [ 22.6%] 252 (29
Large 6.67 133 [ 5.1%]) 1.49 225 [5.7%) | -5.18 (-2.8)
Continuations

All 8.31 1812 [100.0%] | 13.43 2747  {100.0%)] 35.12 (5.5)
Small 7.79 1345 [ 74.2%] | 14.11 1957 [ 71.3%) 632 (64)
Medium 9.81 379 [209%) | 12.32 640 [233%) 251 (20)
Large 9.80 88 [4.8%] | 8.69 150  [55%] [ -111  (-0.4)
Reversals

All 0.18 809 [100.0%] [ 0.05 1209 (100.0%] | -0.13 (-2.0)
Small 1.27 613 [ 75.7%] 1.79 881 [ 72.8%) 0.51 ( 1.6)
Medium -4.42 151 [18.6%] | -1.96 254 [21.0%] | 245 (23)
Large 0.66 46  [57%] | -13.39 75 [6.2%] | -14.25 (-T.1)

Sample: 29 NYSE tender offer target companies in 1994 and 1995 in CRSP decile ten (largest size class). Non-event
period is days -249 to -220 relative to date of the first tender offer announcement in the Wall Stree: Journal;
pre-announcement period is days -31 to -2. The table reports estimates of effective spreads (calculated as the
absolute difference between trade price and prevailing midquote as a percentage of midquote price), adverse
selection component of the spread (as a percentage of effective spread), proportion of buyer-initiated minus
seller-initiated trades (as a percentage of total trades), and proportion of total midquote returns classified by trade
size, sequence and whether buyer- or seller-initiated. In the pre-announcement period, transactions for all securities
are pooled, and reported numbers are time-series averages and t-statistics from daily statistics. Small, medium and
large trade categories are based on the 75th and 95th percentiles of trade sizes for each company in the 30-day
non-event perios. A continuation is a trade following a prior same-day trade of the same sign (both trades initiated
by buyers or both by sellers). A reversal is a trade followin;, a prior same-day trade of a different sign (one trade
initiated by a buyer and the other by a seller). Only regular trades (excluding opening and after market close) and
BBO-eligible quotes with positive spreads originating on the NYSE were usei
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Table 7. Estimates of spreads, adverse selection components, and proportions of
buyer-initiated trades, by trade size, sequence and buyer /selier-initiation, for §1
tender-offer target companies with largest price run-ups

Panel A. Effective spreads (percent of price)

Trade Non-event period Pre-announcement period “Difference
Size Mean AvgTrds [% Trds] | Mean Avg Trds (% Trds] | Mean (t-stat)
Al 0.47 1826 [100.0%] | 0.39 3026 [100.0%)] | -0.08 (-19.6)
Small 047 1351 [ 74.0%] | 0.39 2081 [ 68.8%| | -0.08 (-20.1)
Medium 0.48 378 [20.7%] | 0.38 742 [24.5%] | 0.10 (-16.5)
Large 0.49 98  [5.3%) | 040 203 [6.7%] | 009 (-9.4)

Buyer-initiated

All 0.48 930 [100.0%] | 0.39 1660 [100.0%) | -0.09 (-17.2)
Small 0.48 681 [73.2% | 0.39 1132 [68.2%] [ -009 (-16.3)
Medium 0.48 197 [21.2%] | 0.38 422 [254%) | -0.10 (-16.6)
Large 0.46 52 [5.6%) | 0.40 106 [64%] | -0.06 (-5.5)

Seller-initiated

All 0.6 88  (1000%] | 0.39 1356 (100.0%] | -0.07 (-16.9)
Small 0.45 664 [748%) | 0.39 942 [ 69.3%] | -0.06 (-17.1)
Medium 0.48 179 [201%] | 0.39 318 [233%) | 009 (-123)
Large 0.52 45 [51%] | 0.39 9% [ 7.1%] | 012 (-114)

Panel B. Adverse selection component of spreads (percent of spread)

[ Trade Non-event period Pre-announcement period Difference |
Size Mean AvgTrds (% Trds] | Mean Avg Trds [% Trds) [ Mean (t-stat) |
All 13.00 1826 [100.0%] | 12.67 3026 [100.0%] | -0.33 (-03)
Small 9.51 1351 [ 74.0%] | 9.30 2081 [68.8%| | -021 (-0.3)
Medium 20.10 378 [20.7%)] | 20.30 742 (245%] | 020  ((.1)
Large 3121 98  [5.3%] | 21.90 203 [6.7%] | 932  (-3.4)

Buyer-initiated

All 12.74 930 [100.0%] | 17.63 1660 [100.0%] | 4.89  (23)
Small 9.48 681 [ 73.2%] | 12.95 1132 [68.2%] | 347 (17)
Medium 21.38 197 [ 21.2%] | 27.94 422 [254%) | 636 (1.5
Large 29.09 52 [5.6%)] | 28.52 106 [64%] | -057 (-0.1)

Seller-inisiated

All 17.93 888 (100.0%] | 14.40 1356 [100.0%] | -3.53 (-1.8)
Small 12.60 664 [74.8%] | 9.70 942 [69.5%] | -200 (-1.5)
Medium 23.91 179 [20.1%] | 24.03 313 [235%) | 012  (0.0)
Large 51.14 45 [5.1%) | 22.49 96 [7.1%] | -28.64 (-5.0)
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Panel G, Proportion of buyer-initiated minus seller-initiated trades (percent of trades)

[ Trade Non-avent period Pre-announcement period Difference
Size Meaz Avg Trds (% Trds] | Mean Avg Trds [% Trds] | Mean (t-stat)
All 2.31 1826 [100.0%} 9.43 3026 [100.0%] 7.12 (8.3)
Small 1.28 1351 [ 74.0%] | 8.87 2081 [68.8%] [ 7.60 (8.6)
Medium 4.87 378 [20.7%) | 12.40 742 [245%] | 753 (5.7)
Large 6.62 98  [5.3%] | 247 203 [67%] | 415 (-2.2)
Continuations
All 3.32 1255 [100.0%] 13.39 2115 (100.0% 10.07 (8.3)
Small 1.99 629 | 74.1%) | 12.49 1450 [68.6% 10.49 (8.8)
Medium 7.21 261 [20.8%] | 16.95 527 (24.9% 9.74 (5.2)
Large 6.76 64 [51%] | 691 138 [65%] | 015 (0.)
Reversals
All 0.08 371 [100.0%] 0.26 911 (100.0% 0.18 (2.1)
Small -0.29 421 [73.8%) | 063 631 [69.3%] | 092 (18)
Medium .0.37 116 [203%] | 113 215 [23.6%] | 150 (1.0
Large 6.36 34 [5.9%] | -7.30 65 [7.1%] | -13.66 (-4.9)

Sample: 51 NYSE tender offer target companies in 1994 and 1995 with the largest price run-ups in the
pre-announcement period. Non-event period is days -249 to -220 relative to date of the first tender offer
announcement in the Wall Street Journal; pre-announcement period is days -31 to -2. The table reports estimates
of effective spreads (calculated as the absolute difference between trade price and prevailing midquote as 2
percentage of midquote price), adverse selection component of the spread (as a percentage of effective spread),
proportion of buyer-initiated minus seller-initiated trades (as a percentage of total trades), and proportion of total
midquote returns classified by trade size, sequence and whether buyer- or seller-initiated. In the pre-announcement
period, transactions for all securities are pooled, and reported numbers are time-series averages and t-statistics from
daily statistics. Small, medium and large trade categories are based on the 75th and 95tk percentiles of trade sizes
for each company in the 30-day non-event period. A continuation is a trade following a prior same-day trade of the
same sign (both trades initiated by buyers or both by sellers). A reversal is a trade following a prior same-day trade
of a different sign (one trade initiated by a buyer and the other by a seller). Only regular trades (excluding opening
and after market close) and BBO-eligible quotes with positive spreads originating on the NYSE were used.
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Table 8. Weighted least-squares regression estimates of the difference in cumulative
returns between pre-announcement and non-event periods on dummy variables for
trade size and sequence, and differences in share volume occurring in that category

_R_egreu.sor Coeflicient  (t-stat)
Small 238  (3.75)
Medium 1.35 (2.11)
Large 022 (0.36)
Continuations 1.82  (2.85)
Volume -0.03 (-0.08)
R? 0.096
F-value 12.924
p-value 0.0001
# Obs 612

Sample: 102 NYSE tender offer target companies in 1994 and 1995. The pre-announcement period is days -31
through -2 in relation to date of first tender-offer announcement in the Wall Street Journal; and the non-event
parim?h is days -249 chrough -220. Table 8 presents the results from estimating the following regression equation

E-YR-ET-.nu.uq = Zﬁ.nuDun + ﬂ.quuq +ﬂ.uV0‘i.nn.uq

where the dependent variabie EXRET, size.seq iS the difference between the pre-announcement and non-event
periods for company i of cumulative midquote returns from all trades in the same size/sequence category . Trades
are classified into categories by size (Small, Medium or Large) and seBuence (Reversals or Continuations). D, is a
dummy variable corresponding to he three trade size categories, and D, is a dummy variable indicating if the
trade is a continuation sequence. Vol is the difference in share volume for company i in trade size/sequence
category c between the pre-announcement and noa-event period, in millions of shares. The weights are equal to the
abs:ﬁute difference in cumulative stock midquote returns for company i between the pre-announcement and
non-event periods.
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Chapter 3

Introduction

A large body of research has examined analysts’ earnings forecasts to test the ratio-
nal expectations hypothesis, treating the forecasts as if they were the expectations
of the analysts. Earnings estimates from sell-side brokerage firms are routinely col-
lected by services such as I/B/E/S, Zacks, Standard and Poor’s and First Call, and
disseminated to institutional investors, along with the names of the analysts making
the estimates. Their forecasts are routinely held to the “market test” every three
months when actual company earnings are announced. Since analysts’ livelihoods!
depend directly on the accuracy of their forecasts, and since we can observe the same
forecasts that the analyst sells, it appears plausible that these forecasts accurately
measure the analysts’ expectations.

Existing empirical evidence indicates that analyst forecasts of corporate earnings
do not meet the standards of the rational expectations hypothesis. In particular, pre-
vious research has documented analysts’ tendency to overestimate corporate earnings
in frequency and magnitude. Examples are Abarbanell (1989), Brown, Foster and
Noreen (1985) and Stickel (1990) using Value Line, I/B/E/S and Zacks data sources
respectively.

In this paper, we consider an environment in which analysts forecast company

1Stickel (1992) documents that analysts who make the Institutional Investors’ All-Star Team, an
important factor in determining analysts’ compensation, produce more accurate earnings forecasts
than other analysts.
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earnings (and are compensated based on the accuracy of their forecasts) but where
the company's management is a key source of firm-specific information. In this envi-
ronment, analysts seek to minimize the mean squared error of earnings forecasts, but
their optimal reported forecasts are positively biased. This result can be understood
by observing that mean squared error can be decomposed into two components: the
(squared) bias and variance of the forecast. By reporting a positively biased forecast
in order to cultivate management relations, analysts seek to obtain access to better
information that could reduce the variance and hence the conditional expected total
error of their reported forecast. In other words, analysts are rationally biased: the
optimal forecast that minimizes mean squared error differs from the expected value
by a positive amount.

There is significant anecdotal evidence of the pressure on analysts to produce
accurate forecasts and, at the same time, maintain management relationships and
access. The Wall Street Journal® reported the dismissal of “widely-quoted aerospace

analyst” by Prudential Securities, his employer of 13 years.

[The analyst] had fallen from grace at Prudential for calls on prospects
for two companies — General Dynamics Corp and Boeing Co. [The ana-
lyst] also said Prudential had wanted its analysts named to an “all-star”
list produced by Institutional Investor magazine, which he hadn’t made
since 1989. [The analyst] added that he believes the firing may also have
reflected complaints to Prudential by General Dynamics managers. In
1991 first quarter, with General Dynamics’ stock trading at about $30 a

share, [the analyst] urged investors to sell General Dynamics’ stock.

Top management and invesiment contacts at followed firms may limit or elimi-
nate the analyst’s flow of information if he issues unfavorable ratings. Pratt (1993)
reports that General Motors has been known to tell analysts explicitly that their
phone calls will not be returned if they drop its ratings below neutral. Following the

much-publicised dismissal of a Janney Montgomery Scott casino analyst who angered

2Wwall Street Journal, November 5, 1992.
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billionaire Donald Trump by suggesting that Trump's lavish new Taj Mahal Casino
Resort might not succeed, the St Petersburg Times® reported that

most [analysts] learn early on that telling the unvarnished truth is no
way to win friends in the executive suite. The most frequent punishment
companies mete out is the “deep freeze”. Take St. Petersburg stock
analyst Harry Katica, who earlier this year was recommending stock in
Silk Greenhouse Inc. to clients of Raymond James & Associates. When
he stopped saying “buy” and advised investors to “hold”, officials at the

Tampa retailer simply stopped returning his telephone calls.

In the next section, we examine this “management access” story more formally,
and show that it generai;es some auxiliary empirical implications that can be tested
by examining the cross-section of earnings forecasts. To preview, we expect that com-
panies with more uncertain information environments would be associated with more
optimistic forecasts since analysts have more to gain informationaliy by being posi-
tively biased. Also, analysts for whom cultivating relationships are more important
for gaining management access, such as those employed by smaller regional broker-
age firms rather than a large top-tier broker, would tend to issue more optimistic
forecasts.

Prior research has suggested and tested alternative hypotheses to explain the
optimistic bias in analysts’ forecasts. Some papers have suggested that analysts face
payoff structures that provide incentives to produce forecasts which do not minimize
forecast errors. McNichols and O'Brien (1996) suggest that analysts initiate coverage
of a stock only when they tend to have an optimistic view of the stock, because buy
ideas generate more commissions than sell recommendations - they term this tendency
a “self-selection” bias. Michealy and Womack (1995) and Lin and McNichols (1997)
document that the conflicts of interest that affect brokers who also have an investment
banking relationship with the company could pressure analysts to issue more positive

forecasts. Ito (1990) finds that exchanges rates forecasts are systematically biased

3St. Petersburg Times, August 5, 1990.
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toward scenarios that would benefit the forecaster’s employer. These studies have
been more successful empirically in explaining why analysts tend to issue more “buy”
recommendations than “sells”, but have not been able to explain biases in earnings
forecasts. Whereas earnings forecasts are objective and are easily subjected to the
market test, analysts’ recommendations are qualitative and subjective, that depend
on judgements of stock price valuations and longer term prospects, and hence more
easily influenced by the alternative incentive schemes suggested above than minimum
forecast error considerations.

For forecasts collected by I/B/E/S, Philbrick and Ricks (1991) and Keane and
Runkle (1997) have pointed out that because I/B/E/S forecasts are generally of
ordinary continuing earnings, comparisons with reported earnings may be affected
by unusual accounting items. In particular, management may report discretionary
charges, usually large asset write-offs or restructuring expenses, as above-the-line spe-
cial items. These cases may generate extreme negative earnings that skew measures
of overall forecast bias.

We identify those forecasts in our sample that are most likely to be affected by
these alternative “self-selection” and “conflict-of-interest” hypotheses, or are affected
large discretionary accounting charges. We find that these factors do not explain
away the positive bias in earnings forecasts. Our main empirical tests suggest that
consensus forecast bias is concentrated in small and volatile companies, or that have
recently experienced negative earnings surprises or stock returns. Also, relative to
others following the same company, analysts employed by smaller brokerage firms
tend to issue more optimistic forecasts.

In a study of Value Line forecasts, Francis and Philbrick (1993) show that in when
stock recommendations are prepared by other persons, but analysts are responsible for
earnings forecasts and management relations, analysts do not produce forecasts with
minimal error, but issue forecasts that are optimistic for “sell” stocks than for “buy”
stocks. However, their results relate to a specific, perhaps unusual, environment for
analysts employed by a particular company, Value Line.

We also do not directly address the “efficiency” property of rationality, which has
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been the subject of other research. DeBondt and Thaler (1930) suggest that ana-
lysts exhibit behavioral biases by overreacting to past information, while Ababanell
(1992) provides evidence that analysts underreact to the information in past earnings
announcements. Related research using macroeconomic forecasts have argued that
forecasters may deliberately garble their own forecasts to gain reputation or pub-
licity. Scharfstein and Stein (1992) demonstrates that reputation concerns can lead
to herding of forecasts. Lamont (1995) hypothesizes that a forecaster’s willingness
to make predictions that deviate from the consensus may vary systematically with
his level of experience or seniority. Analyzing forecasts of GNP and GDP from an
annual Business Week survey, he finds that forecasters who have been in the industry
longer exhibit a greater willingness to deviate from the consensus. Laster, Bennett
and Geoum (1996) develop a model that shows how forecasters’ efforts to balance
twin objectives of accuracy and publicity can lead them to produce biased macroeco-
nomic forecasts. Forecasters seeking publicity will predict values that are not tightiy
clustered around a consensus, as these forecasts would then have little or no chance
of winning them widespread attention. However, while these stories predict that the
distribution of errors may be too tight or too disperse, they do not address why the
mean bias is positive.

The rest of our study proceeds as follows. In Section 2, we describe more formally
how management access considerations lead analysts to trade off bias and precision in
forming minimum error forecasts of earnings, and the auxiliary empirical implica‘ions
that this story generates. In Section 3 we perform some preliminary exploratory
analyses of the I/B/E/S database of individual analysts’ forecasts, and show that
the specific factors described abhove do not drive away the optimistic bias. Section 4
reports our main empirical tests of the predicted relationships between forecast bias

and company and analyst characteristics. We conclude in Section 5.
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3.1 Rational Bias

Assume that the analyst is tasked to publish an earnings forecast which minimizes
expected squared deviation between the forecast and actual earnings. Furthermore,
he is able to observe a noisy private signal of company’s esrnings, presumably through
research and company visits. Our key assumption is that the analyst, in publishing
a biased forecast, can control the precision of his private signal. Through cultivating
management relations by appearing to be favorable, the analyst can gain access to
publicly-unavailable company information.

Specifically, assume that the analyst observes I, a noisy signal of company’s
earnings X. He publishes a forecast f( , SO as to minimize mean squared error, which

can be decomposed into a conditional squared bias and a conditional variance term.

Ming E((X — X)%L] = Min, * + Var(X|I,) (3.1)

where b is the conditional bias X — X .

Let

1. X be normal with mean 0 (without loss of generality) and variance o2 (or

precision )
2. the signal be [; = X + ¢,

3. and the noise term ¢, be normal with mean 0 and variance o2 a function of biss
b (or precision 7(b)); then
T+ H : (b
4. the conditional expectation of X is ﬁﬁf—oh

1

5. the conditional variance of X is e

Hence the loss function can be written as

1

Miny b2 + ——
W 0" + To + T(b)

(3.2)

and the first-order condition is
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'(b)

o ——————————— 3.3
2(mo + 7(b))? (3:3)
A static analysis of this first order condition immediately suggests the two follow-

ing propositions.

PROPOSITION 1

If earnings are less predictable (7o is small), then optimism b increases. Intuitively, if.
public news about the company’s earnings prospects are unavailable, then the analyst
has more to gain informationally when giving up some positive bias. Companies that

are small or volatile are likely to have more uncertain information environments.

PROPOSITION 2

Greater optimism is observed if cultivating management relations is more important
for gaining access to private information, i.e. 7' is positive. This corresponds to the
case when the analyst is most able to improve the precision 7 of his private signal.
Analysts employed by smaller, regional brokerage ﬁrms; which possess fewer research
resources or weaker distribution networks, are probably more reliant on management

relations to gain company information.

This result that a biased estimator can possess the desirable property of having
lower sampling variability has several analogies in the field of statistical decision
theory. For example, James and Stein (1961) demonstrated a biased estimator in a
linear regression setup with more than 2 regressors that dominated the conventional
least squares-maximum likelihood estimator under a mean squared loss performance
measure.

We also note that the first order condition to the analyst’s forecasting problem
resembles closely the form for the optimal predictor under the “linex” loss function
introduced by Varian (1974) and further studied by Zellner (1986). The linex loss
function, an algebraically convenient example of an asymmetric utility function, is

given by:
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L(z) = b[e** — az — 1] (3.4)

The linex loss function is so-named for its almost linear shape on one side of
the origin, and almost exponential slope on the other. The parameter a plays an
important role in the shape of the linex loss function. Quadratic loss is approximately
nested within linex loss, because if a is small, one can approximate the loss function
by its first two Taylor expansion terms which yields just a quadratic loss function.
When z is a Gaussian variate (with mean 0 and standard deviation ¢, without loss
of generality), the optimal predictor is given by:

§a2 (3.5)

(]

By comparison to our setup, if the slope of the relationship function 7(b) is con-
stant, then our stylized model of the analyst’s forecasting problem can be expressed
as a linex loss function. This result links our work to recent developments in economic
theory (such as the “loss aversion” utility theory of Kahneman and Tversky (1979))
and demonstrates an example of how asymmetric loss may arise quite naturally in

economic problems.

3.2 Data

Our forecast data is from the Institutional Brokers Estimate System, or I/B/E/S. We
use both the Detail and Summary versions of the data. The Detail database consists
of individual analysts’ forecasts of earnings per share made between 1983 and 1997 by
analysts at over 300 brokerage firms. The individual forecasts are used by I/B/E/S
to compute monthiy Summary information, such as means, medians and standard
deviations.

Each entry in the database represents an individual forecast and contains the com-
pany ticker, broker identifier, analyst identifier, estimate and forecast date. Analyst

codes are used to identify analysts on the academic tape. These codes remain with an
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analyst as he moves from broker to broker. Some entries to the dataset are forecasts
supplied by individual analysts and others are supplied by teams of analysts. The an-
alyst codes on the academic tapes do not distinguish between individuals and teams.
While all major brokerage firms are included in the dataset, most of the brokers are
regional firms. It is not known what percentage of the overall analyst population
is included in the detail tape, but analysts have an incentive to supply forecasts to
I/B/E/S. The corporate version of the tape includes analysts’ names and is sold to
money managers. This provides the analysts with exposure. Also, any analyst who
is employed by a broker that provides forecasts to I/B/E/S is required to supply
forecasts to I/B/E/S for any firms followed.

I/B/E/S also supplies an Actuals file that reports actual earnings per share. Some
companies are followed on a primary EPS basis and others are followed on a fully
diluted EPS basis. I/B/E/S makes any necessary adjustments to forecasts so they are
on the same basis that the firm is normally followed. I/B/E/S culls earnings reports
from newswires, newspapers and brokers themselves. However, there are known prob-
lems with data alignment in the reported I/B/E/S earnings data. Philbrick and Ricks
(1991) examine this issue in detail. They identified numerous cases where the actual
1/B/E/S EPS for quarter ¢ was, in fact, the actual EPS for quarter ¢ — 1. Once this
misalignment arose for particular firm, it persisted through all remaining quarters.
They report that these problems with actual EPS appear have been mitigated for re-
cent reported earnings. Because of this alignment problem, and to be consistent with
the literature, we use data for actual EPS from Compustat’s Industrial Quarterly files
of active and inactive companies*.

Table 1 provides some summary characteristics of the I/B/E/S Detail File. Panel
A is based on firms with quarterly earnings forecasts in the I/B/E/S Detail File.
Quarterly detail estimates from I/B/E/S became available starting in late 1983. 2451
companies with fiscal quarter end dates in 1984 were covered, and this rose to 5973
in 1996. Most of the increase can be attributed to improved coverage of small and

medium-sized companies (CRSP decile 7 and smaller) and of NASDAQ-listed compa-

“We matched companies from the CRSP, Compustat and I/B/E/S using 8-digit CUSIP identifiers.
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nies. Panel B reports the number of brokerage firms that reported either a quarterly
or znnual earnings estimate for a fiscal period ending in each year; and the the distri-
bution of the number of analysts employed by each broker. The number of brokerage
firms ranged from 140 at the beginning of our sample to 303 in 1996 of 1996. Each
broker employed about 18 analysts; most of the brokerage firms (80 percent) em-
ployed fewer than 30 analysts, but the very largest brokers (at the 95th percentile)
employed at least 60 to 70 analysts. Panel C shows the number of analysts providing
annual or quarterly earnings forecasts in each year, as well as the distribution of the
number of companies each analyst followed. An average analyst covered about 15

different companies.

3.2.1 The Distribution of Forecast Bias

We now examine the distribution of quarterly consensus earnings estimates. The con-
sensus estimate for a company is taken to be the median of the unrevised estimates
of a quarter’s earnings across all brokerage firms in the Detail file®. When a broker
issues more than one forecast for the same firm for the same quarter, we use the most
recent. The consensus forecast bias is computed by subtracting the Compustat earn-
ings per share before extraordinary items expressed on the same primary or diluted
share basis as recorded in I/B/E/S. We report forecast bias both in terms of cents
per share (denoted as BIAS), and as a percentage of quaster end stock price (denoted
as PCTBIAS) to eliminate heteroskedasticity®.

Figur; 1 graphs the time series of each quarter’s mean consensus forecast bias
across all companies, as well as for companies stratified by size according to the size

decile assigned by CRSP at its quarter end’. The optimistic bias has been consistent

SNote that this figure may differ from the Summary median estimate reported by I/B/E/S each
month to its clients and in the academic historical tapes, because I/B/E/S calculates its summaries
at fixed dates in the middle of each month.

8However, in the main empirical analyses later, we will normalize forecast bias by split-adjusted
stock price twelve months prior to the beginning of the quarter, to control for any simultaneity
effects between price and our other measures.

TLarge companies are those in deciles 8 through 10; medium companies in deciles 5 through 7;
and small companies in deciles 1 through 4. CRSP reassigns size deciles every year, hence a company
may be in a different size class at different quarter end dates.
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every quarter, although the level has been somewhat reduced in the second half of
the sample period, particularly for small companies. Table 2 provides more summary
statistics on the distribution of consensus forecast bias. Panel A reports that the time
series mean is 7.5 cents per share (or 0.93 percent of stock price), and ranged from
10.7 cents for small companies to 7.2 cents per share for large companies (3.3 percent
to 0.5 percent of stock price respectively). '

Panels B and C report summary statistics for the pooled sample of forecast bias
values. The overall median bias of 0.2 cents per share is lower than the mean of
7.0 cents (0.01 percent and 0.91 percent of stock price respectively). 50.0 percent of
the forecasts were positively biased compare to to 42.1 percent that were negative.
These panels and Figure 2 shows that the distribution is positively skewed, with large
positive biases appearing more frequently than large negative biases.

Panel D summarizes the forecast bias for each of the 29 industries (by 2-digit SIC
code provided by Compustat) with data pertaining to at least 60 companies. All of
the industries exhibited statistically significant optimistic bias when measured as a
percentage of stock price; and all but two industries (Food and kindred products and
Insurance carriers) evidenced optimistic bias in terms of cents per shars. Except for
companies in two industries, the proportion of positive forecast biases exceeded neg-

ative biases: the two exceptions are Nondepository credit institutions and Insurance

carriers.

3.2.2 Special Accounting Charges

I/B/E/S analysts forecast earnings from centinuing operations; the forecast which
I/B/E,S publishes after discontinued operations, extra-ordinary charges, and other
non-operating items have been backed out®. This usually corresponds to what GAAP
calls “income before extraordinary items” and reported by Compustat. I/B/E/S pro-
vides no specific instructions to individual analysts about the treatment of extraor-

dinary items. They refer to extraordinary items as “write downs which are at the

8See the I/B/E/S Glossary: A Guide to Understanding I/B/E/S Terms and Conventions.
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discretion of management”, while according to GAAP, not all discretionary write-
downs qualify as extraordinary. Special items are above-the-line, nonrecurring gains
and losses that Compustat includes in pretax EPS before extraordinary items and
discontinued operations. According to QAAP, they are “unusual” or “infrequent”
charges (but not both) that can be taken at the discretion of management, but not
as an adjustment to ordinary income. Philbrick and Ricks (1991) reported that on
average I/B/E/S forecasts appear tc exclude special items, while I/B/E/S actuals
are inconsistent in the treatment of such items.

Most large special items are restructuring charges and write-offs. Philbrick and
Ricks (1991) add back the entire amount of the discretionary accruals after attempting
to adjust for tax effects, while Keane and Runkle (1997) eliminated those observations
with large special items charges. We will follow the latter approach, reasoning that it
is difficult for a researcher to to come up with an unbiased after-tax estimate of what
the analysts are trying to predict if such a discretionary accrual did not occur.

Panels A and B of Table 3 show that of the 106477 observations of firm-quarter
forecast estimates, 12923 were associated with non-zero special items charges, of which
5200 were in the fourth quarter. Elliott and Shaw (1988) find that most (almost two
thirds) of their sample of firn's also took large write-offs in the fourth quarter. The
majority of special items were negative charges to income, with a mean (median) of
-29.7 (-6.0) cents per share or -3.0 (-0.35) percent of stock price. This reflects the
conservative nature of accounting: management can take large discretionary write-
downs of assets, but assets cannot be written up.

As shown in panel C, if we removed all these observations, mean forecast bias
would still be positive, but reduced by almost half from 7.0 cents to 3.6 cents per
share (or from 0.91 percent to 0.49 percent of stock price). Hence discretionary
accounting charges cannot by itself explain why earnings forecasts on average are
positively biased. Note that most of this adjustment comes from eliminating the
largest (in absolute terms) special item charges. Eliminating the 2473 observations
(roughly twenty percent of all special item charges) with special items larger than two

standard deviations of the forecas: bias (ie two times 37.6 cents) would bring mean
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forecast bias down to the 4.4 cents per share or 0.62 percent of stock price, with
a standard deviation of 34.8 cents or 5.02 percent®. We feel that this is a sensible
cut-off for removing extreme cases of special items charges, and the remainder of our

analysis uses the censored sample.

3.2.3 Stale Forecasts

A number of prior studies have documented that forecast bias is not constant across
forecast horizons. Figure 3 plots the average consensus forecast bias observed at fore-
cast horizons from 11 months before to 1 month after quarter end. At each month,
relative to quarter end, the consensus forecast bias is computed as before, but only
based on forecasts available at month end. For all three class sizes, forecast bias is
positive and decreases as the quarter end approaches. The rate of change increases
most at one month before quarter end. This corresponds to the time immediately af-
ter, for most companies, actual earnings from the prior quarter have been announced.
Kang, O'Brien and Sivaramakrishnan (1994) conclude that this horizon effect is inde-
pendent of informational factors that cannot be explained by adaptive formation of
expectations and conjecture that forecast rules for earnings for the same quarter from
different points in time are different. Whereas forecasts closest to the announcements
date would be subject to the maiket test, earlier forecasts, which the analyst has the
option to revise later, may be influenced more by other conflicting incentives.

Brown (1991) compares “timely composites” to the mean forecast and shows that
earnings forecast accuracy can be improved by discarding old earnings forecasts. Fur-
ther, he finds that a 30-day average of recent forecasts is significantly more accurate
than the most recent forecast for large firms, but are approximately as accurate fer
small firms. For large firms, aggregating recent forecasts can improve forecast accu-

racy because these firms are followed by many analysts, whereas few analysts follow

small firms -

9By comparison but not reported here, the consensus forecast bias computed using I/B/E/S
actuals had approximately identical means (4.5 cents or 0.61 percent of price) but higher standard
deviations (45.4 ceats and 7.34 percent of price).
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In Table 4, we consider a similar timely measure of the ccnsensus forecast bias
based on the median of unrevised forecasts submitted by a broker for a company
no more than three months prior to quarter end; if no forecasts are available, then
the single more recent forecast of all forecasts made for the company is used. The
three month recency requirement ensures that the analyst has available information
from the prior quarter’s performance. On average, using this more recent measure of
consensus forecast reduced the mean number of forecasts from 4.8 to 4.1 per company;
the mean and standard deviation of forecast bias also declined. The average bias still
remains positive, reduced slightly to 4.1 cents per share or 0.59 percent of stock price.

Our subsequent empirical tests use this timely method of computing consensus

forecast bias to minimize the forecast horizon effect.

3.2.4 Investment Banking Relationships

A number of studies have examined the impact of underwriting relationships on an-
alysts forecasts and recommendations. Michealy and Womack (1996) document how
conflicts of interest in investment banks bias the recommendations of the firmns they
underwrite. Analysts working for brokerage firms that either have investment banking
relationships or want tc cultivate them are pressured to maintain positive recommen-
dations. As an example, the two factors that were reported!? to be most important
to AT&T’s choice of investment bankers for the $3 billion IPO of AT&T’s equip-
ment business (Lucent Technologies) were the attitude of the firm's analysts toward
AT&T and who the firms used as its primary long-distance carrier. Allen and Faul-
haber (1989) argued that investment bankers will have superior information on the
firm. This story leads to differing forecasts, with underwriter analysts producing
more accurate forecasts because of an informational advantage gained during the due
diligence process. An investment banking relationship is a double-aged sword: while
analysts probably have more accurate information, they probably must refrain from

negative comments.

10\Wall Street Journal, February 1, 1996.
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Lin and McNichols (1993) and Dugar and Nathan (1995) examine whether the
relationship between the investment banker and the issuing firm affects the investment
banker's earnings forecasts and recommendations. They find that despite the fact that
underwriter analysts produce more optimistic recommendations, forecasted earnings
were not any more biased.

Unfortunately, because the academic version of the I/B/E/S files do not reveal the
identities of the analysts or brokerage firms, providing only numerical codes, we are
precluded from identifying forecasts from brokerage firms with investment banking
relationships with the company. Instead, we exclude those observaticns for which
either had no analyst coverage a year ago, or is only covered by a single analyst. The
first filter includes any IPO’s in the original sample!!, while the second is based on
the presumption that if a company has an analyst following of one, that analyst most
likely comes from a brokerage firm with an investment banking relationship.

Table 5 reveals that overall, new single-analyst companies had an average con-
sensus forecast bias of 0.89 percent of stock price compared with 0.49 percent for
old, multi-analyst companies. However, all of this decline appears to be driven by a
size effect. New, single-analyst companies are predominantly small. A size decile-by-
decile comparison shows that there is no evidence new or single-analyst companies

are associated with a more positive bias when controlled for size!'2.

3.2.5 New Initiation of Coverage

McNichols and O’Brien (1996) suggest that analysts with favorable views are more
likely than those with unfavorable views to initiate coverage of a company. Most
sell-side analysts are directly or indirectly compensated for commission business they
generate for their brokerage firms. Buy recommendations generate more commissions

because their clients can always add stocks to their portfolio, but cannot sell stock (or

11 A more precise study of how underwriting relationships affect forecast bias is underway through
identifying [PO’s and SEQ’s in the SDC database.

12]n comparison, Ali (1996), using summary annual earnings forecasts, found a positive forecast
bias for small (smallest three deciles) IPO and SEO firms only, and no bias for single-coverage

companies.
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is prohibitively expensive due to institutional constraints) they do not own. Hence
optimistic views will be under-represented in samples of observed forecasts.

We examine if this conjecture holds up for earnings forecasts. Table 6 compares the
average consensus forecast bias, dropping analysts who had newly initiated coverage.
Specifically, we compute the new measure of consensus forecast bias (dropping new
analysts) as the median of seasoned analysts (those who had submitted a quarterly or
annual earnings forecast for the company for an earlier fiscal end) submitted no more
than three months prior to quarter end; or the most recent of all brokers’ forecasts
if, as before, no eligible forecasts of three months recency are available. We detect
practically no change in the estimated consensus forecast bias in the overall sample

or in size-based subsampies.

3.3 Empirical Results

3.3.1 Company Characteristics

We begin our main empirical tests by examining the cross-sectional relationship be-
tween forecast bias and company characteristics. Proposition 1 states that firms that
have more uncertain earnings should be associated with more optimistically biased
forecasts. Prior studies such as Brown (1997) have suggested that firm size and ana-
lyst coverage are related to a company’s information environment, since information
about smaller firms is gathered and processed relatively infrequently. The precision of
alternative time series-based models of quarterly earnings should also affect the value
of management access and hence determine analysts’ bias. Finally, the volatility of
stock price returns, net of market-wide effects, should also reflect how market partic-
ipants view the extent of company-specific uncertainty. For each company-quarter,

we measure the following proxy variables:

1. SIZE is the log market capitalization, from CRSP, 12 months prior to the be-
ginning of the quarter. We use this “stale” measure of company size to reduce

any endogeneity effects related to forecast bias.
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2. COVER is the log of one plus the number of analysts, based on the I/B/E/S
Summary File, providing FY1 (annual) earnings forecasts 12 months prior to the
beginning of the quarter. In the I/B/E/S database, some analysts who provided
annual earnings forecasts did not provide quarterly forecasts, particularly earlier
in the sample period. Although our study focuses on quarterly forecast bias,

the number of analysts providing annual forecasts is a better measure of analyst

coverage.

3. EPSVAR is the standard error from a trend regression of past quarterly earn-
ings, for the eight quarters up to two quarters prior to the current quarter,
scaled by stock price. This crude proxy should bear some relationship with how
unpredictable the company’s earnings have been; although it does not capture
the contribution of other public or more recent sources of information, and is

oniy estimated from a limited number of data points.

4. STDEXR is the standard error from a market model regression of daily stock
returns on value-weighted market returns over the year ending at the start of the
quarter. This provides a somewhat more timely measure of company-specific

uncertainty as revealed by the capital markets.

Prior studies such as Abarbanell (1989) and Klein (1990) have documented that
analysts appear to underreact to past stock prices and earnings announcements.

These suggest that we also consider the fellowing variables:

1. BIAS1 is the consensus forecast bias from the prior quarter. For all our analysis,
consensus forecast bias is expressed as a percentage of stock price 12 months

prior to the beginning of the quarter for which earnings are forecasted.

2. ALPHA is the intercept from a market model regression of daily stock returns on

value-weighted market returns over the year ending at the start of the quarter.

3. BP is the book to price ratio, twelve months prior to the start of the quarter.
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Table 7 describes the correlations between these company characteristic variables
and forecast bias. It reports the time-series mean of the pair-wise correlation co-
efficients computed each quarter from the cross-section of stocks. Forecast bias is
positively correlated with the standard deviation of residual returns, past earnings
variability and prior forecast bias; and negatively correlated with size, analyst cover-
age, past returns, and book to price ratio. Each of these correlations has the predicted
sign, but we shall turn to multivariate tests below.

Next, we look at the average consensus forecast bias of groups of companies sorted
by company characteristics. For Panel A of Table 8, we sort our companies each
quarter into ten groups based on ALPHA, BIAS1, SIZE or STDEXR. Because of the
correlation between STDEXR and other characteristics such as SIZE, COVER and
BP, we also sort the companies by residual STDEXR, where the residuals come from
a quarter-by-quarter cross-sectional regression of STDEXR on SIZE, COVER and
BP.

The average consensus forecast bias is computed for each group every quarter,
and the time series means and standard errors are reported. These reveal a generally
increasing relationship with forecast bias across the deciles, although for some pairs
of adjacent deciles the relationship is essent‘ally flat. For all the the company char-
acteristic variables considered, the relationship with forecast bias is strikingly steeper
in the larger deciles.

For (minus) ALPHA, the relationship is approximately flat in the first six deciles
(large positive ALPHA values), and most positive for deciles seven through ten (neg-
ative ALPHA values). BIAS1 shows more of a positive relationship for all deciles, but
is again, steepest for deciles seven through ten. This is consistent with the “under-
reaction” found by prior studies, but we uncover a the striking asymmetry. Forecast
bias is much more positive for firms that have bad prior surprises or prior stock re-
turns. This could be interpreted by an informal story that management access is
more important when the company is sitting on bad news. When firms have good
news, managers probably have every incentive to push this news out to investors as

fast as possible. In contrast, when there is bad news, managers are likely to be less
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forthcoming, sometimes even delaying quarterly announcements, hence management
relations become more important as a source of information.

The sorts on (minus) SIZE, EPSVAR and STDEXR, show similar patterns. The
relationship with forecast bias is generally monotonic, but most of the positive bias
is concentrated in the three largest deciles — the smallest or most volatile compa-
nies. We test further the relationship that STDEXR, as a proxy for company-specific
uncertainty, bears with forecast bias. Since this variable was found to be strongly
correlated with SIZE, as well as other company characteristics, we want to ensure
it does not merely capture the size effect. Hence we sort the companies by residual
STDEXR, which are the residuals formed from regressing STDEXR. on SIZE, BP and
COVER. To provide even better control for any size effect, we use a two-level sort
in Panel B. First, all companies are sorted, each quarter, by size intc five groups.
Then for each group separately, residual STDEXR is estimated from cross-sectional
regressions of STDEXR on SIZE, COVER and BP each quarter, and used to further
classify each group into five smaller quintiles. Panel B shows that even controlling
for size, and other characteristics, STDEXR is able to capture a positive relation-
ship with forecast bias. The largest iwo quintiles (most volatile) of stocks exhibit
the most positive bias. Comparing the average of each residual STDEXR quintile
across size groups, the mean forecast bias increases gradually from between 0.21 and
0.30 percent of price in the first three quintiles, then jumps to 0.48 percent, and 0.73
percent in quintiles four and five. The mean size values for these quintiles showed a
fairly reasonable control for size, with mean market cap varying from a low of $936
million in quintile 1 to $1796 million in quintile 3, then declining to $1195 million in
quintile 5. The mean coverage and book-to-price values also showed little systematic
variation.

Table 9 provides a more structured multivariate regression analysis. We pool
all the observations and examine the regression of consensus forecast bias on the
company characteristic variables. To control for any time effects, we include dummy
variables corresponding to each calendar quarter. Our preliminary analyses in tables

3 and 5 suggested that we also include dummy variables to account for fourth quarter
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effects (when more discretionary charges are likely to be taken) and newly-covercd
firms (firms for which analyst coverage was initiated within the past twelve months).
We also perform some sensitivity analyses of the regression model, by examining
subperiods and size-based subsamples, and by adding regressors to control for book-
to-price, analyst coverage and industry effects.

The estimated coefficients are all of the predicted sign, and are consistent with
what we observed with the portfolio sorts. Forecast bias is greatest for companies
that (1) are small, (2) are more volatile (as measured by STDEXR), (3) experienced
prior negative earnings surprise (the prior quarter’s consensus forecast bias BIAS1)
or (4) experierced poor steck returns (as measured by ALPHA). Similar results were
obtained whenr the full sample period was split into two halves and when the sample
of companies was split into three size-based groups. Adding additional regressors for

book-tc-price, analyst coverage and industry dummies also did not matter materially.

3.3.2 Analyst Characteristics

We next examine the properties of the individual analyst forecasts that make up the
company consensus forecasts. We shall use a regression approach to relate relative
analyst forecast bias to analyst characteristics. Proposition 2 suggests that analysts
who are less reliant on management relations and access as a source of company
information should exhibit less positive bias. Analysts who are employed by large
brokerage firms are likely to have more or superior resources available from their em-
ployers, such as administrative support and access to databases, and easier access to
the private information of the managers at the companies they follow. Stickel (1995)
provides empirical evidence that capital market participants respond more to the buy
and sell recommendations of analysts employed by large brokerage house relative to
other analysts because larger firms have more advanced distribution networks to bet-
ter disseminate their analysts’ recommendations into the capital markets. Analyst
coverage is important to companies, particularly new companies that are not known
to the marketplace, because their stock value will be enhanced when investors, es-

pecially institutional investors, hear about them. Hence coverage by a well-known
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analyst or brokerage firm represents an important marketing tool for companies. We
predict brokerage firm size to be related to relative forecast bias. Analysts employed
by smaller, regional brokerage firms without the resources or reputation of top-tier
brokers are likely to depend on management relations and hence publish more positive
forecasts.

Results from prior research suggest that analyst experience forecast age, company
and time effects should be controlled for when evaluating differences in analysts’ fore-
casts. Mikhail, Walther and Willis (1997) found that analyst forecast errors declined
as firm-specific experience increases; they conclude that a.nal}'lsts’ general skills as well
as firm-specific knowledge improve over time consistent with a “learning-by-doing”
hypothesis. A number of studies also document that forecast accuracy decreases with
the length of the forecast horizon (e.g. Brown, Foster and Noreen (1985)), while our
analysis of Table 4 indicates that forecast bias also decreases with horizon. We use
only the latest forecast from each analyst, submitted no more than three months prior
to quarter end, so that we only compare forecasts of a maximum horizon; as well as
include the forecast’s age as a regressor variable. To control for company and time
effects, we compute each analyst's forecast relative to other analysts who followed the
same firm during the same time period.

Since we are examining differences between individual analysts’ forecasts, we re-
quire that the companies whose forecasts we include be from at least two analysts
for the quarter, and that the mean absolute forecast deviation, computed as the av-
erage deviation of each forecast from the mean forecast for all eligible forecasts for
the company that quarter, be at least one cent per share. For each eligible analyst

forecast, we extract the following variables:

1. RELPCTB is the forecast minus the mean forecast across all analysts covering

the company, scaled by stock price 12 months prior to the start of the quarter.

2. DAGE is the experience of the analyst, defined as the number of years since first
fiscal end that the analyst published a quarterly or annual earnings forecast for

the company, less the average experience of all analysts covering the company
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that quarter.

3. DSTALE is quarter end dates minus the the date of the estimate, expressed as
a fraction of years, less the average for all analysts covering the company that
quarter. This variable is designed to control for forecast horizon, since forecasts

are released on different days.

4. DANAL is the fractional rank of the size of the brokerage firm, less the average
for analysts covering the company that quarter. The brokerage firm rank is
obtained by ranking all firms by the number of analysts employed within twelve

months prior to the quarter end date.

Since some of these variables require data from searching back in time and I/B/E/S
Detail data only begins providing substantive information after 1984, we begin our
analysis in 1986 so that earlier data is available to allow some variation in these
variables.

Panel A of Table 10 shows the distribution of the raw analyst characteristics
variables. Distributions of the raw regression variables aré reported because by con-
struction the means of the differenced variables are zero. The average analyst followed
a company an average of 3.5 years out of 11 years of data. The average age of a fore-
cast is 0.075 years (or 0.9 months) indicating that an average forecast is submitted
a little over two months after the prior quarter end. The pair-wise correlations re-
ported in Panel B show that relative forecast bias is negatively correlated with analyst
experience and employer size, and positively correlated with the age of the forecast.

Table 11 reports results from the pooled regression of relative forecast bias (RELPCTB)
on the analyst characteristic variables (DAGE, DSTALE and DANAL). For sensitiv-
ity analysis, we also report regression results from subperiods and company size-based
subsamples.

The coefficient for brokerage size in the pooled regression is reliably negative as
predicted. However, the coefficient of -0.03, which imnplies that the relative difference
of forecasts between the largest and smallest brokers is 0.03 percent of stock price, may

not be an economically large value. Nevertheless, the results are robust in subperiods
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and size-based subsamples, and the effect is somewhat stronger (-0.044 percent) in
recent years.

The positive coefficient for DSTALE confirms the relationship between forecast
horizon and bias. The coefficient of 0.25 indicates that for every month (recall that
DSTALE is expressed in years), forecasts tend to be more biased by 0.02 percent of
stock price. DAGE has a negative coefficient, indicating that experienced analysts

are not as positively biased, but this relationship is statistically weaker.

3.4 Conclusion

Our results suggest that forecast bias differs predictably across analysts and compa-
nies, and market expectations studies may be improved by modeling analysts’ and
company characteristics. The evidence is consistent with an environment where an-
alysts publish forecasts to appear as if they share management’s positive sentiments
in order to gain improved management access and information.

A possible direction for future research is to test the capital market implications
of our findings. Lee (1997) shows that earnings estimates can help explain cross-
sectional differences in stock price valuations; it is not known if predictable biases in
earnings forecasts are incorporated in earnings expectations or stock price valuations.

Little is understood about the dynamics of the market for analysts’ forecasts and
the incentives to provide forecasting services, or what information analysts’ earnings
forecasts actually represent. We have focused on one aspect of their task — manage-
ment access to gain better company information — and provided evidence consistent

with notion that the systematic optimistic bias in analysts’ forecasts is rational.
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Table 1. Sample Characteristics of I/B/E/S Detail File

Panel A. Companies with Quarterly Earnings Forecasts

CRSP Siza Decile Exchange
Year |Firms | 1 2 3 4 5 6 7 8 9 10| NYSE AMEX NASD
84 2451 | 1 8 18 54 118 207 300 432 538 570 | 1268 151 808
85 2939 | 6 17 38 76 161 245 345 480 553 604 1335 218 997
86 3187 | 4 18 48 93 158 2067 384 473 579 654 1346 221 1148
87 475 5 23 75 133 195 327 400 503 603 668 1363 246 1367
88 3394 (] 29 91 148 232 326 400 472 542 661 1224 269 1455
89 3369 8 26 87 172 261 321 402 460 547 637 1203 290 1470
90 3283 9 30 69 142 256 336 390 480 528 630 1206 284 1421
91 3320 | 11 37 77 173 267 328 402 489 534 633 1230 267 1491
92 3575 | 12 42 94 186 312 391 463 514 570 668 1330 249 1717
93 4056 | 25 73 161 266 364 419 492 546 622 T21 1450 243 2066
94 4760 | 33 128 235 349 412 521 536 595 659 774 1596 254 2505
95 5265 | 43 144 272 378 476 557 573 632 699 805 1708 238 2767
g6 5973 | 83 181 325 462 544 599 647 639 747 846 1829 259 3198
Panel B. Brokerage Firms and Analysts Employed
# Analysts Employed at Percentiles

Year | # Brokers | Mean | P20 P40 P60 P80 P90 P95 Max

84 140 22.6 5 11 16 375 5235 62 215

85 158 21.6 5 11 17 32 54 63 221

86 164 20.6 4 10 17 30 57 65 207

87 186 19.4 3 10 16 25 52 71 186

88 217 17.1 2 7 15 25 44 62 140

89 223 16.2 2 7 13 23 34 60 127

90 226 15.6 3 7 13 24 34 61 118

91 221 15.7 3 7 13 24 35 56 114

92 240 15.0 2 6 12 23 34 61 137

93 260 15.8 2 5 i1 26 38.5 63 166

94 255 17.1 2 6 13 26 41 75 183

95 274 17.3 2 6 13 26 42 71 197

96 303 17.8 2 5 13 27 44 64 253 |

Panel C. Analysts and Number of Firms Followed

# Firms Followed at Percentiles
Year | # Analysts | Mean | Min 5 25 50 75 95 Max
83 2523 11.7 1 1 3 8 16 35 116
84 2796 13.7 1 1 4 10 19 39 127
85 2993 14.2 11 4 11 19 40 139
86 2924 15.5 1 1 5 13 21 41 122
87 3065 15.9 1 1 6 13 21 4 129
88 3121 15.3 1 1 6 13 21 40 151
89 2995 16.0 1 1 7 13 21 41 378
90 2882 16.0 1 1 7 13 21 40 416
91 2769 16.0 1 1 6 14 21 40 420
92 2858 15.6 1 1 6 14 21 39 374
93 3188 15.6 1 1 6 13 21 39 138
94 3444 148 1 1 8§ 13 20 38 169
95 3815 14.3 1 1 4 12 20 38 131
96 4374 13.8 1 1 4 11 20 37 130
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Table 5. Concensus Forecast Bias Dropping Newly-covered and Single-analyst
Companies

Panel A. Concensus Forecast Bias 1984-1996, by Size Class (cents per share)

All Companies New/Single-Analyst Old/Multi-Analyst Difference in

Size N Mean StdErr| N Mean StdEm N Mean StdErr | Mean (t-test)
10 | 24406 3.0 03| 715 3.0 2.0 [ 23811 3.0 03| -00 (-0.03)
9| 20579 39 02| 2298 15 0.7 | 18281 4.2 02| -27 (-3.56)
8| 16742 4.2 03| 3533 21 05 ] 13209 4.7 03] -26 (4.72
71 13521 4.2 02| 4352 33 05| 9169 4.7 03| -14 (-2.34)
§ | 10851 44 03| 4600 39 0.5 | 6251 4.9 04 ] -0.2 (-1.58)
5| 8082 49 03| 3933 48 04| 4149 5.0 04| -02 (-041)
4| 520 49 0.3 | 3065 4.8 04| 2231 5.1 05| -03 (-0.45)
3| 2995 6.0 05| 2021 6.0 06| 974 6.1 09| -0.1 (-0.16)
2| 1254 86 08| 1018 89 10| 236 7.2 1.3 1.7 (1.00)
1 267 5.7 23| 217 61 2.5 50 3.7 6.1 24  (0.35)
Pooled | 103993 41 0.1 | 25832 3.9 0.2 | 78161 4.1 01| -0.2 (-0.93)

Panel B. Concensus Forecast Bias 1984-1996, by Size Class (percent of price)

All Compaunies New/Single-Analyst Old/Multi-Analyst Difference in
Size N Mean StdErr N Mean StdErr N Mean StdErr | Mean (t-test)
10 24406 0.15 0.01 795 0.18 0.08 | 23611 0.15 0.01 0.03 (0.45)
9 20579 0.34 0.03 2298 0.31 0.12 | 18281 0.34 0.03 | -0.03 (-0.25)
8 16742 0.48 0.03 3533 0.33 0.05 | 13209 0.52 0.04 | -G.19 (-2.96)
7 13521 0.65 0.04 4352 0.61 0.08 9169 0.67 0.04 { -0.06 (0.63)
6 10851 0.84 0.07 | 4600 0.73 0.09 6251 0.93 0.11 | -0.20 (-1.39)
5 8082 0.98 0.05 3933 0.99 0.07 4149 0.96 0.08 0.03 (-0.25)
4 5206 1.24 0.08 | 3065 1.25 0.11{ 2231 123 013 0.02 (0.08)
3 2995 1.82 0.16 2021 .77 0.17 974 1.94 0.32 | -0.17 (-0.45)
2
1
ed

1254  2.63 028 | 1018 2.75 0.33 236 211 039 | 064 (1.25)
267 3.8 1.02 217 3.80 1.04 50 4.06 3.00 | -0.26 (-0.08)
103993  0.59 0.02 | 25832  0.89 0.04 | 78161 0.49 002 040 (10.1)

Pool

The concensus forecast bias for a company in a quarter is the median of all brokers’ latest estimate of that quarter’s
earnings, submitted no more than three months Erior to quarter end; or the most recent of all brokers' estimates if
none of the brokers submitted a forecast of less than three months recency. New/single-analyst companies are those
for whom analyst coverage (number of analysts providing FY1 forecasts) a year ago is zero, or for whom analyst
coverage at quarter end is no more than one. The table reports the number and cross-sectional mean and standard
error of the concensus forecast bias, by company size class as defined by its CRSP size decile (10 denotes the largest

size decile).
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Table 8. Concensus Forecast Bias, Dropping New Analysts

Panel A. Concensus Forecast Bias (cents per share)

All Apalysts ~ Dropping New Analysts
Size N | # Forecasts Mean StdErr | # Foreccsts Mean SidErr
10 { 24406 8.7 3.0 0.3 8.5 3.1 0.3
9| 20579 4.2 3.9 0.2 41 39 0.2
8| 16742 30 4.2 0.3 29 4.2 0.3
7 13521 2.3 4.2 0.2 2.2 4.3 03
6 10851 2.0 4.4 0.3 19 44 0.3
5 8082 1.7 4.9 0.3 1.6 49 0.3
4 5296 1.5 4.9 0.3 14 4.9 0.3
3 2995 1.3 6.0 0.5 1.3 6.0 0.5
2 1254 1.2 8.6 0.8 1.2 8.6 0.8
1 267 1.1 5.7 2.3 1.1 5.5 2.3
Pooled | 103993 4.1 4.1 0.1 4.0 4.1 0.1

Panel B. Concensus Forecast Bias (percent of price)

New and Seasoned Analysts " Dropping New Analysts
Size N | # Forecasts Mean StdErr | # Forecasts Mean StdEm
10 | 24406 87 0.15 0.01 85 0.15 0.01
9| 20579 42 034 0.03 4.1 0.34 0.03
8| 16742 30 048 0.03 29 048 0.03
7 13521 2.3 0.65 0.04 2.2 0.66 0.04
6 | 10851 20 0.84 0.07 1.9 084 0.07
5 8082 1.7 098 0.05 1.6 0.98 0.05
4 5296 15 1.24 0.08 14 1.24 0.08
3 2995 1.3 1.82 0.16 1.3 1.82 0.16
2 1254 1.2 263 0.28 1.2 2.63 0.28
1 267 1.1 385 1.02 1.1 3.85 1.02
Pooled | 103993 4.1 0.59 0.02 40  0.59 0.02

Seasoned (new) analysts are those that had (had not) submitted a quarterly or annual earnings forecast for an earlier
fiscal end date. The concensus forecast bias (all analysts) for a company in a quarter is the median of all brokers’
latest estimate of that quarter’s earnings, submitted no more than three months prior to quarter end; or the most
recent of all brokers’ estimates if none of the brokers submitted a forecast of less than three months recency. The
concensus forecast bias (dropping new analysts) for a company in a quarter is the median of all brokers’ latest estimate
from seasoned analysts of that quarter’s earnings, submitted no more than three months prior to quarter end; or the
most recent of all brokers’ estimates if none of the brokers submitted a forecast of less than three months recency.
The table reports the mean number of forecasts per company, and the cross-sectional mean and standard error of the
concensus forecast bias, by company size class as defined by its CRSP size decile (10 denotes the largest size decile).
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Table 7. Correlation Coefficients of Company Characteristics Variabies

BIAS  BiAS1 BP SIZE COVER ALPHA STDEXR EPSVAR

BIAS | 1.000 0300 -0027 -008 0078  -0.135 0.104 0.043
(0.000) (0.008) (0.007) (0.006)  (0.008)  (0.006)  (0.006)  (0.006)

BIAS1 | 0300 1000 -0012 -0.067  -0.055  -0.203 0.097 0.046
(0.0c8) (0.000) (0.008) (0.007) (0.607) (0.007)  (0.006)  (0.006)

BP | 0027 -0012 1000 0037 0010  0.094 -0.201 0.403
(0.007) (0.008) (0.000) (0.015)  (0.010) (0.017)  (0.014)  (9.010)

SIZE | -0.086 -0.067 -0.037 1.000 0.794 -0.189 -0.658 -0.197
(0.006) (0.007) (0.015) (0.000) (0.002) (0.020) (0.012) (0.007)

COVER | -0076 -0.055 0010 0.794 1.000  -0.181 -0.487 -0.110
(0.008) (0.007) (0.010) (0.002) (0.000) (0.016)  (0.012)  (0.007)

ALPHA | 0135 -0.203 0094 0189  -0.181  1.000 -0.016 0.016
(0.006) (0.007) (0.017) (0.020) (0.016) (0.000)  (0.026)  (0.013)

STDEXR | 0104 0.097 -0201 -0.658  -0.487  -0.016 1.000 0.182
(0.006) (0.006) (0.014) (0.012) (0.012) (0.026)  (0.000)  (0.007)

EPSVAR | 0043 0046 0403 -0197 -0.110  0.016 0.182 1.000
(0.006) (0.006) (0.010) (0.007) (0.007) (0.013)  (0.007)  (0.000)

Table reports the time series mean (from December 1984 through December 1996) of the quarterly cross-secticnal
correlations (with time series standard errors in parentheses) of company characteristics variables, for companies with
quarter end dates in March, June, September and December.

1.

Ll ol ol

BIAS is the concensus forecast bias (scaled by split-adjusted stock price 12 months prior to the beginning of
the quarter), defined as the median of all brokers’ latest estimate of that quarter’s earnings, submitted no
more than three months prior to quarter end; or the most receat of all brokers' estimates if none of the brokers
submitted a forecast of less than three months recency.

BIAS1 is concensus forecast bias from the previous quarter.
BP is the book to price ratio 12 months prior to the beginning of the quarter.
SIZE is the log market capitalization 12 months pricr to the beginning of the quarter.

COVER is the log of 1 + anmber of analysts providing FY1 earnings forecasts 12 months prior to the beginning
of the quarter.

ALPHA is the intercept from the market model regression of daily stock returns on value-weighted market
returns, for the year ending at the beginning of the quarter.

STDEXR is the standard error from the market model regression of daily stock returns on the value-weighted
market return, for the year ending at the beginning of the quarter.

EPSVAR is the standard error from a trend regression of quurterly earnings for the eight quarters up to two
quarters prior.
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Table 8. Concensus Forecast Bias, by Company Characteristics

Panel A. Mean Forecast Bias

_ Decile

Grouped by 1 2 3 4 5 6 7 8 9 10 All
(minus) ALPHA 0.22 0.22 0.22 0.21 0.25 0.27 0.37 0.40 0.61 1.13 0.39
(0.05) (0.03) (0.03) (0.03) (0.03) (0.04) (0.04) (0.04) (0.04) (0.10) | (0.02)

BIAS1 -0.19 0.03 0.07 0.07 0.13 0.21 0.29 0.49 0.84 1.95 0.39
[0.04) (0.03) (0.02) (0.02) (0.02) (0.02) (0.03) (0.03) (0.05) (0.10) | (0.02)

(minus) SIZE 0.05 0.14 0.24 0.29 0.26 0.31 047 0.53 9.62 0.98 0.39
(0.02) (0.03) (0.04) (0.03) (0.03) (0.03) (0.05) (0.05) (0.05) (0.07) | (0.02)

EPSVAR 0.14 0.13 0.20 0.20 0.27 0.33 0.33 0.44 0.67 1.13 0.38
. (0.02) (0.02) (0.02) (0.02) (0.02) (0.03) (0.03) (0.04) (0.05) ({0.10) | (0.02)

STDEXR 0.10 0.11 0.15 0.21 0.23 0.36 0.37 0.52 0.66 1.19 0.39
(0.02) (0.02) (0.02) (0.03) (0.04) (0.04) (0.04) (0.04) (0.05) (0.09) | (0.02)

Residual STDEXR 0.22 0.21 0.24 0.25 0.28 0.33 0.38 0.35 0.54 1.11 0.3¢
(0.02) (0.03) (0.03) (0.03) (0.03) (0.04) (0.04) (0.04) (0.05} (0.08) [ (0.02)

Panel A reports the time-series means and standard errors (in parentheses) of the quarterly cross-sectional mean
concensus forecast bias, grouped each quarter by company characteristic variables, from December 1984 through
December 1996. Concensus forecast bias is the median r ed hy split-adjusted stock price from 12 months prior to
the beginning of the quarter) of all brokers' latest estimate of that quarter’s earnings, submitted no more than three
moaths prior to quarter end; or the most recent of all brokers’ estimates if none of the broiers submitted a forecast

of less than three months recency.
1. BIASI is the concensus forecast bias from the prior quarter.
. SIZE is the log market capitalization, 12 monthg prior to the beginning of the quarter.

2
3. ALPHA is the intercept from the market model regression of daily stock returns on value-weighted market
returns, for the year ending at the beginning of the quarter.

EPSVAR is the standard deviation of the trend-adjusted quarterly earnings from the eight quarters prior to
the previous quarter, scaled by the split-adjusted stock price 12 months prior to the beginning of the quarter.

5. STDEXR is the standard error from the market model regression of daily stock returns on the value-weighted
market return, for the year ending at the beginning of the quarter.

6. Residual STDEXR are the cross-sectional residuals é;¢ from the following regression, estimated every quarter
¢

-

STDEXRi = fo + BLSIZE:: + f2BPi + fsCOVER;, + &t
(a) SIZE. is the log market capitalization, 12 months prior to the beginning of \he quarter ¢.
(b) BP. is the book to price ratio for company i, 12 months prior to the beginning of the quarter ¢.

c) COVER;;, is the Jog of 1 + number of analysts providing FY1 earnings forecasts for company i, 12
() months p:‘-ior to theiegi.n.ning of the quarter {5 P 8 e
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Panel B. Mean Forecast Bias, Grouped by SIZE and Residial STDEXR

Resideal STDEXR
SIZE 1 2 3 4 5 All

Small 0.52 0.44 0.61 1.05 137 0.80
(0.07) (0.06) (0.06) (0.16) (0.10) | (0.05)

2| o021 032 031 o063 103| o050
(0.04) (0.06) (0.04) (0.08) (0.11) | (0.04)

3| 013 013 02 032 o060 02
(0.02) (0.02) (0.05) (0.05) (0.07) | (0.02)

4| 013 o020 o025 020 048] o027
(0.03) (0.05) (0.05) (0.04) (0.08) | (0.03)

Large | 007 008 007 008 017 0.10
(0.02) (0.02) (0.02) (0.03) (0.05) | (0.02)

Al 021 023 030 o048 073 039
(0.02) (0.02) (0.02) (0.04) (0.05) | (0.02)

Mean size ($Mil) 036 1352 1796 1710 1195 | 1399
Mean coverage 8.7 9.1 9.3 9.4 9.5 9.2
Mean book-to-price 0.70 0.68 0.68 0.68 0.69 0.69

Each quarter, all companies are sorted into 5 group by SIZE, and each size group is then sorted by Residual STDEXR.
Panel B reports the time-series means and standard errors (in parentheses) of the quarterly cross-sectional mean
concensus forecast bias for each SIZE/Residual STDEXR subgroup, from December 1984 through December 1996.

Concensus forecast bias is the median (scaled by split-adjusted stock price 12 months prior to the beginning of the
querter) of all brokers' latest estimate of that quarter's eami.n?. submitted no more than three months prior to
quaxurh, end; or the most recent of all brokers’ estimates if none of the brokers submitted a forecast of less than three
months recency.

Regidual STDEXR are the cross-sectional residuals &, from the following regression, estimated every quarter ¢:

STDEXRi: = fo + 5\SIZEi; + f1BPi + frxCOV ER:: + &

1. SIZE,, is the log market capitalization, 12 months prior to the beginning of the quarter ¢.
2. BP, is the book to price ratio for company i, 12 months prior to the beginning of the quarter ¢.

3. COVER;, is the log of 1 + number of analysts providing FY1 earnings forecasts for company i, 12 months
prior to the beginniag of the quarter t.
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Table 9. Regression of Concensus Forecast Bias on Company Chkaracteristics

SIZE _SIDEXR__BIAS] _ALPHA NEW _ D4Q___ _BP _COVER Dy Dy | AdR2 N
Poaled -0.035 2.804  0.021 -52237 0.073 0.046 yea 0.114 62826
1954-1996 (-17.27)  (10.50) (22.69) (-28.31) (8.99) (5.92)
Subperiod -0.049 4.407 0020 -66.505 0.062 0.049 yes 0.148 24975
1984-1990 (-13.16) (718) (13.72) (-17.59) (3.94) (3.57)
Subperiod -0.023 2653 0022 -43.139 0.079 0.044 yes 0.079 37845
1991-1996 (-9.72) (9.49) (17.85) (-21.49) (8.76) (4.92)
Large Stocks -0.032 2.139  0.021 -49.150 0.056 0.036 yes 0.087 41307
1984-1596 (-12.56) (5.49) (16.90) (-20.33) (4.07) (3.78)
Medium Stocks | -0.062 3.026  0.021 -§1.887 0.048 0.066 yes 0.140 16659
1984-1996 (4.75) (5.85) (11.97) (-15.87) (3.60) (4.34)
Small Stocks -0.149 3.858 0017 -64.644 0.066 0.084 yes 0.190 4242
1984-1996 (-5.12) (4.83) (6.67) (-1.77) (2.54) (L.97)
Pooled -0.029 4035 0019 -55579 0072 0.043 0.0S7  -0.013 yes yes | 0122 53921
1984-1996 (-8.66)  (12.35) (19.75) (-27.13) (8.61) (5.07) (7.31)  (-2.10)

Table reports the coefficients and t-statistics ﬁslm parentheses) of the regression of concensus forecast bias on

company characteristics variables. Large, m

7, and 1 to 4 respectively.

1.

10.
11.

BIAS is the concensus forecast bias (scaled by split-adjusted stock price 12 months prior to the beginning of
the quarter), defined as the median of all brokers’ latest estimate of that quarter's earnings, submitted no

more than three months prior to quarter end; or the most recent of all bro ' estimates if none of the

brokers submitted a forecast of less than three months recency.

. SIZE is the log of market capitalization 12 months prior to the beginning of the quarter.
. STDEXR is the standard error from the market model regression of daily stock returns on the

value-weighted market return, for the year ending at the beginning of the quarter.

. BIASI is BIAS lagged by one quarter.
. ALPHA is the intercept from the market model regression of daily stock returns on the value-weighted

market return, for the year ending at the beginning of the quarter.

. NEW is an indicator variable that takes on value of 1 if analyst coverage for the company was initiated

within twelve months prior to quarter end.
D4Q is an indicator variable that takes on value of 1 for fourth fiscal quarters.

. BP is the book to price ratio 12 months prior to the beginning of the quarter.

COVER is the log of 1 + number of analysts providing FY1 earnings forecasts 12 months prior to the
beginning of the quarter.

D, are dummy variables for each calendar quarter.

D,,c are industry dummy variables based on two-digit SIC codes.
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Table 10. Distribution of Analyst Characteristics Variables

Panel A. Distribution of raw variebles 1986-1996

Percentile
Mean Std Dev Skewmess Kurtosis 5 25 50 75 96
RELPCTB | 0.600 0.686 5.322 743.38 -0.484 -0.096 -0.004 0.090 9.475
AGE | 3.449 2.968 1.127 0.581 0.25 1.000 2500 65.0006 9.750
STALE | 0.075 0.090 0.257 -0.5i1 -0.052 0.003 0.071 0.137 0.222
ANAL | 0.864 0.184 -1.968 4.166 0.526 0816 0930 0973 1.000

Panel B. Correlation Coefficients 1883-1996

RELPCTB DAGE DSTALE DANAL

RELPCTB 1.000 -0.007 0.075 -0.013
DAGE -0.007  1.000 -0.001 0.001
DSTALE 0.075 -0.001 1.000 0.015
DANAL -0.013  0.001 0.015 1.000

1. RELPCTB is an analyst's latest forecast, submitted no more than three months prior to quarter end, minus
the mean forecast for analysts following the company that quarter, scaled by smce price at quarter end.

2. DAGE is the number of years since the analyst first published an annual or quarterly earnings forecast for the
company, less the average for analysts following the company that quarter.

3. DSTALE is the ?uarter end date minus the submission date of the estimate, expressed as a fraction of years,
less the average for analysts following the company that quarter.

4. DANAL is the fractional rank of the size of the brokerage firm that loyed the analyst, lesa the average for
analysts following the company that quarter. The fractional rank is obtained by ranking all brokerage firms
by the number of analysts employed within twelve months prior to the quarter end date.
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Table 11. Regression of Relative Analyst Forecast Bias on Analyst Characteristics

DAGE DSTALE DANAL | AdjR2 N

Pooled 1986-1996 | -0.001 0.250  -0.032 | 0.009 182582
(-2.84) (39.01)  (-9.79)

Size 10 -0.001 0.189  -0.023 | 0.006 119587
Decile (-3.00) (26.72)  (-6.07)

9 -0.001 0320  -0.049 | 0.013 33476
(-1.02) (20.25)  (-6.40)

18 -0.000 0.443  -0.049 | 0.016 28299
(-0.02) (20.83)  (-4.75)

Year  1986-1991 | -0.001 0.300  -0.017 | 0.009 81633
(-2.18) (27.11)  (-3.15)

1992-1996 | -0.000 0220  -0.044 | 0.009 100945
(-2.21) (28.70) (-10.54)

Table 11 reports the coefficients and t-statistics (in parentheses) of the multiple regression of relative analyst bias
as a percentage of quarter end stock price (RELPCTB, on analyst characterics variables (DAGE, DSTALE, and

DANAL).

1. RELPCTB is an analyst's latest forecast, submitted no more than three months prior to quarter end, minus
tke mean forecast for for a company-quarter, as a percentage of stock price at quarter end.

2. DAGE is the number of years since the analyst first published an annual or quarterly earnings forecast for tie
company, less the average for analysts following the company that quarter.

3. DSTALE is the quarter end date minus the submission date of the estimate, expressed as a fraction of years,
less the average for analysts following the company that quarter.

4. DANAL is the fractional rank of the size of the brokerage firm that employed the analyst, less the average for

following the company that quarter. The fractional rank is obtained by ranking all brokerage firms
umber of analysts employed within twelve months prior to the quarter end date.

by the a

by t
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Figura 1A. Maan Concensus Forecast Blas by Quartar (All Stccks) 1984-1986
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Figure 1B. Mean Concensus Forecast Blas by Quarter (Small Stocks) 1984-1936
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Figure 1C. Mean Concensus Forecast Bias by Quarter (Medium Stocks) 1984-1986
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Figure 1D, Mean Concensus Forecast Bias by Quarter (Large Stocks) 1984-1g86
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Figure 2. Concensus Forecast Blas 1984-1996
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Figure 3. Concensus Forecast Blas by Horizon 1884—1986 (cents per share)
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