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Abstract

This research develops a dynamic logistics network formulation for high-level lifecycle op-
timization of space mission sequences in order to find an optimal space transportation
architecture considering its technology trades over time. The proposed methodology is
inspired by terrestrial logistics analysis techniques based on linear programming network
optimization. A new model with a generalized multi-commodity network flow formulation
and a time-expanded network is developed for dynamic space logistics optimization. The
developed methodology is applied to three case studies: 1) human exploration of Mars;
2) human exploration of a near-Earth object (NEO); 3) their combination (related to the
concept of the Flexible Path). The results reveal multiple dynamic system-level trades over
time and provide recommendations for an optimal strategy for human space exploration ar-
chitecture. The considered trades include those between in-situ resource utilization (ISRU)
and propulsion technologies as well as orbit and depot location selection over time. The
numerical results show that using specific combinations of propulsion technologies, ISRU,
and other space infrastructure elements effectively, we can reduce the initial mass in low-
Earth orbit (IMLEO) by 45-50% compared with the baseline architecture. In addition, the
analysis results also show that we can achieve 15-20% IMLEO reduction by designing Mars
and NEO missions together as a campaign compared with designing them separately owing
to their common space logistics infrastructure pre-deployment. This research serves as a
precursor for eventual permanent settlement and colonization of other planets by humans,
thus transforming us into a multi-planet species.

Thesis Supervisor: Olivier L. de Weck
Title: Professor of Aeronautics and Astronautics and Engineering Systems
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Chapter 1

Introduction

1.1 Background and Motivation

Since the first man-made satellite, Sputnik 1, orbited Earth in 1957, space has been a

new frontier for us. An enormous number of spacecraft have been launched and many

unmanned or manned missions have been conducted in space. There are also numerous po-

tential programs and projects that promote human space exploration with robotic assistance

collaboratively or competitively by multiple countries, organizations, and companies [8].

Just as other frontiers humans have explored, space is still a hostile environment for us;

surviving in such a world involves tough challenges.

Logistics is one of the toughest challenges that humans have faced in our exploration

history. When we explore a new world, we need to examine what we carry, what we pre-

deploy, or what we get resupplied by other groups. When the Antarctic was one of the

common exploration destinations in the early 20th century, a number of expeditions had to

suspend their exploration due to logistics issues. In the Nimrod Expedition led by Sir Ernest

H. Shackleton in 1907-09, for example, food shortages due to uncertain weather conditions

prevented the team from becoming the first humans to reach the South Pole [9]. Through

these experiences, it has been known that logistics considerations play an important role in

exploration of an uncertain world.

In space exploration, however, logistics has not been the main topic of research so far.

This is because most space exploration campaigns up to now have not been complex enough

to require network considerations. For example, in the Apollo program that sent humans to

the lunar surface, all missions transported everything they needed by themselves (i.e., carry-

19



along strategy). This was possible because all these missions were so short (e.g., 2 weeks)

that they required only a small amount of consumables and equipment. Another example

of representative human space exploration missions is the International Space Station (ISS)

program. In this program, astronauts have stayed in space over the long term (since 2000

up to now), but the facility is located so close to Earth that resupply vehicles can transport

consumables regularly and even rotate the crew members (i.e., resupply strategy). As can

be seen in these examples, conventional space programs have not explored destinations at

interplanetary distances over the long term and therefore simple logistics strategies have

been sufficient.

However, our next destination, whether Mars or a near-Earth object (NEO), is not close

to Earth and the journey will not be short; therefore a pure carry-along or resupply strategy

might not be the most efficient paradigm. We need a new framework to find an optimal

logistics strategy to achieve long-term human exploration of Mars and a NEO with proper

robotic assistance.

The logistics design for long-term space exploration can be even more critical with con-

sideration of how to combine existing or emerging technologies dynamically. Numerous

technologies have been developed to support long-term space exploration. These include

in-situ resource utilization (ISRU) technologies for harvesting local resources on the Moon,

Phobos, Deimos, and Mars [10–13], on-orbit propellant storage depots coupled with temper-

ature control technologies [14–17], and novel rocket propulsion technologies such as nuclear

thermal rockets (NTR), high-power solar electric propulsion (SEP) systems, and advanced

chemical propulsion systems [18–20]. Most of these technologies have been developed in iso-

lation, and there has been little research about how to optimally combine them. In actual

space exploration missions, these technologies interact with each other both positively and

negatively, which makes the logistics design a complex systems engineering problem. We

need a system-level integrated method that considers those trades and can find an optimal

combination of each technology at each stage of the mission.

In addition, given the tight budget in today’s space exploration enterprise, it is not

efficient anymore to consider each space mission separately. Instead, multiple space explo-

ration missions need to be coupled as a campaign, and optimized over its entire lifecycle.

For example, lunar missions can help prepare for future Mars exploration through technol-

ogy demonstration or prepositioning of ISRU plants. Such a campaign-level analysis can
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provide more efficient solutions where multiple space exploration missions are concurrently

optimized.

Motivated by the above backgrounds, this research develops a dynamic logistics network

formulation that can be used for lifecycle optimization of space mission sequences. This

formulation can be used to find an optimal transportation architecture including its technol-

ogy selection so that more efficient space exploration can be achieved. Note that although

space exploration missions are considered for case studies in this research, the methodology

developed here can be applied to any network optimization problem that contains resource

transformation and interaction as well as dynamic infrastructure deployment over time.

1.2 Problem Statement

This research aims to develop a dynamic network optimization formulation, which can be

applied to space logistics flows with resource gains, losses, and type conversions. In space

launch campaigns, the system aims to minimize the initial mass in low-Earth orbit (IMLEO)

to satisfy constant or time-dependent demands at the destinations over a time horizon.

During the campaign, resources can be generated at intermediate locations via ISRU in

addition to those at the supply origin. At the same time, resources can also be consumed or

lost due to external factors (e.g., propellant boiloff). Development and demonstration of a

dynamic network formulation that considers all the above factors is an important purposes

of this research. Together with commercial linear programming software such as CPLEX,

this research provides a general tool for space logistics design as well as other dynamic

network optimization problems containing resource interaction.

This research considers Mars exploration, NEO exploration, and their combination (re-

lated to the concept of the Flexible Path) as the three case studies to demonstrate the

applicability of the proposed methods as well as to find an innovative long-term space

exploration strategy from a logistics network perspective. With mathematical rigor, this

research identifies the hidden technology and trajectory trades that need to be considered,

which can then be used to provide recommendations and technology development roadmaps

for space missions in the next decades.
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1.3 Thesis Overview

The rest of this thesis is organized as follows: Chapter 2 provides a literature review of

the research. Chapter 3 introduces the mathematical theories behind this thesis as well

as the proposed methods. Chapter 4 applies the developed methods to space exploration.

Chapters 5 - 7 show three case studies: 1) human exploration of Mars; 2) human exploration

of a NEO; 3) their combination (in spirit of the Flexible Path). Chapter 8 concludes the

thesis with key contributions and recommendations for future work. A thesis roadmap is

shown in Figure 1-1.

Figure 1-1: Thesis Roadmap.
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Chapter 2

Literature Review

2.1 Space Logistics Infrastructure and Modeling

This research aims to provide a new dynamic space logistics modeling methodology, and

part of the main contribution is in the space logistics research field. This section reviews

past space logistics research briefly.

Space Logistics is defined as “the theory and practice of driving space system design for

operability and managing the flow of materiel, services, and information needed throughout

the system lifecycle” by the American Institute of Aeronautics and Astronautics (AIAA)

Space Logistics Technical Committee [21]. The main purpose of space logistics research

is to find an efficient way to plan and manage logistics in space throughout the mission

lifetime. In particular, this research focuses on the resource economy in space logistics. The

typical objective function is to minimize initial required mass or maximizing delivered mass.

Research in this field includes efficient deployment of in-space infrastructure as well as its

efficient use. This section reviews the literature on space logistics and its infrastructure

that can contribute to a future space resource economy.

2.1.1 Overview of Space Logistics

Despite the long history of terrestrial logistics research, space logistics is a relatively new

field. Recent rapid technology advances in space engineering have provided us with increased

potentials for resource-intensive human exploration of the Moon, Mars, NEOs, or other

planets. The further the destinations are, the more complex the required systems and
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logistics are. Therefore, for human missions to distant destinations like Mars, logistics

considerations must be part of the tradespace from which the design solution emerges.

It has been shown that terrestrial logistics research cannot be directly applied to space

logistics because the latter requires additional challenges. Ishimatsu listed the following

challenges of space logistics that rarely appear in terrestrial logistics design [5]. (The fourth

one was not explicitly mentioned, but was implied in his model.)

• Infrequent launch windows

• Long transport durations

• Minimal cargo capacity

• Transformation of resources during transportation

These four factors represent special features of space exploration, which make terrestrial

logistics research less applicable to space. First, infrequent launch windows are caused

by orbital mechanics. This makes the required propellant mass and transport duration

dependent on when the spacecraft departs. In addition, long transport durations lead to

large consumption of resources such as water, air, and spares, which makes the consumption

during transportation non-negligible. Also, minimal cargo capacity equals a large propellant

ratio. This, again, makes traditional modeling formulations less applicable because the flows

are not conserved. Finally, in space transportation, resources are not only consumed, but

can also be transformed into other types. For example, the crew consumes water and

food during transportation and these resources are converted into waste. This is also an

additional challenge in space logistics.

However, there is another large difference between space and terrestrial logistics that

has been relatively overlooked:

• A long and high-cost infrastructure deployment phase

This is a special feature in space exploration due to its high cost and long duration. For

example, the ISS required about 13 years (1998-2011) for its assembly, and is only operated

for about 15 years (2011-2024) as a complete state (though this can be extended) [22].

Conventional space logistics modeling methods have only focused on the operational phase,

assuming that the necessary infrastructure elements such as ISRU plants already exist or

can be built instantaneously compared with the length of the operational phase. As a result,

the system is only optimized for a snapshot of the operational phase. However, in order

to find a sustainable space logistics design solution, the system should be optimized for its
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entire lifecycle including the assembly or deployment phase and the operational phase. To

this end, this research proposes a new formulation that enables efficient integrated planning

of space logistics.

2.1.2 Space Logistics Infrastructure

In past human space exploration missions, a spacecraft transported everything the crews

needed in space from Earth. The commodities that the spacecraft transported include pro-

pellants, food, gases, water, science equipment, and structure mass to support all of them.

Even though environmental control and life support system (ECLSS) technologies have im-

proved [23], thus reducing crew consumables demands significantly, other commodities still

need to be launched from Earth.

The largest fraction of the mass launched to space is rocket propellant. Of the gross

launch mass of the rocket Saturn V that launched the Apollo spacecraft to the Moon, 98.5%

was for its propellant and propulsion system, and the actual payload part is only 1.5% of

the total mass [24]. This is due to the deep gravity well around Earth as shown in Figure

2-1, which fact makes space launches expensive and inefficient particularly for large-scale

space exploration projects.

Figure 2-1: The gravity well of Earth [1].

In order to deal with this issue, many types of space logistics infrastructure have been

proposed that can be located at the outside of the Earth’s gravity well. One of them is
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the concept of on-orbit propellant depots. Propellant depots can be used as gas stations

in space so that rockets or spacecraft can carry less propellant. Depots can be located in

a low-Earth orbit (LEO), at a Earth-Moon Lagrangian point (EML), or in other locations

depending on the architecture. Numerous architectures have been proposed about how

to use on-orbit propellant depots from both technological aspects [14–16] and economical

aspects [25–27], most of which showed that propellant depots can provide design flexibility

to future large-scale space missions.

On-orbit propellant depots have an important constraint in that they need to be refilled

before they provide service to spacecraft. These refill tasks can be performed either by

resupply from Earth, by reuse of residual propellant, or by ISRU. First, propellant resupply

from Earth corresponds to dedicated missions that transport propellant from Earth to the

depot [14, 24, 28, 29]. In addition, reuse of residual propellant has also been proposed for

multiple mission campaigns in the recent literature [17]. In that concept, the vehicle docks

with the propellant depot on the way back from every mission and leaves the residual

propellant in the depot so that later missions can use it. Finally, ISRU plants generate

propellant from in-situ resources on moons or planets, and the generated propellant is

carried to the depot by propellant tankers and is used for subsequent missions [27,30].

It can be expected that ISRU gives the largest advantage if its technologies mature.

Various concepts of ISRU have been proposed and some literature provides good reviews of

them [10–13].

The proposed lunar ISRU processes for oxygen generation include hydrogen reduction,

methane carbothermal reduction, and electrowinning. The chemical reactions for each of

these processes are shown in Eqs. (2.1) - (2.3) respectively, where MOx represents generic

metal oxide in the notation. All of these processes extract oxygen from lunar regolith,

which contains 42% oxygen by mass. A tradespace exploration and optimization based on

these three processes was performed by Chepko [2]. The functional decomposition used

by Chepko is shown in Figure 2-2. Recently, Schreiner has performed a more detailed

system-level ISRU plant sizing analysis for the molten regolith electrolysis process, one

type of electrowinning [31]. In addition to these methods, volatile extraction and polar

water extraction (if any) have also been proposed for lunar surface ISRU [12].

FeTiO3 + H2 −−→ Fe + TiO2 + H2O (2.1a)
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2 H2O −−→ 2 H2 + O2 (2.1b)

MOx + CH4 −−→ CO + 2 H2 + M (2.2a)

CO + 3 H2 −−→ CH4 + H2O (2.2b)

2 H2O −−→ 2 H2 + O2 (2.2c)

2 FeO −−→ 2 Fe + O2 (2.3a)

SiO2 −−→ Si + O2 (2.3b)

2 Al2O3 −−→ 4 Al + 3 O2 (2.3c)

On the Martian surface, on the other hand, the Sabatier reaction has been the main

focus, whose chemical equations are shown in Eq. (2.4). In addition, other proposed

methods have also been proposed such as solid oxide electrolysis, reverse water gas shift

reaction, and cold plasma CO2 dissociation. Currently, the Mars Oxygen ISRU Experiment

(MOXIE) is under development aiming to conduct the first in-space hardware demonstration

of the solid oxide electrolysis process on the Mars 2020 rover by NASA Jet Propulsion

Laboratory [32]. Finally, Phobos and Deimos [33] have also been proposed as potential

locations for ISRU, as well as NEOs [34].

CO2 + 4 H2 −−→ 2 H2O + CH4 (2.4a)

2 H2O −−→ 2 H2 + O2 (2.4b)

Although no ISRU plant has been actually launched to space yet, a vast body of research

has suggested a high potential of ISRU. The analysis in this research assumes that ISRU

technologies are mature enough to be utilized, but even if ISRU is less efficient than expected

or if its performance improvement over time is slow, the proposed methodology can still be

used.
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Figure 2-2: ISRU oxygen system functional decomposition by Chepko [2].

2.1.3 Space Logistics Modeling

With ISRU and propellant depot infrastructure available, space logistics network design

is not simply deciding on the relative amount of prepositioning, carry-along, or resupply.

Instead, more sophisticated modeling methods are necessary for tradespace exploration and

optimization. This section provides a literature review about space logistics modeling.

In the space logistics research field, Massachusetts Institute of Technology (MIT) has

been one of the main players since 2004. The MIT Strategic Engineering Research Group

(SERG) launched the Space Logistics Project in coordination with NASAs Constellation

Program to study interplanetary supply chain management and logistics [4]. The Space

Logistics Project proposes the following four steps for an integrated space logistics design.

• Terrestrial supply chain analogies

• Space logistics network analysis

• Exploration demand-supply modeling with uncertainties

• Interplanetary supply chain architecture: trade studies

One of the important research projects regarding terrestrial supply chain analogies in-

cludes the NASA Haughton-Mars Project (HMP) [35]. This project developed a base in
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the high Arctic (75N 90W) whose environment is functionally equivalent to a Martian base.

MIT participated in the HMP expedition in 2005 and conducted experiments about asset

management in space, network modeling, and extra vehicular activities (EVA) logistics. One

of the results from the HMP was formulation of a formal class of supply (COS) multi-level

structure to enable trades between transportation modes and the critically of commodities

to be transported [36].

Another large contribution of the Space Logistics Project, particularly related to this

research, was network modeling of space logistics. With sophisticated technologies and lo-

gistics infrastructure, an efficient mathematical modeling tool is required in order to analyze

interplanetary supply chain. Sustainable space exploration with low life-cycle cost cannot

be achieved without strategic planning on how to use existing technologies. To this end,

the Space Logistics Project has been involved in developing several modeling tools for space

logistics.

As part of the project, Taylor et al. extended terrestrial logistics modeling tools for

space transportation applications [37,38]. In their formulation, a spacecraft is divided into

the payload part, the structural part, and, if necessary, the propellant part in order to

express dynamics and requirements that do not exist in terrestrial logistics problems. A

network-based approach with nodes and arcs is used for space logistics modeling, where

the nodes correspond to different physical destinations or potential locations for staging or

mass transfer in space (e.g., planets, moons, orbits), and the arcs connect pairs of nodes.

The transit time of each arc is defined as its arc length. The static physical network is also

extended for dynamic cases using a time-expanded network. (The details of time-expanded

networks and their utilization for dynamic modeling are reviewed in Section 2.3.)

This formulation was substantially upgraded by Gralla et al. into a more integrated

space logistics modeling software that enables simulation of interplanetary logistics as well

as its results visualization and evaluation [39, 40]. In order to evaluate the results of each

scenario, measures of effectiveness (MOEs) were developed as quantitative metrics. Exam-

ples of MOEs include Crew Surface Days, Exploration Mass Delivered, or Total Launch

Mass, Upmass Capacity Utilization, or Exploration Capability [41].

All these efforts were integrated into an open-source space logistics simulation software

tool: SpaceNet. SpaceNet enables integrated interplanetary supply chain management and

space logistics planning. With its graphical user interface (GUI) supported by a spread-
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sheet database for inputs, SpaceNet enables users to simulate and evaluate discrete-event

logistics campaign scenarios easily and intuitively. SpaceNet 1.3 was released in 2007 on the

MATLAB platform [41], and has been frequently upgraded and refined. The most recent

version, SpaceNet 2.5r2 [42, 43], was written in JAVA under a GNU public license, and is

available from [44].

SpaceNet has four main blocks: Network Model, Mission Model, Manifest Model, and

Analysis (Visualization) as shown in Figure 2-3. The Network Model includes all nodes

and arcs over time using time-expanded networks, and the Mission Model defines the mis-

sion sequence for each mission such as transportation, rendezvous, or exploration. The

Manifest Model performs the demand analysis. SpaceNet then automatically manifests the

required resources to the vehicles and checks for logistical feasibility. SpaceNet has been

used extensively for simulation of space logistics. Grogan et al. used SpaceNet to simulate

multiple cases including ISS, lunar expedition, and Mars exploration to demonstrate its

usefulness [3, 45, 46]. Yue used SpaceNet to show an efficient combination of human and

robotic mission concepts for Martian system exploration [47]. Grogan et al. also compared

the usability of SpaceNet with that of a spreadsheet-based tool, and provided feedback for

its future upgrades [48].

Figure 2-3: Campaign modeling and analysis in SpaceNet [3].

One of the purposes of the Space Logistics Project was to find a method to optimize

commodity flows in space, which is also the main focus of this research. Taylor et al.

proposed a heuristic optimization algorithm in support of their space logistics modeling

[37,38]. The proposed algorithm is based on a multi-commodity combinatorial optimization

problem. The problem is divided into three stages: selection of commodity routing path,

assignment of commodities to non-propulsive vehicle elements, and assignment of propulsive

vehicle elements to each arc in the path. This approach has several limitations in that it

is not applicable to the cases where ISRU or other resource generation nodes are available,
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and it is also computationally inefficient. There were some other optimization methods

proposed in the Space Logistics Project, but they had similar issues as above [41,49–52].1

Recently, there has been a proposal to use a graph-theoretic approach to perform space

architecture tradespace exploration [53]. This approach is similar as the network modeling

of space logistics reviewed above, but it also considers the order of system sizing, or the

system hierarchy, using topological sorting. The resulting method is powerful in rapid

tradespace exploration, but it explores only a limited tradespace due to its lack of feedback

in its system hierarchy.

In order to deal with these difficulties in the past space logistics modeling efforts, Ishi-

matsu proposed a generalized multi-commodity network flow (GMCNF) formulation for

space logistics modeling [5]. This formulation transforms space logistics problems including

resource generation nodes (e.g., ISRU) into linear programming (LP) problems so that com-

mercial software such as CPLEX can solve them efficiently. However, the original GMCNF

formulation has some problems due to oversimplification, particularly in terms of dynamic

behaviors, and this research aims to improve the GMCNF and make it even more general.

2.2 Generalized Multi-Commodity Network Flows (GMCNF)

As mentioned above, this research extends the space logistics modeling formulation GM-

CNF. Before introducing this formulation, the relevant literature about the classical mod-

eling of network flows in terrestrial logistics is reviewed. Network flow modeling has been

one of the common topics in the LP literature. There have been numerous formulations

developed to model different types of network flows.

One of the most classical general network optimization formulations is the minimum

cost flow formulation. In this formulation, a cost and capacity are assigned for each arc,

and a demand or supply are assigned for the appropriate nodes. For those nodes without a

demand or supply, the flows are conserved; in other words, the sum of inflow into a node is

equal to the sum of outflow from that node. For those nodes with a demand or supply, the

gap between inflow and outflow is equal to their demand or supply. The objective function

is to minimize the total cost of the flows. Typical network optimization textbooks provide

the mathematical formulation and algorithms to solve this type of problem [54,55].

1The space logistics network optimization function used to be implemented in SpaceNet 1.3, but was
removed from SpaceNet 2.5 due to its computational inefficiency.

31



This classical formulation cannot be applied to the problems where the flows are not

conserved. For example, water reservoir models should consider evaporation or rainfall,

which changes the amount of water in it. This case cannot use the above classical formula-

tion directly. In space application, also, propellant is consumed as the spacecraft performs

the required propulsive burns over an arc, which makes the above classical formulation

inapplicable.

In order to deal with the flows that include gains or losses, the generalized flow problem

formulation was developed. In this formulation, every arc has an additional component of

gain/loss in the form of a mass ratio. When the flows are transported across an arc, the

total mass is multiplied by a predetermined ratio, which expresses the expected gain or loss.

In this way, the flows are not conserved across the arcs, although they are still conserved

at the nodes. This generalized problem formulation is powerful and has been applied to

multiple applications such as water distribution systems with losses [56], cash management

problems [57], and copper refining processes [58].

Although the generalized flow formulation can be used for many problems that the classi-

cal formulation could not, there are some other problems that require further generalization

of the network formulation. One example where the classical formulation cannot be applied

is a network in which multiple types of commodities (resources) are transported. This type

of problem is called a multi-commodity flow problem and requires a new formulation to

solve.

For that sake, the multi-commodity transportation problem formulation was proposed.

In this formulation, the flows on each arc composed of multiple types, each of which rep-

resents the flow of a single commodity. If there are no interactions between commodities,

the problem for each single commodity can be solved separately. However, this is not true

in many cases. For example, in a problem of global transportation of different varieties

of grains to different destinations, multiple commodities share a common capacity on the

arcs, in which case the multi-commodity flow formulation becomes powerful due to the

shared capacity constraints. There are numerous applications for multi-commodity flows

such as distribution networks [59] or railroad crew scheduling networks [60], among many

others [54,55,61].

Unfortunately, however, in space logistics network problems as well as some terrestrial

applications, the flows are not conserved and there are interactions among commodities at
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the same time. Propellant can be consumed and water and food can be converted into waste

on each arc. For these types of systems, the conventional generalized flow formulation or

multi-commodity flow formulation is not applicable; a new formulation is required.

Ishimatsu proposed such a new formulation, the generalized multi-commodity network

flows, or GMCNF [5]. This formulation combines both ideas of generalized flows and multi-

commodity flows, where resource flows over the arcs are modeled as matrix multiplications.

Also, self-loops are introduced to cope with resource generation nodes such as ISRU, and

the concept of multi-graphs is proposed to incorporate trades between technology options

along the same arcs or at the same nodes.

In this way, the GMCNF can formulate a campaign-level space logistics network problem

with resource generation nodes (e.g., ISRU) as an LP problem. Incorporating ISRU into

space logistics modeling is a large advantage that no other proposed formulation has been

able to achieve. The GMCNF also improves the computational efficiency of space logistics

optimization largely because LP problems can be solved rapidly using commercial software

such as CPLEX or similar open source solvers.

However, there is a large drawback in this approach: the proposed GMCNF by Ishi-

matsu only solves static problems (i.e., the time dimension is not considered). This feature

of the static GMCNF can lead to time inconsistencies (or time paradoxes) and thus can

result in infeasible dynamic network flows when the arc transit times are positive. Such

time inconsistencies have also been observed in conventional static network optimization

problems [62], but the static GMCNF has additional issues due to existence of flow gener-

ating loops and multi-commodity interactions. The following lists some of the limitations

in the static GMCNF:

• The static GMCNF results can contain a time paradox in a network containing re-

source generation. An example is shown in Figure 2-4, which shows a loop between

two nodes. The arcs connecting node i and j involves consumption of 50 [kg] of

propellant, and node j has a potential for ISRU, where 10 [kg] of propellant can be

generated per kg of ISRU plant. Node i has a 10 [kg] supply of ISRU plant and node

j has a 10 [kg] demand of ISRU plant. Without external propellant, this 10 [kg] of

ISRU plant at node i cannot flow into node j to satisfy the demand, but in the static

GMCNF, this time paradox can happen because, without consideration of the time

dimension, the propellant generated by the ISRU plant can be used to deploy that
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plant itself. In other words, the static GMCNF cannot ensure that the resources are

not used before they are generated, which erroneously allows the optimizer to “count

chickens before they hatch” [5].

Figure 2-4: Time Paradox in the static GMCNF due to resource generation.

• The static GMCNF results can also contain a time paradox in a loop network due to

interactions between multiple commodities. An example is shown in Figure 2-5, which

shows a loop between two nodes. The arcs in the loop require both hydrogen (150

[kg]) and oxygen (850 [kg]). Each node only has either a hydrogen supply (300 [kg]

at node i) or oxygen supply (1700 [kg] at node j), and therefore in reality this flow is

not allowed without an additional external supply. In the static GMCNF, however,

commodities can flow in this loop between two nodes in the way that Figure 2-5 shows

because the mass balance equations are satisfied for both nodes. This time paradox is

also because the static GMCNF only ensures the mass balance and does not consider

the timing of the inflow and outflow for each commodity.

• The static GMCNF does not consider properly the concept of stock and the related

concepts such as ISRU or on-orbit propellant depots. In the static GMCNF, self-

loops are used to express the stock, but lack of the time dimension can lead to an

unrealistic situation where a large inflow and outflow exist over a self-loop that do not

originate from any source node. At the ISRU node, for example, a large plant mass

can exist in both inflow and outflow of the ISRU self-loop to generate a large amount

of propellant, but the plant mass inflow and outflow cancel each other in the mass
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Figure 2-5: Time Paradox in the static GMCNF due to multi-commodity interaction.

balance constraint of the static model and may not require any plant mass supply from

Earth. This flow is feasible in the static model because the constraints are satisfied,

but does not happen in reality. Ishimatsu uses some creative tricks in order to avoid

such problems (e.g., ISRU plant mass “disappears” after its utilization [5]), but these

tricks are not generally applicable to all problems.

• The static GMCNF only considers the overall campaign-level mass flows instead of

the flows in each mission; therefore it cannot consider the interdependency of the

flows in different missions. In the space logistics case, particularly, the network grows

over time because not all commodities are demanded; rather some of the commodities

stay in the network and can be reused (e.g., propellant depot). For example, the

structure mass is only used to support transportation of the payload or crew, and

after the payload or crew is demanded, part of it can be reused for other purposes.

This dynamic network growth itself is also part of the important results but is not

considered in the static GMCNF.

• The static GMCNF cannot cope with a time-dependent supply or demand at the

nodes; it only considers the cumulative or aggregated demand. This includes the

launch window from the Earth/Cis-lunar system to the Martian system or NEOs.

All the above issues are critical in the actual space logistics design, but cannot be

considered in a purely static formulation. Coping with these issues by a dynamic formulation

is an important contribution of this research.
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2.3 Dynamic Network Flows

As stated in the previous section, a static network flow formulation cannot capture various

features that are important in the actual space logistics design; instead a dynamic network

flow formulation is necessary. This section provides a literature review of dynamic aspects

of network flow problem formulation.

There are a couple of methods proposed to introduce the time dimension in the network

optimization, for which a number of review papers have been published [63–65]. Practi-

cally, many network flows are discrete-time events or can be decomposed into discrete-time

events. For the space logistics network, for instance, a chemical rocket burn is a temporally

discrete action because for each arc, propellant is consumed instantaneously instead of grad-

ually over time. Also, the launch time windows can be assumed to be discrete, where the

launch operation can only happen at a certain time. Although the resource generation or

consumption at each node is continuous in time, this event only affects the flows at discrete

time windows. Therefore, the space logistics network problem can be modeled as a discrete

network optimization problem.

The most widely used approach to discretized dynamic network problems is time-

expanded networks [62]. A time-expanded network assumes a discrete-time problems and

converts the dynamic network into a static one by duplicating the nodes for each time step

in a given time horizon. Holdover arcs exist between the same node at time t and t + 1,

showing the commodities that are stored at that node from time t to t+ 1. An example of

a time-expanded network is shown in Figure 2-6.

Figure 2-6: Time-expanded network for space logistics [4]. LEO: low-Earth orbit; EML1:
Earth-Moon Lagrangian point 1; LLO: low-lunar orbit.
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Time-expanded networks have been applied in many areas. Modeling of time-variant

traffic flows is one of its typical applications [66]. Some of the space logistics literature

has used time-expanded networks for visualization or optimization [38, 42, 49, 67]. Time-

expanded networks have also been used together with multi-commodity flows [68, 69] and

the generalized flows [70], but they have never been applied to the GMCNF. Application of

time-expanded networks for the GMCNF is necessary for efficient computation (via LP) of

dynamic flows with commodity conversions such as space logistics flows.

One of the practical limitations of a time-expanded network is the expensive computa-

tional effort. Since a time-expanded network duplicates the nodes for each time step, the

number of nodes and arcs increases linearly with the number of time steps. As a result, the

number of variables and constraints also increases linearly with the number of time steps.

In general, the complexity of a time-expanded network is known to be pseudo-polynomial

in the input size [67, 68, 72],2 and therefore the number of time steps is a critical param-

eter in terms of computation. The complexity also scales with the number of commodity

types, and therefore this issue is particularly true in multi-commodity problems [68,69] and

therefore also in the GMCNF.

For that reason, although the most natural way of time discretization is a full time-

expanded network as defined in Chapter 3, it is necessary to find other practical methods.

For some special cases such as the maximum flow problem, it is possible to find an exact

solution efficiently (i.e., temporally repeated flows [62]), but those results are not applicable

to general dynamic network flows [73]. Therefore, a practical approach should use fewer

time steps for approximation of the full time-expanded network.

In general, finer time step discretization gives better solutions (i.e., with smaller dis-

cretization errors) but requires more computational time. Trades between the fineness of

time steps and quality of the solutions have been a topic studied for various classes of op-

timization problems. Particularly, there have been interesting approaches in the literature

about discretization of continuous-time optimization problems. For example, Fleischer and

Skutella proposed that for some classes of problems, using a well-chosen time discretization

(i.e., condensed time-expanded network [69]) can lead to a good approximation of the so-

lution with theoretical error bounds [69, 74]. Their method assumes no time windows for

2A pseudo-polynomial time algorithm has complexity that is polynomial in the value of the input [71].
Note that the value of the input is exponential in its length (number of bits) For time-expanded networks,
the input corresponds to the number of time steps.
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transportation or demand/supply, and the resulting optimal solutions never use holdover

arcs. However, with time windows for transportation and holdover commodity transfor-

mations as considered in the GMCNF, this method is not applicable and holdover arcs

can be (and will in most cases) used when the commodity mass waits for the next time

windows or when it generates resources (e.g., ISRU process). Another well-studied method

for time discretization over time-expanded networks are adaptive time step discretization

algorithms [75–79], in which the discretization is improved iteratively based on the gaps

between a lower and upper bound. This method, which does not serve the purpose of this

research, is useful for discretization of a continuous problem where the full time-expanded

network does not provide enough information.

Considering the above literature, this research proposes and compares several time dis-

cretization methods for the GMCNF with time windows and applies them to the space

logistics network to find a lower bound, an upper bound, or an approximation of the full

time-expanded problem, whose exact solution is computationally too expensive to solve

directly. Particularly, with time windows, it might be efficient to use different time dis-

cretization for each node rather than using the same time steps over the network. The

details are described in Chapter 3.

2.4 Systems Staged Deployment Strategies

One of the interesting features of the solution from the proposed formulation is how a

network grows over time, which suggests concurrently both network construction decisions

and network utilization decisions. An important contribution from this formulation is a new

staged deployment method for space logistics infrastructure. Therefore, a more detailed

literature review is conducted about this specific topic.

For a complex system such as the space logistics system, deploying it in stages can be

more efficient than deploying it all at once. The advantages of conventional system staged

deployment can be mainly divided into the following two types, although many systems

have both of these aspects.

• Conforming to the constraints.

• Adjust the system to internal/external uncertainties.

The simpler type is conforming to the constraints. Limited budget, both financial and
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non-financial, can force a system to be deployed in stages. This is a natural decision for a

large-scale system such as the ISS project [22], where it is impossible to launch the entire

ISS structure at once.

In addition, the staged deployment can deal with uncertainties through the idea of real

options analysis. A real option is explained as “a technical element embedded initially into

a design that gives the right but not the obligation to decision makers to react to uncertain

conditions” [80]. This provides the system with the flexibility to change the variables or

not. In the space logistics networks considered in this research, an example of real options

can be deploying additional ISRU for unexpected events. This flexible strategy can bring a

system closer to the optimal condition than a deterministic decision made at the beginning

of a campaign.

One application of real options analysis for dynamic decision making in space systems is

staged deployment of a satellite constellation [80]. Here, the demand is assumed as a source

of uncertainty. Only a small group of satellites is deployed first, and more satellites are

deployed as the demand increases, or as more information about the demand is acquired.

If the demand decreases or stays constant, the decision of increasing satellites would not

be made. The resulting strategy provides a suboptimal solution in the initial stage to

allow flexibility for the later stages, resulting an optimal solution in terms of lifecycle cost.

The results from the analysis show the effectiveness of dynamic decision making in system

operation in an uncertain environment.

The uncertainties to be considered in real options analysis can be external or inter-

nal. External uncertainties include demand fluctuation in the market. The example of

staged deployment of communication satellites for an uncertain demand [80] falls under

this category. Internal uncertainties include technological uncertainties and system failure

possibilities. For example, for a staged deployed satellite constellation, the first stage of

the satellite constellation deployment can be used for technology demonstration [81] with

limited capability, followed by a second set of satellites to enhance the capability.

Although most stage-deployed systems have both advantages of conforming to con-

straints and coping with uncertainties, some systems can have other advantages by apply-

ing staged deployment properly. In the space logistics problem, the following advantage of

using staged deployment has been overlooked in the literature.

• Self-sustained deployment.
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In conventional staged deployed systems, all deployment is performed independently for each

stage. For example, in the case of staged satellite constellation deployment [80], the second

stage of satellites is deployed independently of the first stage launch of the constellation.

However, this is not always the optimal solution because the previously deployed stages can

also enable the following stages to be deployed. In the space logistics example, ISRU plants

on the Moon can be deployed in stages. After the first stage of their deployment on the

Moon, the ISRU plants start generating propellant. If this propellant can then be used for

deployment of subsequent stages, the entire system can be more efficient.

Although the self-sustained deployment strategy brings about benefits, it can be ineffi-

cient in some cases with a short time horizon. This is evaluated in detail in this research

through lifecycle multi-period optimization as well as trades in the engineering context by

considering the role of different technologies.
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Chapter 3

Time-Expanded Generalized

Multi-Commodity Network Flows

(GMCNF)

This chapter describes the mathematical details of the GMCNF formulation and its ex-

tension to a time-expanded network formulation. Although the space logistics application

is taken as an example throughout the description, the methods and proofs are applicable

to any GMCNF problem that contains resource type transformations and infrastructure

deployment concurrently.

3.1 Static GMCNF

The static GMCNF is a network optimization formulation based on a graph-theoretic ap-

proach that can consider multiple types of commodities and their generation and consump-

tion. Given a network graph, the GMCNF formulation provides an optimal commodity

flow solution that meets all demand constraints and achieves the smallest cost. The results

can be interpreted as a recommendation for “where to deploy what” as a snapshot of the

operational phase. The following shows the mathematical formulation of the GMCNF based

on the one proposed by Ishimatsu [5].

Consider a graph composed of a set N of nodes, a set A of directed arcs, and k types

of commodities. Here, A includes both transportation arcs, which connect a node to a
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different node, and holdover arcs, which connect a node back to itself. For each arc (i, j)

from node i to node j, the multi-commodity flow is split into outflow x+
ij and inflow x−ij ,

for which the costs c+
ij and c−ij are assigned. Note that x+

ij , x
−
ij , and c+

ij are k-by-1 vectors

whose components show the flows and costs of the corresponding commodities. All flows

are nonnegative. Each node i has its demand or supply for each commodity in a vector bi,

whose negative component shows a demand and positive component shows a supply. Note

that there is no time index in this formulation.

With this set of notations, the GMCNF can be expressed in the following formulation:

Minimize

J =
∑

(i,j)∈A

c+
ij

T
x+
ij (3.1)

subject to ∑
j:(i,j)∈A

x+
ij −

∑
j:(j,i)∈A

x−ji ≤ bi ∀i ∈ N (3.2a)

Bijx
+
ij = x−ij ∀ (i, j) ∈ A (3.2b)

C+
ijx

+
ij ≤ p+

ij ∀ (i, j) ∈ A (3.2c)

x±ij ≥ 0k×1 ∀ (i, j) ∈ A (3.2d)

Note that the original formulation by Ishimatsu also included the term
∑

(i,j)∈A c−ij
T
x−ij

as part of the objective function, but that term can be expressed by the current objective

function
∑

(i,j)∈A c+
ij

T
x+
ij using Eq. (3.2b).

It is known that the GMCNF is a combination of the conventional generalized flow

formulation with gain or loss and multi-commodity flow formulation. Eq. (3.2a) shows

mass balance constraints. An inequality is used instead of an equality to allow mass loss at

each node (e.g., rocket staging).

Eq. (3.2b) with a k-by-k mass transformation matrix Bij shows transformations be-

tween commodities as well as gains or losses. This can be used to represent propellant

consumption, water/food consumption by crew, and so on. Detailed examples of the mass

transformation matrix Bij can be found in the past literature [5] or in Chapter 4. Mass

transformations in the GMCNF contain two types: instantaneous ones and continuous ones.

Examples of the former include an impulsive burn for a chemical rocket or NTR, whereas
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examples of the latter include a continuous burn consumption for a SEP rocket or resource

generation at an ISRU plant.1 A continuous mass transformation can be expressed by the

following differential equation: dx
dt = Bdx, where Bd is a k-by-k mass transformation rate

coefficient matrix. If the mass transformations over arc (i, j) are only of the continuous

type, Bij = exp
(
Bd

ij∆tij

)
, where ∆tij is the temporal length of that continuous process

(typically referred to the arc length). If an arc contains both instantaneous and contin-

uous mass transformations, its mass transformation matrix can be expressed as a serial

multiplication of the corresponding matrices. Note that a non-diagonal matrix is generally

non-commutative, and so the order of the multiplication should match the actual sequence

of the events.

Eq. (3.2c) with an lC-by-k concurrency matrix C+
ij and an lC-by-1 vector p+

ij show

concurrency constraints. This type of constraint can be used to represent a vehicle or

aeroshell mass fraction, a total flow upper bound over all commodities (also known as

bundle constraints), and so on. lC is the number of concurrency constraints. Note that

theoretically, as the flow changes its state by a mass transformation matrix over an arc,

the concurrency constraints and nonnegativity constraints apply to the flow all the time,

which results in an infinite number of constraints. For example, if the flow changes its mass

as it moves over an arc, the structure mass should always be large enough to support the

payload and the mass is constrained to be nonnegative all the time over that arc. This

type of optimization problem is called semi-infinite programming, and typically solved by

iterative bi-level programming techniques or approximation of the constraint matrix [82].

Practically, in many systems such as the space logistics case, the monotonicity of the mass

change over an arc can be assumed, which leads to a finite number of constraints in the

form of Eq. (3.2c). For generality, however, all the remaining theoretical arguments assume

that an infinite number of constraints is acceptable.

An alternative of the GMCNF is the following:

Minimize

J =
∑

(i,j)∈A

c+
ij

T
x+
ij (3.3)

subject to ∑
j:(i,j)∈A

x+
ij −

∑
j:(j,i)∈A

Bjix
+
ji ≤ bi ∀i ∈ N (3.4a)

1An ISRU plant can have an intermittent duty cycle, which is not considered here.
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Cijx
+
ij ≤ pij ∀ (i, j) ∈ A (3.4b)

x+
ij ≥ 0k×1 ∀ (i, j) ∈ A (3.4c)

Note that this formulation shown in Eqs. (3.3) - (3.4) is mathematically equivalent to the

previous one in Eqs. (3.1) - (3.2) if the following relationships are true:

Cij =

 C+
ij

−Bij

 and pij =

 p+
ij

0k×1

 (3.5)

Although the formulation in Eqs. (3.3) - (3.4) is used for computation, the formulation in

Eqs. (3.1) - (3.2) is used for proofs because of its clarity.

Due to the continuous nature of storage, a few assumptions are made for holdover arcs

particularly. Holdover arcs are used to model an inflow-dependent demand or supply such

as lunar ISRU propellant generation. Each of them only contains a unit-time continuous

mass transformation and no instantaneous transformations; therefore Bii = expBd
ii for arc

(i, i). Also, the same concurrency constraints and nonnegativity constraints for holdover

arcs are applied to the flow continuously. This means that the constraints for holdover arc

(i, i) can be written in the following way: C+
ii exp

(
Bd

ii∆t
)
x+
ii ≤ p+

ii , exp
(
Bd

ii∆t
)
x+
ii ≥

0k×1 ∀∆t ∈ [0, 1), where ∆t is a continuous real number instead of an integer. This means

that those constraints should hold at any moment during the unit length time step.

In order to make the GMCNF more generally applicable, Ishimatsu added another

concept: a multi-graph for transportation options. This concept considers a graph where

multiple arcs are connecting the same pair of end nodes [83]. For example, it can be used

when there are multiple discrete alternatives for the propulsion technologies (e.g., NTRs or

chemical rockets) or when there are trades between cost and time. By using this formulation,

the optimizer can automatically select the best alternative from the multi-graph during the

optimization process. As a result, each element of the arc set A is redefined as (i, j, e), where

e is the index for each multi-graph. The flow is redefined as x±ije for each arc (i, j, e), and

correspondingly all the constraint parameter matrices, cost coefficients, and transit time

for each arc also have ije as an index instead of just ij so that each multi-graph can have

different cost or transit time if necessary.

Considering the above additional features of holdover arcs and multi-graphs, the formu-

lation Eqs. (3.1) - (3.2) can be rewritten as follows:
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Figure 3-1: Multi-graph Formulation.

Minimize

J =
∑

(i,j,e)∈A

c+
ije

T
x+
ije (3.6)

subject to

∑
j:(i,j,e)∈A:i 6=j

x+
ije +

∑
(i,i,e)∈A

x+
iie −

∑
j:(j,i,e)∈A:i 6=j

x−jie −
∑

(i,i,e)∈A

x−iie ≤ bi ∀i ∈ N (3.7a)

Bijex
+
ije = x−ije ∀ (i, j, e) ∈ A : i 6= j (3.7b)

exp
(
Bd

iie

)
x+
iie = x−iie ∀ (i, i, e) ∈ A (3.7c)

C+
ijex

+
ije ≤ p+

ije ∀ (i, j, e) ∈ A : i 6= j (3.7d)

C+
iie exp

(
Bd

iie∆t
)
x+
iie ≤ p+

iie ∀∆t ∈ [0, 1) ∀ (i, j, e) ∈ A (3.7e)

exp
(
Bd

iie∆t
)
x+
iie ≥ 0k×1 ∀∆t ∈ [0, 1) ∀ (i, i, e) ∈ A (3.7f)

x±ije ≥ 0k×1 ∀ (i, j, e) ∈ A (3.7g)

Note that the concurrency constraints and nonnegativity constraints over the flows shown

in Eqs. (3.7e) - (3.7f) for holdover arcs also apply to transportation arcs as part of Eq.

(3.7d), although not explicitly shown. This formulation is nothing more than a simple

specialization of the original one in Eqs. (3.1) - (3.2) but will be useful for later extensions,

specifically for the expansion to the time dimension.

The static GMCNF is a powerful tool for network optimization problems containing

resource transformations. It can deal with conversions between multiple commodities as

well as constraints affecting different commodities. The former includes a conversion process

from water or food into waste (and back), whereas the latter includes a minimum structure
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mass ratio to support the propellants and other commodities that need to be properly

contained.

Despite the effectiveness of the static GMCNF, it also has some critical limitations.

These are caused by the flow generation loop in the static network and the positive (nonzero)

arc transit time. The details were listed in Chapter 2, but some of the most critical ones

are restated here.

First, the static GMCNF does not consider the time dimension and so it can allow

inconsistent scenarios that contain time paradoxes. An example of such scenarios is an

ISRU plant being deployed using the propellant that will be generated by that ISRU plant.

The static GMCNF simply ensures that the overall cumulative mass budget closes but

cannot capture whether “use of propellant generated by ISRU” happens before or after

“deployment of the ISRU plant.”

Also, the static GMCNF cannot consider the deployment phase. The GMCNF assumes

that ISRU plants can be created instantaneously and does not consider how and when they

are deployed. In reality, however, ISRU plants can be deployed in stages strategically so

that the system is optimal over its entire lifecycle.

In addition, the static GMCNF cannot consider time windows or time-dependent de-

mands and supplies at each node. They include launch windows or resupply from Earth.

Ignoring these properties can possibly make that static solution infeasible or far from opti-

mal.

The above limitations are caused by the static nature of the GMCNF. The GMCNF

needs to be extended to a dynamic form, as shown in the next section.

3.2 Full Time-Expanded GMCNF

3.2.1 Formulation of Full Time-Expanded GMCNF

In order to deal with some limitations in the GMCNF caused by its static nature, a time-

expanded network can be introduced. As described in Chapter 2, a time-expanded network

duplicates the nodes for each time step and makes the dynamic flow equivalent to a notional

static network. In a similar way as the static GMCNF, arcs in the network correspond to

both transportation and storage. The arcs for transportation, or transportation arcs, appear

as diagonal arcs connecting different nodes at different time steps, and those for storage, or
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holdover arcs, appear as horizontal arcs connecting the same node at different time steps.

Figure 3-2 shows an example of a full time-expanded network. In this network, for instance,

mass at node j at time t can stay at the same node for one time step on a holdover arc and

then leave for node i at time t+ 1 on a transportation arc.

Figure 3-2: Full time-expanded network.

An assumption for the definition of the full time-expanded network is that all the arc

transit times, possible departure times, and demand time windows are rational numbers.

Thus, it is possible to assume a minimum time step increment as a unit time step, such that

all temporal lengths and time windows can be scaled to multiples of this unit time step,

and therefore are assumed to be integers. The commodity inflow/outflow is represented

by a k-by-1 vector x±ijtdtae, where td denotes the departure time and ta denotes the arrival

time. A positive transit time, ∆tije is given for each transportation arc (i, j, e) : i 6= j.

(With the transit time defined, it seems redundant to have both departure time and arrival

time as the indices, but it will be useful in later discussions.) In the full time-expanded

GMCNF, the temporal length ∆tiie for each holdover arc (i, i, e) is always a unit time step

(i.e., ∆tiie = 1 ∀ (i, i, e) ∈ A), which is consistent throughout the network and over the

entire time horizon.

For each arc (i, j, e), possible departure times Wije ⊆ [0, T ) are assigned and the wth

element of Wije is denoted by twije. An arc is defined to have time windows (or with time

windows) if it allows commodity flows only at a certain time step. For those arcs with time

windows, Wije denotes their departure time windows. For an arc (i, j, e) that does not have

time windows, Wije = {0, 1 . . . T − 1}. Note that even for the arcs without time windows,

their possible departure times are still limited to integer time steps over the full time-

expanded network. At this point, all holdover arcs are assumed to have no time windows
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(i.e., commodity flows are allowed at any time step).

Note that the following is always true given a time horizon T :

minWije ≥ 0 ∀ (i, j, e) ∈ A (3.8a)

maxWije + ∆tije < T ∀ (i, j, e) ∈ A (3.8b)

This means that all transport processes have to be completed at the final time horizon T .

A few other assumptions are made here. It is assumed that the arc properties are

constant over time. They include ∆tije, Bije, C+
ije, and p+

ije for each transportation arc

(i, j, e), as well as Bd
iie, C

+
iie, and p+

iie for each holdover arc (i, i, e). This assumption does

not limit the possibility of time-varying arc properties because they can be treated as

separate arcs (i.e., multi-graph) with proper time windows although this adds complexity.

The supply/demand bit at each node i can vary over time, which corresponds to the time-

dependent supply/demand. The cost coefficients c+
ije for each arc (i, j, e) are assumed to be

constant to simplify the later proofs, but they can be generalized to different cost weightings

over time (e.g., discount rate).

With this set of notations, the full time-expanded GMCNF can be expressed as follows:

Minimize

J =
∑

(i,j,e)∈A

∑
t∈{0...T−1}

c+
ije

T
x+
ijt(t+∆tije)e (3.9)

subject to

∑
j:(i,j,e)∈A

x+
ijt(t+∆tije)e−

∑
j:(j,i,e)∈A

x−ji(t−∆tjie)te ≤ bit ∀t ∈ {0 . . . T − 1} ∀i ∈ N (3.10a)

Bijex
+
ijt(t+∆tije)e = x−ijt(t+∆tije)e ∀t ∈Wije ∀ (i, j, e) ∈ A (3.10b)

C+
ijex

+
ijt(t+∆tije)e ≤ p+

ije ∀t ∈Wije ∀ (i, j, e) ∈ A (3.10c)


x±ijtdtae ≥ 0k×1 if ta = td + ∆tije and td ∈Wije

x±ijtdtae = 0k×1 otherwise

∀td, ta ∈ {0 . . . T − 1} ∀ (i, j, e) ∈ A (3.10d)

As can be seen, most of the full time-expanded GMCNF formulation is a natural exten-
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sion of the static GMCNF in Eqs. (3.1) - (3.2).

We can define an alternative full time-expanded GMCNF formulation in a similar way

as we did for the static GMCNF in Eqs. (3.3) - (3.4), which is used for computation, as

follows:

Minimize

J =
∑

(i,j,e)∈A

∑
t∈{0...T−1}

c+
ije

T
x+
ijt(t+∆tije)e (3.11)

subject to

∑
j:(i,j,e)∈A

x+
ijt(t+∆tije)e −

∑
j:(j,i,e)∈A

Bjiex
+
ji(t−∆tjie)te ≤ bit ∀t ∈ {0 . . . T − 1} ∀i ∈ N

(3.12a)

Cijex
+
ijt(t+∆tije)e ≤ pije ∀t ∈Wije ∀ (i, j, e) ∈ A (3.12b)


x+
ijtdtae

≥ 0k×1 if ta = td + ∆tije and td ∈Wije

x+
ijtdtae

= 0k×1 otherwise

∀td, ta ∈ {0 . . . T − 1} ∀ (i, j, e) ∈ A (3.12c)

This formulation shown in Eqs. (3.11) - (3.12) is mathematically equivalent to the previous

one in Eqs. (3.9) - (3.10) if the following relationships are true:

Cije =

 C+
ije

−Bije

 and pije =

 p+
ije

0k×1

 (3.13)

Note that the full time-expanded GMCNF assumes a constant unit time step for holdover

arcs. In the other formulations proposed later, this time steps will vary, which makes Biie for

each holdover arc (i, i, e) vary over time depending on the length of its time step. Therefore,

it will be useful for later extension to treat holdover arcs separately as follows:

Minimize

J =
∑

(i,j,e)∈A

∑
t∈{0...T−1}

c+
ije

T
x+
ijt(t+∆tije)e (3.14)

subject to

∑
j:(i,j,e)∈A:i 6=j

x+
ijt(t+∆tije)e +

∑
(i,i,e)∈A

x+
iit(t+1)e −

∑
j:(j,i,e)∈A:i 6=j

x−ji(t−∆tjie)te −
∑

(i,i,e)∈A

x−ii(t−1)te

≤ bit ∀t ∈ {0 . . . T − 1} ∀i ∈ N (3.15a)
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Bijex
+
ijt(t+∆tije)e = x−ijt(t+∆tije)e ∀t ∈Wije ∀ (i, j, e) ∈ A : i 6= j (3.15b)

exp
(
Bd

iie

)
x+
iit(t+1)e = x−iit(t+1)e ∀t ∈ {0 . . . T − 1} ∀ (i, i, e) ∈ A (3.15c)

C+
ijex

+
ijt(t+∆tije)e ≤ p+

ije ∀t ∈Wije ∀ (i, j, e) ∈ A : i 6= j (3.15d)

C+
iie exp

(
Bd

iie∆t
)
x+
iit(t+1)e ≤ p+

iie ∀∆t ∈ [0, 1) ∀t ∈ {0 . . . T − 1} ∀ (i, i, e) ∈ A

(3.15e)

exp
(
Bd

iie∆t
)
x+
iit(t+1)e ≥ 0k×1 ∀∆t ∈ [0, 1) ∀t ∈ {0 . . . T − 1} ∀ (i, i, e) ∈ A (3.15f)


x±ijtdtae ≥ 0k×1 if ta = td + ∆tije and td ∈Wije

x±ijtdtae = 0k×1 otherwise

∀td, ta ∈ {0 . . . T − 1} ∀ (i, j, e) ∈ A (3.15g)

Note that the concurrency constraints and nonnegativity constraints over the flows shown

in Eqs. (3.15e) - (3.15f) for holdover arcs also apply to transportation arcs as part of Eq.

(3.15d), although not explicitly shown.

In the full time-expanded GMCNF, a network containing resource transformation and

infrastructure deployment such as a space logistics network containing ISRU can be mod-

eled dynamically. It also introduces stock at nodes in addition to the concept of flow in

the conventional static GMCNF. It can resolve the time paradoxes in the GMCNF by con-

sidering the order of each transportation movement. The formulation can also cope with

a time-variant demand or supply at the nodes and arcs by multi-graphs and time windows

that the static GMCNF cannot.

A caveat of the full time-expanded GMCNF is, however, that it requires a large number

of nodes and arcs, and this leads to a large number of constraints and variables and makes

the optimization computationally expensive. As shown in Chapter 2, the computational

complexity of a time-expanded network is pseudo-polynomial (or exponential) in the input

size, and therefore its computational requirement is large for a long time-horizon optimiza-

tion. If we assume n nodes, at most m multi-graphs per arc, k commodity types, at most l

concurrency constraints per arc in the formulation in Eqs. (3.11) - (3.12), and T time steps,

the numbers of nodes and arcs over the time-expanded GMCNF are at most nT and n2mT

respectively. As a result, there are at most n2mkT variables and at most (nk + n2ml)T

constraints, and at most n2mkT nonnegativity bounds in the full time-expanded GMCNF
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in the formulation in Eqs. (3.11) - (3.12). The number of time steps linearly affects the

number of constraints and variables, and therefore polynomially affects the LP computation

time.

To mitigate that effect, a couple of time discretization methods are proposed for the

full time-expanded GMCNF approximation in this research. These methods are not only

more computationally efficient than the full time-expanded GMCNF but also capable of

providing mathematical lower or upper bounds of its solution.

3.2.2 Node/Arc Aggregation and Lower Bounds of the Full Time-Expanded

GMCNF

Although the full time-expanded GNCNF is computationally expensive to solve, its lower

bound can be found with a low computational effort with a technique: node/arc aggregation.

The basic concept is to combine multiple nodes as one group and bundle the arcs that comes

into or from any nodes in that group together as shown in Figure 3-3. Note that all group

nodes resulting from aggregation contain self-loops that are aggregation of holdover arcs.

This also means that the resulting formulation from node/arc aggregation still potentially

contains time paradoxes introduced above.

Figure 3-3: Node/arc aggregation in the time-expanded network.

The argument that node/arc aggregation provides a lower bound of the full time-

expanded GMCNF is shown along with its mathematical construction. The basic idea

comes from constraint aggregation. It is well known that, if multiple constraints are ag-

gregated in an LP minimization problem, the resulting problem has an equivalent or larger

tradespace and therefore provides a lower bound of the optimal objective value if both

formulations are feasible and bounded [84]. Node/arc aggregation can be interpreted as

aggregating the mass balance constraints of multiple nodes followed by removing redundant

arcs.
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Node/arc aggregation results in a new coarser set of time windows for nodes and arcs

in two steps:

1. Node aggregation: Aggregation of the time windows into W a
i ⊆ {0 . . . T − 1} for each

node i ∈ N

2. Arc aggregation: Aggregation of the time windows into W a
ije ⊆ Wije for each arc

(i, j, e) ∈ A

The high-level pseudocode is shown in Algorithm 1.

Algorithm 1: Node/arc aggregation.

Data: A full time-expanded network (N ,A, T,W )

Result: A node/arc aggregated time-expanded network with an updated set of time

windows W a

1 for each node i ∈ N do

2 aggregate the time windows into W a
i ⊆ {0 . . . T − 1};

3 for each arc (i, j, e) ∈ A do

4 aggregate the time windows into W a
ije ⊆Wije ;

In the following, the wth element of W a
ije is denoted by ta,wije and the wth element of

W a
i is denoted by ta,wi . Also, each interval of those time windows is defined as follows:

Ia,wije ≡
{
t ∈Wije | ta,wije ≤ t < ta,w+1

ije

}
and Ia,wi ≡

{
t ∈ {0 . . . T − 1} | ta,wi ≤ t < ta,w+1

i

}
.

The first step, node aggregation, aggregates each node i into a coarser set of time

windows W a
i ⊆ {0 . . . T − 1}. All nodes on the time-expanded network that correspond to

node i during
[
ta,wi , ta,w+1

i

)
are combined as one aggregated node, and the mass balance

constraints only hold for that aggregated node instead of for each time step separately.

The second step, arc aggregation, bundles all arcs that have the same set of aggregated

origin and destination as one aggregated arc that departs at the first time step of the

aggregated origin and arrives at the first time step of the aggregated destination. This

resulting pseudo arc length ∆taije of each bundled arc (i, j, e) ∈ A can give different time

steps from the actual one ∆tije (and sometimes can even be negative). As a result, there

can be cases where the pseudo arc length is different for the same arc with the same actual

arc length. In order to apply the formulation with constant ∆tije, these arcs are treated

as different arcs (i.e., multi-graphs) with different indices e. The results of this second step
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include a new set of time windows W a
ije ⊆ Wije for each arc (i, j, e). Also, the flows are

summed up for each interval of node i and j, and thus the resulting new flow can be defined

as follows: X±
ijta,wi ta,vj e

≡
∑

td∈Ia,wi

∑
ta∈Ia,vj

x±ijtdtae. By definition, the following is true:


X±ijtdtae ≥ 0k×1 if ta = td + ∆taije and td ∈W a

ije

X±ijtdtae = 0k×1 otherwise

∀td, ta ∈ {0 . . . T − 1} ∀ (i, j, e) ∈ A (3.16)

Consider a full time-expanded GMCNF problem shown in Eqs. (3.9) - (3.10). The

following arguments show that it can be relaxed by aggregating nodes and arcs.

Since the cost coefficient cij is constant over time, Eq. (3.9) can be written as

J =
∑

(i,j,e)∈A

∑
t∈Wije

c+
ije

T
x+
ijt(t+∆tije)e =

∑
(i,j,e)∈A

∑
t∈Wa

ije

c+
ije

T
X+

ijt(t+∆taije)e
(3.17)

Eq. (3.10a) can be aggregated over t ∈ Ia,wi and be relaxed to the following form:

∑
j:(i,j.e)∈A

∑
t∈Ia,wi

x+
ijt(t+∆tije)e−

∑
j:(j,i,e)∈A

∑
t∈Ia,wi

x−ji(t−∆tjie)te ≤
∑

t∈Ia,wi

bit ∀w ∈ {1 . . . |W a
i |} ∀i ∈ N

(3.18)

From the definition of the new time windows, the following relationship is true:

∑
t∈Ia,wi

x+
ijt(t+∆tije)e =

∑
td∈Ia,wi

∑
ta∈{0...T−1}

x+
ijtdtae

=
∑

td∈Ia,wi

∑
v∈{1...|Wa

j |}

∑
ta∈Ia,vj

x+
ijtdtae

=
∑

v∈{1...|Wa
j |}

X+
ijta,wi ta,vj e

=
∑

ta∈Wa
j

X+
ijta,wi tae

∀w ∈ {1 . . . |W a
i |} ∀ (i, j, e) ∈ A (3.19)
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A similar argument can be made for
∑

t∈Ia,wi
x−ji(t−∆tjie)te:

∑
t∈Ia,wi

x−ji(t−∆tjie)te =
∑

td∈{0...T−1}

∑
ta∈Ia,wi

x−jitdtae

=
∑

v∈{1...|Wa
i |}

∑
td∈Ia,vj

∑
ta∈Ia,wi

x−jitdtae

=
∑

v∈{1...|Wa
i |}

X−
jita,wj ta,vi e

=
∑

td∈Wa
j

X−
jitdt

a,w
i e

∀w ∈ {1 . . . |W a
i |} ∀ (j, i, e) ∈ A (3.20)

From Eqs. (3.19) - (3.20), Eq. (3.18) can be rewritten as follows:

∑
j:(i,j,e)∈A

∑
ta∈Wa

j

X+
ijttae

−
∑

j:(j,i,e)∈A

∑
td∈Wa

j

X−jitdte ≤
∑

t∈Ia,wi

bit ∀t ∈W a
i ∀i ∈ N (3.21)

∑
j:(i,j,e)∈A

X+

ijt(t+∆taije)e
−

∑
j:(j,i,e)∈A

X−
ji(t−∆tajie)te

≤
∑

t∈Ia,wi

bit ∀t ∈W a
i ∀i ∈ N (3.22)

For the other constraints, the following relaxations can be derived. Eq. (3.10b) for each

arc (i, j, e) can be aggregated over td ∈ Ia,wi and ta ∈ Ia,vj for each set of w ∈ {1 . . . |W a
i |}

and v ∈
{

1 . . . |W a
j |
}

:

Bije

∑
td∈Ia,wi

∑
ta∈Ia,vj

x+
ijtdtae

=
∑

td∈Ia,wi

∑
ta∈Ia,vj

x−ijtdtae ∀w ∈ {1 . . . |W a
i |} ∀v ∈

{
1 . . . |W a

j |
}

∀ (i, j, e) ∈ A (3.23)

BijeX
+
ijtdtae

= X−ijtdtae ∀td ∈W a
i ∀ta ∈W a

j ∀ (i, j, e) ∈ A (3.24)

BijeX
+

ijt(t+∆taije)e
= X−

ijt(t+∆taije)e
∀t ∈W a

ije ∀ (i, j, e) ∈ A (3.25)

Similarly, Eq. (3.10c) can be aggregated to

C+
ije

∑
td∈Ia,wi

∑
ta∈Ia,vj

x+
ijtdtae

≤
∑

td∈Ia,wi

∑
ta∈Ia,vj

p+
ije ∀w ∈ {1 . . . |W a

i |} ∀v ∈
{

1 . . . |W a
j |
}

∀ (i, j, e) ∈ A (3.26)

C+
ijeX

+
ijtdtae

≤ P+
ije ∀td ∈W a

i ∀ta ∈W a
j ∀ (i, j, e) ∈ A (3.27)
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C+
ijeX

+

ijt(t+∆taije)e
≤ P+

ije ∀t ∈W a
ije ∀ (i, j, e) ∈ A (3.28)

Here, P+
ije is defined as

∑
td∈Ia,wi

∑
ta∈Ia,vj

p+
ije = |Ia,wi ||I

a,v
j |p

+
ije, but a tighter constraint can

be used instead if more information about time windows is available.

The resulting formulation Eq. (3.17) with constraints in Eqs. (3.16), (3.22), (3.25),

and (3.28) leads to a node/arc aggregated time-expanded GMNCNF problem as a lower

(relaxed) bound of the full time-expanded GMCNF problem if both formulations are feasible

and bounded. This formulation and the original full time-expanded GMCNF formulation

are defined as the corresponding formulations of each other.

From the above derivation, the following important theorem has been proved.

Theorem 1. A lower bound of the optimal objective of a full time-expanded GMCNF prob-

lem can be found by solving its corresponding node/arc aggregated time-expanded GMCNF

problem if both problems are feasible and bounded.

From this theorem, it can be seen that a lower bound of a computationally expensive

full time-expanded GMCNF problem can be found by a computationally cheaper node/arc

aggregated GMCNF problem if both of them are feasible and bounded.

Note that the static GMCNF is a special type of the node/arc aggregated GMCNF with

W a
ije = {0} ∀ (i, j, e) ∈ A and W a

i = {0} ∀i ∈ N . Therefore, a lower bound of the full

time-expanded GMNCNF can be found by its corresponding static GMCNF if both are

feasible and bounded.

An interesting observation from this theorem is that it is the relaxation of the constraints

that causes the time paradoxes and inconsistencies in the node/arc aggregated GMCNF

formulation including the static GMCNF described previously. In order to explain this,

we can revisit the derivation of the node/arc aggregated GMCNF from a perspective of

decomposing an aggregated GMCNF flow X±ijtdtae into a full time-expanded GMCNF flow

x±ijtdtae. Given that Bije and C+
ije are constant over time, it is always possible to decompose

a flow X±ijtdtae into a flow x±ijtdtae that satisfies Eq. (3.10b) and Eq. (3.10c). However, it

may not be possible to find a decomposed flow x±ijtdtae that also satisfies the mass balance

constraint in Eq. (3.10a) because the aggregated mass balance over time is looser than the

mass balance at each time step.

The situation of breaking the mass balance at specific time steps can be qualitatively

described as “borrowing some commodity mass at a node and returning it back later,” and
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this can explain the time paradoxes or inconsistencies described in Chapter 2. For example,

when this “borrowing” happens to the ISRU-generated propellant, it leads to a time paradox

where an ISRU plant is delivered using the propellant to be generated by itself in the future

(See Figure 2-4). When this “borrowing” happens to oxygen or hydrogen, it leads to a time

paradox where a chemical rocket can fire from a node with an only-oxygen or only-hydrogen

supply although it requires both oxygen and hydrogen at the same time (See Figure 2-5).

When this “borrowing” happens to an ISRU plant, it causes the inconsistencies where a

large plant mass flow over the ISRU arc loop that does not originate from Earth or any

other source nodes.

It is also possible to derive the following corollary from the above argument that the

node/arc aggregated GMCNF is more relaxed than its corresponding full time-expanded

GMCNF:

Corollary 1. If a full time-expanded GMCNF problem is feasible, its corresponding node/arc

aggregated time-expanded GMCNF problem is feasible. Particularly, if a full time-expanded

GMCNF problem is unbounded, its corresponding node/arc aggregated time-expanded GM-

CNF problem is unbounded.

This corollary implies that the infeasibility of the full time-expanded GMCNF problem

may, although not always, be detected by its corresponding node/arc aggregated GMCNF

problem. If a node/arc aggregated GMCNF problem is infeasible, its corresponding full

time-expanded GMCNF problem is also infeasible, but the feasibility of a node/arc aggre-

gated GMCNF problem does not guarantee the feasibility of its corresponding full time-

expanded GMCNF problem. Also, if a full time-expanded GMCNF problem is feasible

and bounded, its lower bound can be found by its corresponding node/arc aggregated time-

expanded GMCNF problem, although the resulting “bound” can be unbounded. (Note that

if all cost coefficients c+
ije are nonnegative, which is true in the considered application cases,

neither of these formulations is unbounded. In those cases, if a full time-expanded GMCNF

problem is feasible, its lower bound can always be found by its corresponding node/arc

aggregated time-expanded GMCNF problem.)

An important note is that although it is computationally cheaper to find a lower bound

by node/arc aggregation than solving the full time-expanded GMCNF, the resulting lower

bound is not always feasible for the full time-expanded GMCNF. In fact, it is infeasible
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unless it replicates the exact full time-expanded GMCNF solution. A lower bound can be

used as a ballpark estimate for the objective value, but in order to find a feasible set of

variables, an upper bound needs to be found. Also, as will be shown later, finding both

lower and upper bounds can guarantee the quality of the bounds.

3.2.3 Node/Arc Restriction and Upper Bounds of the Full Time-Expanded

GMCNF

As stated above, even if a lower bound of a full time-expanded GNCNF problem can be

found with a low computational effort, the resulting solution can be infeasible for that full

time-expanded GMCNF problem in most cases. In order to find a feasible solution (that

may be suboptimal), an upper bound needs to be found.

The basic concept of finding an upper bound is to eliminate multiple transportation

arcs and restrict the number of transportation opportunities. However, only restricting

transportation arcs does not reduce the numbers of constraints and variables significantly

because a large number of holdover arcs still exist. Therefore, multiple nodes are eliminated

(i.e., node time windows are restricted) after the transportation arc restriction step. The

basic concept is shown in Figure 3-4.

Figure 3-4: Node/arc restriction in the time-expanded network.

In a similar way as the lower bound case, the argument that node/arc restriction provides

an upper bound of the full time-expanded GMCNF is shown along with its mathematical

construction. The basic idea comes from variable reduction by adding constraints. It is

well known that the if constraints are added to an LP minimization problem, the resulting

problem has an equivalent or smaller tradespace and therefore provides an upper bound

of the objective value if both formulations are feasible and bounded. Node/arc restriction

can be interpreted as constraining the variables to be zero over multiple arcs followed by

limiting tradespace furthermore by restricting node time windows.2

2Note that constraining variables to be zero in an LP problem corresponds to removing constraints in its
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Node/arc restriction results in a new coarser set of time windows for nodes and arcs in

two steps:

1. Arc restriction: Restriction of the time windows into W r
ije ⊆Wije for each transporta-

tion arc (i, j, e) ∈ A : i 6= j

2. Node restriction: Restriction of the time windows into W r
i ⊆ {0 . . . T − 1} for each

node i ∈ N and W r
iie ⊆ {0 . . . T − 1} for each holdover arc (i, i, e) ∈ A

The high-level pseudocode is shown in Algorithm 2.

Algorithm 2: Node/arc restriction.

Data: A full time-expanded network (N ,A, T,W )

Result: A node/arc restricted time-expanded network with an updated set of time

windows W r

1 for each transportation arc (i, j, e) ∈ A : i 6= j do

2 restrict the time windows into W r
ije ⊆Wije;

3 for each node i ∈ N do

4 restrict the time windows into W r
i ⊆ {0 . . . T − 1} ;

5 for each holdover arc (i, i, e) ∈ A do

6 restrict the time windows into W r
iie ⊆ {0 . . . T − 1} ;

In the following, the wth element of W r
ije is denoted by tr,wije and the wth element of W r

i

is denoted by tr,wi .

The first step, arc restriction, is a very intuitive process. It assigns a new coarser time

window W r
ije ⊆Wije for transportation arcs and adds the following constraints in addition

to the original ones in Eq. (3.15):

x±ijtdtae = 0k×1 ∀td /∈W r
ije ∀ta ∈ {0 . . . T − 1} ∀ (i, j, e) ∈ A : i 6= j (3.29)

This means that the flows are prohibited over an arc when its newly defined window is

closed.

The second step, node restriction, restricts the node time windows and simplifies the

problem further. In this process, all nodes over the time-expanded network that have neither

dual LP problem.
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transportation arcs connected to it nor a demand or supply are eliminated. As a result, a

new set of time windows W r
i ⊆ {0 . . . T − 1} is assigned for node i that contain all time

steps where there is at least a transportation arc connected to it or where there is a demand

or supply. Note that as a result, generally, holdover arcs have different length of time steps

over time. Therefore, in order to apply the formulation with constant ∆tiie, all holdover

arcs with different time steps are considered as multi-graphs with different indices e, and

W r
iie ⊆ {0 . . . T − 1} is applied to each of these holdover arcs (i, i, e). This step reduces not

only the number of constraints but also that of variables because multiple holdover arcs can

be combined.

It can be shown that the above two steps actually result in a problem with a smaller

tradespace and thus provide an upper bound of the original full time-expanded GMCNF

problem if both problems are feasible and bounded. It is obvious that the first step is adding

new constraints and therefore the tradespace becomes smaller. The argument for the second

step is not as obvious; the following logic provides its reasoning using the assumption that

holdover arcs do not have instantaneous mass transformations.

Consider a holdover arc (i, i, e) ∈ A with ∆tiie. In order to show that the second step is

limiting the tradespace, it suffices to show that a holdover arc (i, i, e) ∈ A can be relaxed to

M equivalent holdover arcs (i, i, e) ∈ A with smaller ∆t′iie (= ∆tiie/M), as shown in Figure

3-5.

Figure 3-5: Holdover arc relaxation.

From the mass balance and concurrency constraints,

∑
j:(i,j,e)∈A:i 6=j

x+
ijt(t+∆tije)e +

∑
(i,i,e)∈A

x+
iit(t+∆tiie)e −

∑
j:(j,i,e)∈A:i 6=j

x−ji(t−∆tjie)te −
∑

(i,i,e)∈A

x−ii(t−∆tiie)te

≤ bit ∀t ∈W r
i ∀i ∈ N (3.30a)
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exp
(
Bd

iie∆tiie

)
x+
iit(t+∆tiie)e = x−iit(t+∆tiie)e ∀t ∈W r

iie ∀ (i, i, e) ∈ A (3.30b)

C+
iie exp

(
Bd

iie∆t
)
x+
iit(t+∆tiie)e ≤ p+

iie ∀∆t ∈ [0,∆tiie) ∀t ∈W r
iie ∀ (i, i, e) ∈ A

(3.30c)

exp
(
Bd

iie∆t
)
x+
iit(t+∆tiie)e ≥ 0k×1 ∀∆t ∈ [0,∆tiie) ∀t ∈W r

iie ∀ (i, i, e) ∈ A (3.30d)

Consider the following decomposed flow x′± ≥ 0 over the time step from t to t+M∆t′iie:

x′+
iit(t+∆t′iie)e

= x+

iit(t+M∆t′iie)e
(3.31a)

x′−
ii(t+(M−1)∆t′iie)(t+M∆t′iie)e

= x−
iit(t+M∆t′iie)e

(3.31b)

x′−
ii(t+m∆t′iie)(t+(m+1)∆t′iie)e

= x′+
ii(t+(m+1)∆t′iie)(t+(m+2)∆t′iie)e

∀m ∈ {0 . . .M − 2}

(3.31c)

exp
(
Bd

iie∆t
′
iie

)
x′+
ii(t+m∆t′iie)(t+(m+1)∆t′iie)e

= x′−
ii(t+m∆t′iie)(t+(m+1)∆t′iie)e

∀m ∈ {0 . . .M − 1}

(3.31d)

Since
[
exp

(
Bd

iie∆tiie/M
)]M

= exp
(
Bd

iie∆tiie
)
, this set of decomposed arcs satisfies the

constraints in Eq. (3.30) for the network with smaller ∆t′iie. Therefore, it is always possible

to decompose a holdover arc into multiple feasible holdover arcs with smaller time steps.

Note that the converse is not true: multiple holdover arcs with small time steps might

not be able to be combined into a holdover arc with a larger time step. This is because

the former has potentially more alternative multi-graphs. Using a larger time step forces

a single arc to cover a longer time period, and therefore does not allow, for example, the

ISRU technology to change in the middle of a holdover arc.3

In summary, it is shown that the decomposition of a holdover arc into multiple ones

with smaller time steps is a relaxation process in the optimization formulation. This means

that the second step of node/arc restriction that combines multiple holdover arcs into one

with a larger time step is a constraining process.

Together with the above argument about the first step, node/arc restriction is shown

to provide a smaller tradespace than the full time-expanded GMCNF, and thus provides

its upper bound if both formulations are feasible and bounded. The resulting formulation

3ISRU technology could become better due to upgrade or maintenance and repair, or worse due to
degradation or failure
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is Eq. (3.14) with constraints in Eqs. (3.15b), (3.15d), (3.15g), (3.29), and (3.30). This

formulation and the original full time-expanded GMCNF formulation are defined as the

corresponding formulations of each other.

From the above derivation, the following important theorem has been proved.

Theorem 2. An upper bound of the optimal objective of a full time-expanded GMCNF prob-

lem can be found by solving its corresponding node/arc restricted time-expanded GMCNF

problem if both problems are feasible and bounded.

From this theorem, it can be seen that an upper bound of a computationally expensive

full time-expanded GMCNF problem can be found by a computationally cheaper node/arc

restricted GMCNF problem if both are feasible and bounded.

It is also possible to derive the following corollary from the above argument that the

node/arc restricted GMCNF is more constrained than its corresponding full time-expanded

GMCNF:

Corollary 2. If a node/arc restricted time-expanded GMCNF problem is feasible, its cor-

responding full time-expanded GMCNF problem is feasible. Particularly, if a node/arc re-

stricted time-expanded GMCNF problem is unbounded, its corresponding full time-expanded

GMCNF problem is unbounded.

This corollary implies that an upper bound of a full time-expanded GMCNF problem

cannot always be found by its corresponding node/arc restricted GMCNF problem. If a

node/arc restricted GMCNF problem is infeasible, its corresponding full time-expanded

GMCNF problem can be either feasible or infeasible, and no information about the bounds

can be gained. On the other hand, if a node/arc restricted GMCNF problem is unbounded,

its corresponding full time-expanded GMCNF problem is feasible and unbounded. (Note

that if all cost coefficients c+
ije are nonnegative, which is true in the considered application

cases, neither of these formulations is unbounded. Even in those cases, the upper bound of a

full time-expanded GMCNF problem cannot always be found by its corresponding node/arc

restricted GMCNF problem because they can be infeasible.)

Note that, by having both node/arc aggregation and restriction, the quality of the

bounds found by both methods can be evaluated. The gap of the full time-expanded

GMCNF with its lower bound found by node/arc aggregation is bounded by the gap with
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its upper bound found by node/arc restriction, and vice versa. The relationship between

each of these methods are summarized in Figure 3-6.

Figure 3-6: Relationship between static, node/arc aggregated time-expanded network, full
time-expanded network, and node/arc restricted time-expanded network.

3.3 Uniform Time Step Methods

The concepts of node/arc aggregation and restriction introduced in previous sections provide

a direction to find computationally cheaper bounds of the full time-expanded GMCNF. This

section describes some typical such methods based on node/arc aggregation and restriction

using uniform time steps.
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3.3.1 Uniform Time Step Node/Arc Aggregated GMCNF

Node/arc aggregation methods involve combining multiple time steps into one. As shown

above, this formulation is always feasible if the full time-expanded network is feasible. The

important criteria to evaluate these methods comes down to choosing the time steps for

each node so that a good bound can be found with a lower computational effort.

The most typical and general time step selection is a uniform set of time steps for all

nodes. In the node/arc aggregation context, this means defining a set of uniform time steps

that is common for all nodes and bundling the nodes within the same time interval as well

as the arcs connecting the same set of time intervals. Note that if the defined time step is

{0}, then the resulting formulation is identical to the static GMCNF.

3.3.2 Uniform Time Step Node/Arc Restricted GMCNF

Node/arc restriction methods involve restricting time steps. As shown above, this formu-

lation is not always feasible even if the full time-expanded one is feasible and bounded.

Therefore, an important criteria to evaluate these methods include how to wisely choose

the time steps for each node and keep the problem feasible so that a good bound can be

found with a low computational effort.

As in the case of node/arc aggregation methods, the most typical time step selection is

a uniform set of time steps for all nodes. In the node/arc restriction context, this means

defining a set of uniform time steps that is common for all nodes and allowing transportation

operations only for those time steps.

Unfortunately, unlike the uniform time step node/arc aggregation, the uniform node/arc

aggregation is not generally applicable, especially to the cases with time windows present.

This is because the formulation does not consider the time windows in time step selection.

For example, if none of the time windows of a critical arc are not included in the selected

time steps, the problem can become infeasible.

This infeasibility of the node/arc restricted GMCNF can be mitigated by allowing all

transportation operations with time windows in addition to the original uniform time steps.

This method at least excludes the infeasible cases caused by not selecting the critical time

windows as part of the uniform time steps. The uniform node/arc restriction methods

appearing later in this research are assumed to allow the arcs with time windows by default.
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3.4 Cluster-Based Heuristic Methods

The methods introduced in the previous section assume uniform time steps for the time-

expanded network. These methods are not always the most effective especially in a system

with time windows as pointed out previously. Heuristics search considering the time win-

dows can improve the performance with a lower computational effort.

3.4.1 Bi-Scale Time-Expanded GMCNF

For problems with transportation or demand/supply time windows, such as the space logis-

tics case, a cluster-based node/arc restriction method, the bi-scale time-expanded GMCNF,

can be a good approach for approximation of the full time-expanded GMCNF as well as

providing its upper bound. This method is built upon the following assumption:

Assumption 1. It is possible to cluster the nodes so that the transportation between the

same pair of clusters (inter-cluster transportation) has a common time window and temporal

length whereas the transportation within each cluster (intra-cluster transportation) does not

have time windows (i.e., transportation is allowed anytime within the cluster).

There are two types of time windows for each cluster: inward windows and outward

windows. An outward window opens for a node in a cluster when either of the following

events occur:

• Departure of a transportation arc from any node in that luster into a node in another

cluster.

• A demand at a node in that cluster.

Similarly, an inward window opens for a node in a cluster when either of the following events

occur:

• Arrival of a transportation arc at any node in that cluster from a node in another

cluster.

• A supply at a node in that cluster.

Note that time windows for demands and supplies are assumed to be instantaneous.

If the above clustering is possible, the nodes in each cluster can be considered separately

with different time steps, and the timings around the time windows can be more important

than the other timings. In Mars exploration logistics, for example, there exist launch
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windows for “cheap” transit between Earth or the Cis-lunar system and Mars if chemical

rockets are used. The Cis-lunar transportation occurring long before the next time window

opens has much less impact on the Mars exploration campaign than the transportation

occurring while the time window is open.

In order to consider this simplification, the bi-scale time-expanded GMCNF, applies a

separate scale to the smaller local time-scale dynamic network. More specifically, it divides

the entire time sequence into multiple phases with different time scales and effectively creates

a hierarchical time-expanded network. In a phase at the cluster scale, larger time steps are

used, whereas in a phase at the local node scale, smaller time steps are used. In other

words, the resolution of the time steps over the time-expanded network is varied based on

the time windows.

The above intuitions and definition lead to Algorithm 3.

Algorithm 3: Bi-scale time-expanded network.

Input: A full time-expanded network

Output: A bi-scale time-expanded network

1 Partition nodes to clusters such that transportation between the same pair of

clusters has a common time window and temporal length whereas the transportation

within the cluster does not have time windows;

2 Draw a cluster-level time-expanded network that contains the inter-cluster arcs as

well as their origins and destinations;

3 for each cluster do

4 add nodes and intra-cluster arcs that correspond to the sub-time steps after each

of its inward time windows and before each of its outward windows;

An example of this algorithm is shown in Figure 3-7.

The first two steps of the algorithm simply allow time windows for inter-cluster trans-

portation, followed by adding sub-time steps for intra-cluster transportation. The difference

between the inward time windows and outward time windows comes from whether the “im-

pact” of the network flow happens before or after the time window. This can be qualitatively

explained as follows: at the inward time windows, the network “reacts” to the flow arriv-

ing from outside of the cluster and therefore the sub-time steps appear after the window,

whereas at the outward time windows, the network “prepares” itself for the flow departing

65



Figure 3-7: Bi-scale time-expanded GMCNF.

the cluster and therefore the sub-time steps appear before the window.

A few important parameter selections need to be made about the sub-time steps. First,

in order to make this formulation comparable with the full time-expanded GMCNF, the

time step resolution at the sub-time steps should be equal to the one used in the full time-

expanded GMCNF. A more critical question is the length of the phase with the sub-time

steps within the cluster itself. Note that there is no “correct” answer for this parameter:

the larger the better in terms of the solution quality. If this parameter is sufficiently large,

the formulation is identical to the full time-expanded GMCNF. The actual length for these

intra-cluster phases can be determined by trading the computational effort and the required

level of fidelity, but an estimate can be made by considering the functions of the sub-time

steps. The meaning of the length of the sub-time step phase corresponds to the speed of

spreading the “impact” of each inward or outward time window. This is closely related to

the concept of a diameter in graph theory [83]. The diameter of a graph is defined as the

maximum of the shortest path between any pair of nodes in a graph. For the GMCNF,

specifically, a slight modification to that definition is applied for the cases where multiple

arcs exist over the same pair of nodes. In those cases, the diameter is computed based on

the arc that has the longest temporal length over that pair of nodes. With this definition,

the length of the sub-time step phase for each cluster can be estimated to be proportional to

its cluster diameter. Note that the factor of proportionality is not necessarily one because

the “impact” is not always one way. For example, when propellant from lunar ISRU is used

to deploy further ISRU plants from Earth, one may first carry the propellant generated
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by lunar ISRU to an intermediate depot, meet the additional ISRU plants launched from

Earth, and then carry the plants back to the Moon with the lunar propellant. In this case,

the temporal length of spreading the “impact” of the supply from Earth corresponds to at

least a round trip between the Moon and the intermediate depot. Therefore, the sub-time

steps within the Earth/Cis-lunar cluster can extend over two cluster diameters. Trading

the computational effort and the level of fidelity, this research assumes two as the factor of

proportionality. In short, the length of the sub-time step phase is assumed to be twice of

the diameter of the cluster that the node belongs to.

Note that this method is based on heuristics and is not guaranteed to be feasible or to

provide a better bound than the uniform time step methods. However, as shown in the

later computational examples, for the systems where time windows play an important role,

this method provides a satisfactory upper bound with a low computational effort in many

cases. In addition, the bi-scale time-expanded GMCNF may also be preferred practically to

other conventional methods. In the practical operational context, the system may have all

transportation movements happening during a short active period and leave the remaining

period as a dormant one. Thus, the results found by the bi-scale time-expanded network

can also be a practically preferred solution, where all transportation operations within the

clusters happen during the short active sub-time steps.

3.4.2 Partially Static Time-Expanded GMCNF

Although the bi-scale time-expanded GMCNF provides a good approximation of the full

time-expanded GMCNF, it is still computationally expensive when a long-term campaign

is considered. This section proposes an even more simplified method, the partially static

time-expanded GMCNF.

The partially static time-expanded GMCNF is developed from the same motivation as

the bi-scale time-expanded GMCNF. It captures the characteristics of the clusters and fo-

cuses on the time windows for inter-cluster transportation. The only difference between

these two formulations is that the partially static time-expanded GMCNF treats the trans-

portation arcs within the clusters as a static network. Instead of adding sub-time steps

at the time windows as in the bi-scale time-expanded GMCNF, the partially static time-

expanded GMCNF adds a set of instantaneous transit arcs within the clusters at the time

windows assuming all intra-cluster transportation are instantaneous.
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The algorithmic steps of the partially static time-expanded GMCNF are shown in Al-

gorithm 4.

Algorithm 4: Bi-scale time-expanded network.

Input: A full time-expanded network

Output: A partially static time-expanded network

1 Partition nodes to clusters such that transportation between the same pair of

clusters has a common time window and temporal length whereas the transportation

within the cluster does not have time windows;

2 Draw a cluster-level time-expanded network that contains the inter-cluster arcs as

well as their origins and destinations;

3 for each cluster do

4 add instantaneous transportation arcs within that cluster at each of its inward

windows or outward windows;

An example is shown in Figure 3-8.

Figure 3-8: Partially static time-expanded GMCNF.

The solution of this partially static time-expanded GMCNF can provide a good approx-

imation of that of the full time-expanded GMCNF with a very low computational effort

particularly when the intra-cluster transportation arcs are generally shorter than the inter-

cluster transportation arcs, which is true in the space logistics application. However, unlike

the other methods listed above, this method cannot provide the mathematical bound of

the full time-expanded GMCNF. This is because time paradoxes exist within instantaneous

arcs, which drive the optimization to a more relaxed side, whereas it does not allow even
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the intra-cluster transportation when the inter-cluster time windows closes, which drive the

optimization to a more constrained side. Nevertheless, in order to acquire a quick estimate

of the optimal objective value of the full time-expanded GMCNF, this method can provide

useful results effectively and efficiently, without being able to claim the results as either

lower or upper bounds.

3.5 Computational Example

This section introduces a simple numerical example with three types of commodities and

three nodes to show the relationship between the static GMCNF, the full time-expanded

GMCNF, the uniform time step node/arc aggregated and restricted GMCNF, the bi-scale

time-expanded GMCNF, and the partially static time-expanded GMCNF. Consider the

example in Figure 3-9. The property of each node and arc in the system is shown in Tables

3.1 - 3.2.

The network contains three nodes, node 1-3, and the objective of this problem is to

minimize the total supply over time coming from node 1 to satisfy the demand at node 3.

The optimization is run over a time horizon of T = 101 (i.e., t ∈ {0 . . . 100}); a demand

exists at node 3 at t = 100 and a supply exists at node 1 at each of t = 0 and t = 50 as

shown in Table 3.1. The demands are fixed and the sum of the supplies are to be minimized.

Node 2 is an intermediate potential resource generation node. In a stylized way, node 1

represents Earth, node 2 lunar ISRU, and node 3 Mars. Following the clustering procedure

described previously, node 1 and 2 are categorized into one cluster, and node 3 belongs to

its own cluster.

The network also contains four transportation arcs and three holdover arcs at nodes 1,

2, and 3 respectively. Each transportation arc has a mass transformation matrix in the

form of Bij , whereas each holdover arc has it in the form of exp
(
Bd

ijt
)

. No concurrency

constraints are considered in this simple example.

The following algorithms are considered for this problem and the results are compared:

• Full Time-Expanded GMCNF

• Uniform Time Step Node/Arc Aggregated Time-Expanded GMCNF with the time

steps ∆t = 10, 25, 101 (∆t = 101 corresponds to the static GMCNF)

• Uniform Time Step Node/Arc Restricted Time-Expanded GMCNF allowing arcs with
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Figure 3-9: Example problem.

Table 3.1: Node properties of the example problem.

Demand/Supply [kg]
Payload Propellant Plant Demand/Supply Window

1 5000 Inf Inf t=0, 50
2 0 0 0 Anytime
3 -10000 0 0 t=100

time windows (See Section 3.3.2) with the time steps ∆t = 10, 25, 101

• Bi-scale Time-Expanded GMCNF

• Partially Static Time-Expanded GMCNF

The results are shown in Table 3.3 and its bar chart is shown in Figure 3-10. As an

indicator of computational complexity, the numbers of constraints and variables for each

case are also shown in the formulation in Eqs. (3.11) - (3.12).

It can be seen that the proposed computationally cheap methods provide lower and

upper bounds as well as good approximations of the computational expensive full time-

expanded GMCNF. Although in this simple case, the full time-expanded GMCNF is still a

small-size problem and can be run directly easily, for more realistic applications with a large

number of constraints and variables it takes a very long time or can even be impossible to

run due to “out of memory” errors. For those cases, the proposed methods are effective in

that they provide both lower and upper bounds of the full time-expanded GMCNF with a

low computational effort, which are often practically useful approximations.

There are some important findings here. First, for the uniform node/arc aggregation or
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Table 3.2: Arc properties of the example problem.

Origin Destination Mass Transformation Arc Length Window

1 1 2 x−ij =

 1 0 0
−0.25 0.75 −0.25

0 0 1

x+
ij ∆tij = 1 Anytime

2 2 1 x−ij =

 1 0 0
−0.25 0.75 −0.25

0 0 1

x+
ij ∆tij = 1 Anytime

3 1 3 x−ij =

 1 0 0
−0.5 0.5 −0.5

0 0 1

x+
ij ∆tij = 40 t=60

4 2 3 x−ij =

 1 0 0
−0.25 0.75 −0.25

0 0 1

x+
ij ∆tij = 40 t=60

5 1 1 x−ij = exp

0 0 0
0 0 0
0 0 0

 t
x+

ij – –

6 2 2 x−ij = exp

0 0 0
0 0 0.1
0 0 log 0.999

 t
x+

ij – –

7 3 3 x−ij = exp

0 0 0
0 0 0
0 0 0

 t
x+

ij – –

Table 3.3: Objective value and the numbers of constraints and variables for each method
in the computational example.

Method
Objective
Value [kg] # of Constraints # of Variables

Full Time-Expanded GMCNF 11,713 2451 1527

Uniform ∆t = 10 Aggregated GMCNF 10,078 435 330
Uniform ∆t = 25 Aggregated GMCNF 10,078 201 150
Uniform ∆t = 101 Aggregated GMCNF

(i.e., Static GMCNF) 10,078 42 27

Uniform ∆t = 10 Restricted GMCNF 11,810 411 237
Uniform ∆t = 25 Restricted GMCNF 12,045 207 117
Uniform ∆t = 101 Restricted GMCNF 17,055 93 48

Bi-Scale Time-Expanded GMCNF 11,810 177 105

Partially Static Time-Expanded GMCNF 11,781 93 57

restriction, finer time steps provide an equivalent or tighter bound but with more constraints

or variables. In addition, the bi-scale time-expanded GMCNF provides a tighter bound of
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Figure 3-10: Bar chart of the objective value for each method in the computational example.

the full time-expanded GMCNF with a smaller number of constraints and variables than the

uniform one. This shows the effectiveness of cluster-based methods at least in this example.

Finally, the partially static time-expanded GMCNF provides the best approximation with

an extremely small number of constraints and variables. As described before, this method

does not provide a rigorous bound for the solution, but it is practically very useful given its

performance.

3.6 Chapter Summary

This chapter introduced the mathematics of the dynamic GMCNF and a couple of its

variations. Node/arc aggregation provides a lower bound of the full time-expanded GMCNF

result, whereas node/arc restriction provides an upper bound of that. In terms of time

step selections, in addition to the natural uniform time step methods, two cluster-based

heuristics methods are proposed: the bi-scale time-expanded GMCNF and the partially

static time-expanded GMCNF. These methods are useful in providing an upper bound or a

good approximation of the full time-expanded GMCNF result efficiently especially for the

systems where time windows play an important role. Chapter 4 introduces the application

of these methods to space logistics design.
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Chapter 4

Space Logistics Optimization

Problem Formulation

This chapter introduces the details of the graph-theoretic modeling of space logistics, part

of which is based on the static GMCNF in [5], as well as other prior modeling work at

MIT in the Space Logistics Project. In this graph-theoretic modeling approach, a space

logistics network is converted into a graph. Nodes in the graph correspond to potential

destinations, storage locations, or transshipment locations either on the surface or in space,

and arcs connect the pairs of nodes that spacecraft can transport between. In addition to

the nominal transportation arcs, which connect a node to a different node, the self-loops,

or holdover arcs, are also considered, which connect a node to itself. The holdover arcs

contain unit-time mass transformations and model an inflow-dependent demand or supply

such as possibility of lunar ISRU propellant generation. When a time-expanded network is

considered for the space logistics case, the time step size for the full time-expanded network

is assumed to be 1 [day] following the assumptions used in the past literature [49].

Considering GMCNF optimization over this equivalent graph provides the optimal com-

modity flow solution that satisfies all constraints and achieves the smallest objective func-

tion. The following sections describe the important modeling details in this research.

4.1 Variables and Objective Function

The variables of the optimization problem correspond to the mass flow of each commodity on

each arc. In the Earth-Moon-Mars-NEO logistics case, a graph with nodes and arcs is drawn
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Figure 4-1: Earth-Moon-Mars-NEO logistics network graph based on the figure from [5].

in Figure 4-1 and their clustering is shown in Figure 4-2. The time windows dividing the

clusters can be caused by orbital mechanics, launch site availability, or programmatic and

budgetary constraints. In the clustered network, the inter-cluster arcs between each cluster

pair are limited to one. For example, the arcs between the Earth/Cis-lunar cluster and

the Martian cluster are limited to the one between LTO and DTO, and all transportation

paths between these clusters go through that arc. This will limit the tradespace to a more

realistic transportation options. Note that although there have been numerous advanced

propulsion systems proposed that have high specific impulse and would be less sensitive

to the time windows [85], this research does not consider them in later application cases.

This is because this research intends to compare the results obtained from the dynamic

GMCNF methods with the conventional reference architectures, which do not assume these

technologies or orbits.

In the graph, the following nodes are considered: Kennedy Space Center (KSC) for

launches, a Pacific Ocean splashdown zone (PAC) for return, a 300-km low-Earth orbit

(LEO), a 35786-km geostationary Earth orbit (GEO), a geostationary transfer orbit (GTO),
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Figure 4-2: Earth-Moon-Mars-NEO logistics network clustering based on time windows (18
nodes, 181 transportation arcs).

the lunar south pole (LSP), a lunar transfer orbit (LTO), a low-lunar orbit (LLO), Earth-

Moon Lagrangian points (EML1, EML2, EML 4/5), a low-Phobos orbit (LPO), Phobos

transfer orbit (PTO), a low-Deimos orbit (LDO), Deimos transfer orbit (DTO), a low-Mars

orbit (LMO), Gale Crater (GC) on the Martian surface, and a representative NEO. Arcs

connect each pair of these nodes where transportation is allowed.

For each of the arcs, the following 21 types of commodities are considered:

• Vehicle (Manned)

• Habitat/Payload

• Crew

• Returning Crew/Samples

• Hydrogen

• Oxygen

• Methane

• Water

• Food
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• Waste

• LOX/LH2 Inert Mass

• Nuclear Thermal Rockets (NTR) Inert Mass

• LOX/LCH4 Inert Mass

• Hydrogen Tank

• Oxygen Tank

• Methane Tank

• Water Tank

• Aeroshell/Thermal Protection System (TPS)

• Oxygen ISRU Plant

• Water ISRU Plant (with the electrolysis option)

• Methane ISRU Plant

Here, a modelling trick is used to consider Crew and Returning Crew as different com-

modities in order to make the demand and supply consistent [5]. The crew departs Earth

as a commodity “Crew.” Once completing the exploration at the destination, it changes

its commodity type into “Returning Crew,” which is then demanded on Earth. Also, ISRU

plants are classified notionally under the following categorization: oxygen generation, water

generation, and methane generation.

The objective function is to minimize the total IMLEO coming from KSC over time.

This is a typical figure of merit for the “cost” of the space mission or campaign. Other

objectives than IMLEO are also possible, but they are not considered in this thesis.

4.2 Demand and Supply

Among these commodities, Habitat/Payload and Crew are demanded on Mars or NEOs

depending on the mission, and Returning Crew/Samples are demanded on Earth at a later

time. The details are introduced in the corresponding chapter for each case study. Also, in-

finite supplies are assumed on Earth for all commodities except for Returning Crew/Sample,

which originate from the exploration destination.
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4.3 Constraints

Important types of constraints include an instantaneous B-matrix, a continuous B-matrix,

and a C-matrix.

An instantaneous B-matrix is expressed in the form of x−ije = Bijex
+
ije, and is used

for impulsive rocket burns and aeroshell staging in the considered application. Both of

these constraints consume the resources (e.g., propellants, aeroshell) by an amount that is

proportional to the entire mass flow. This can be written in the following form:

dry mass

resource

−
ije

=

 1 0

−φ 1− φ


ije

dry mass

resource

+

ije

(4.1)

Here, the dry mass stands for all mass that is not resource. In the case of the rocket

equation, particularly, φ is called the propellant mass fraction and can be computed as

follows:

φije = 1− exp

(
−∆Vije
Ispg0

)
(4.2)

where ∆Vije is the change in the vehicle’s velocity along the arc (i, j, e), Isp is the specific

impulse of the propulsion system, and g0 is the standard Earth gravity.

A continuous B-matrix is expressed in the form of x−ije = exp
(
Bd

ije∆tije

)
x+
ije, where

∆tije is the temporal length of the arc (i, j, e). This type of constraint is used for propellant

boiloff, crew consumption, waste generation, oxygen leakage, ISRU including its degrada-

tion, and continuous rocket thrusting. All of these constraints consume or generate the

resources (e.g., propellants, gases, food, waste) by a rate that is proportional to the entire

or part of the mass flow (e.g., remaining propellants, ISRU plants, crew). In the ISRU

example, the resulting equation is in the following form:

ISRU plant

resource

−
ije

= exp


αd 0

β αr


ije

∆tije


ISRU plant

resource

+

ije

(4.3)

where ∆tije is the temporal length of the arc mass transformation. αd and αr (≤ 1) show

the resource boiloff and degradation of the ISRU plant. β shows the resource generation or

loss; β > 0 if the resource is generated, whereas β < 0 if it is lost.

If there are multiple processes happening that can be written as B-matrices respectively,
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the combined B-matrix can be expressed as a serial multiplication of these corresponding

B-matrices:

Bij = B
(n)
ij · · ·B

(2)
ij B

(1)
ij (4.4)

Note that the order of the multiplication must match the actual sequence of the events since

a non-diagonal matrix is generally non-commutative.

A C-matrix, on the other hand, is expressed in the form of C+
ijex

+
ije ≤ p+

ije, and is

used for constraints for tank mass, inert mass, crew vehicle mass, aeroshell/TPS mass, and

launch capacity. The first four constraints require a certain “carrier” mass to be equal to

or larger than an amount that is proportional to the “content.”

[
η −1

]+

ije

content

carrier

+

ije

≤ 0 (4.5)

where η is the factor of proportionality.

The remaining launch capacity constraints constrain the total mass to be smaller than

a certain constant, and therefore can be written in the following way:

[
1 · · · 1

]+

ije


commodity 1

...

commodity k


+

ije

≤ Capacity (4.6)

As described in Chapter 3, in theory, the variables are continuous in time, and therefore

an infinite number of constraints are required to describe the flow bounds and constraints.

For example, the tank mass needs to support the propellant mass all the time continuously.

However, in the space logistics case, the propellant mass would be either monotonically

increasing or decreasing over an arc because the arcs are either propellant generation ones

(e.g., ISRU) or propellant depletion ones (e.g., boiloff). Although boiloff exists even at the

ISRU plant arcs, its rate is so small compared with the ISRU propellant generation rate

that we can assume the propellant mass is increasing as a whole at the considered time

scale. In this way, the monotonicity of the constraint matrix can be assumed in the space

logistics case, which leads to a finite number of constraints.
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4.4 Parameters and Assumptions

The following bullet points summarize the major parameters and assumptions used in this

research and the subsequent case studies. Other specific parameters and assumptions are

listed in each corresponding chapter.

• The time windows for transportation between the Cis-lunar system and the Martian

system open every 760 days.

• Launch opportunities from KSC exist every 190 days. The maximum launch capac-

ity for every opportunity is 200 [MT]. This is equivalent to two heavy lift vehicle

launches per launch opportunity, or eight heavy lift vehicle launches per Martian sys-

tem launch window.1 The reason that a smaller frequency is not considered is due to

the compromise between the computational effort and the level of fidelity.

• A one way trip from the Cis-lunar system to the Martian system is assumed to be 200

days.

• LH2/LOX, LH2/LCH4, and NTRs are considered as candidate propulsion technolo-

gies. LH2/LCH4 rockets are only used for the Mars descent/ascent stage. NTRs are

not allowed for launches from the Earth’s surface to LEO for policy and environmental

reasons.

• The Isps of LH2/LOX, LH2/LCH4, and NTRs are assumed to be 450 [s], 369 [s], and

900 [s] respectively [5, 20,87,88].

• The tank mass ratios of hydrogen, oxygen, methane, and water, are assumed to be

0.16, 0.02, 0.05, and 0.10 respectively [20,87,88]. For depots or long-term transporta-

tion (longer than 14 days), a cryocooler is required to store liquid hydrogen, liquid

oxygen, or liquid methane. The effective cryocooler inert mass ratio is 0.05 [87].

• The non-tank inert mass ratios of LH2/LOX, LH2/LCH4, and NTRs are assumed to

be 0.06, 0.08, 0.14 respectively [5, 20, 87, 88]. These include thruster, propellant feed

lines, valves, power processing unit, structural mounts for propulsion system, and any

other inert mass except tank.

• The boiloff rates of liquid hydrogen, liquid oxygen, and liquid methane are assumed

to be 0.127%, 0.016%, and 0.016% per Earth day respectively, assuming proper tank

design [5, 20,87–89].

1Space Launch System (SLS) can launch 130 [MT] with its evolved configuration [86].
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• For in-space transportation arcs, both propulsive and aerocapture (or direct entry)

options are considered whenever applicable. Although crew missions are not allowed

to use aerocapture in DRA 5.0 due to the physical size of the crew transfer vehicle [5],

that option is considered here as part of the tradespace with proper consideration of

the corresponding structure size.

• For aerocapture and entry arcs, an aeroshell/TPS is used. Its mass is assumed to

be 40% of the total captured mass. This number follows the assumption in DRA

5.0, which is a significantly larger number than most of the previous analyses [5, 87],

and therefore a conservative assumption. It is assumed that an aeroshell/TPS can be

reused as long as it stays in orbit, but cannot be reused anymore once it is used for

entry at Earth or Mars.

• Every crew member has a mass of 100.00 [kg] including his or her spacesuit.

• Every crew member is assumed to consume 0.88 [kg] of oxygen, 2.90 [kg] of water,

and 1.83 [kg] of food, and generates 5.61 [kg] of waste [5, 20] every Earth day.

• Oxygen leakage of 0.00012 [kg] per vehicle unit volume per day is assumed [5].

• ISRU on the Moon is categorized as oxygen generation and water extraction (assuming

that water exists) [10]. Electrolysis is possible for the extracted water. For either of

these processes, ISRU plant is assumed to generate 5 [kg] of resource per plant mass

(in kilogram) per year. This is a very important parameter that was subjected to

sensitivity analysis in prior work [5].

• ISRU on Mars is categorized as oxygen generation, methane generation, and water

generation (assuming that water exists) [10,20]. Electrolysis is possible for extracted

water. For any of these processes, ISRU plant is assumed to generate 5 [kg] of resource

per plant mass (in kilogram) per year for soil- or ice-based oxygen or water generation,

and 10 [kg] of resource per plant mass (in kilogram) per year for atmosphere-based

oxygen and methane generation [2, 20, 31]. The plant mass defined here does not

include the tanks.2

• The ISRU degradation is assumed to be effectively 10% plant mass equivalent per

year.

• Long-term (longer than 14 days) propellant depots can be placed in a circular orbit

2For reference, the MOXIE is currently working with a ratio of about 17 [kg] per plant mass (in kilogram)
per year [32], but this number does not follow the definition in this research because its plant mass includes
the tank mass and excludes the power system mass.
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or at a Lagrangian point, but not in a transfer orbits. (Note that these types of

constraints were not possible in the static GMCNF formulation.)

• Payloads, vehicles, crew, and ISRU plants cannot be stored in a long-term (longer

than 14 days) depot except at LEO for vehicle assembly, but any other commodities

(e.g., propulsion systems, consumables, ...) can be stored at any depots for future

use.

4.5 Post-Processing

The dynamic GMCNF works well for the space logistics case, but there are also limitations.

One of its limitations is its inherent linearization. The results from the LP problem can

yield small fractions of mass flow that are not realistically possible. For example, the

“optimal” solution can contain a launch that delivers only 1 [kg] of payload to LEO, which

is not realistically efficient. In other cases, the “optimal” solution can contain a crew of 0.5

person to flow over an arc, which is infeasible in reality.

This issue can be resolved or mitigated by modeling the system as a mixed-integer

linear programming (MILP) problem or by adding post-processing. A MILP can provide

an optimal solution with both integer and continuous variables, but it requires a large

computational effort. Practically, simple post-processing can provide results that are good

enough, and therefore this option is taken here.

In this research, heuristic post-processing is added after every dynamic GMCNF case.

When an “optimal” network flow solution is acquired, another optimization is run taking

that solution as the initial point. That second optimization includes additional constraints

that allow mass to flow over only a subset of the arcs and timings. The excluded sets

of arcs and timings are those whose transportation mass flow is smaller than a threshold

in the original “optimal” solution. Note that only the corresponding transportation arcs

are excluded, while the holdover arcs are not. The threshold is set as 0.50 [MT], which

corresponds to a large mini-satellite size. In other words, in the “final” solution after post-

processing, no mass is allowed to flow over a transportation arc at a timing when there is

a less mass flow than 0.50 [MT] over that arc in the original “optimal” network flow.

In this way, the final solution after the post-processing contains a smaller number of

arcs and the flows with unrealistically small mass can be excluded partially. For all cases
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considered in this thesis, the IMLEO error caused by the above post-processing is within

1.0%. However, as mentioned previously, the above method does not guarantee the integer

constraints. It does not guarantee that all existing flows are above 0.50 [MT], nor does it

guarantee that no flows contain only 0.5 person. A complete formulation with MILP is left

for future work.

4.6 Chapter Summary

This chapter described the application of the dynamic GMCNF to space logistics network

modeling. In addition to the optimization problem formulation, the common assumption

for all the later case studies are also introduced. The following chapters show the case

studies based on this application.
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Chapter 5

Case Study I - Human Exploration

of Mars

5.1 Introduction

Human Mars missions have been one of the most important goals in our space exploration

history. The final report of the Review of U.S. Human Spaceflight Plans Committee, pub-

lished in 2009, states that “Mars is the ultimate destination for human exploration of the

inner solar system” [7]. Multiple countries, organizations, and even private companies have

announced their plans to send humans to Mars [20,90–94].

One of the most representative mission architectures that have been proposed is Mars

Design Reference Architecture 5.0 (DRA 5.0) [20, 95], published in 2009 by NASA.1 Mars

DRA 5.0 provides a systems and operations analysis for the potentially first three missions

for human Mars exploration. The architecture is based on the Constellation Program but

assumes advanced propulsion systems and ISRU on Mars for a Martian Ascent Vehicle. In

the baseline architecture, each crew mission is preceded by a cargo pre-deployment mission.

Figure 5-1 shows the baseline architecture of DRA 5.0 as a so-called bat chart, and Figure

5-2 shows the mission sequence timeline as a Gantt chart.

The GMCNF formulation has been applied to the human Mars exploration campaign

[5,97]. Based on this, the objectives of this case study are 1) to demonstrate the usefulness

1An addendum document was published for DRA 5.0 in 2014 [96], but it has not been integrated into a
formal architecture to update DRA 5.0 as of 2015 Spring. Therefore, in this research, the original DRA 5.0
is taken as the baseline architecture.
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Figure 5-1: Mars DRA 5.0 baseline mission profile.

of the time-expanded GMCNF and 2) to evaluate the potential benefits of using various

technologies and architecture decisions in a Mars exploration campaign as well as the trades

between them. We assume the same demand/supply and important parameters as DRA

5.0, and evaluate if the dynamic GMCNF can improve the results from DRA 5.0 or the

conventional static GMCNF in terms of IMLEO.

In order to assure the accuracy of the model, the dynamic GMCNF model is validated

against DRA 5.0 by replicating the scenarios in DRA 5.0. The results are summarized in

Table 5.1, and the errors of the resulting IMLEO are within 10%.

Table 5.1: Model Validation against DRA 5.0. “Aero” stands for Aerocapture.

Scenario DRA 5.0
Dynamic GMCNF

Replicating DRA 5.0 Error

NTR 848.7 821.2 3.2%

Chemical + Aero 1,251.8 1,135.9 9.3%
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Figure 5-2: Mars DRA 5.0 baseline mission sequence timeline.

5.2 Parameters and Assumption

5.2.1 Demand and Supply

Among the commodities considered in Chapter 4, Habitat/Payload and Crew are demanded

on Mars, and Returning Crew/Samples are demanded on Earth. The amount and timing

of each demand is specified as an input and is set to be the same as DRA 5.0 [20] as shown

in Table 5.2. Habitat mass does not include the consumables, the ISRU plants, or the crew.

Also, infinite supplies are assumed to be available on Earth for all commodities except

Returning Crew/Samples.

Table 5.2: Demands for each commodity at each location in the Mars exploration case
study.

Habitat [kg] Crew [ppl] Crew Return [ppl] Sample [kg]

Mars 51,700 6 0 0

Earth 0 0 6 250

5.2.2 Other Assumptions

The other parameters and assumptions particularly used in this case study are summarized

as follows:

• The crew parks 10 days in space (the Earth/Cis-lunar cluster) before the launch

window to the Martian cluster opens.
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• The first mission (to LEO) starts 760 days plus the parking period (10 days) before

the first Mars launch window opens.

• The Martian surface stay is assumed to be 530 days including the descent/ascent

transportation.

• Crew transportation requires a Mars transit habitat (27.54 [MT]) for in-space trans-

portation arcs, a descent/ascent vehicle or crew exploration vehicle (10 [MT]) for

descent/ascent/entry transportation arcs, and a surface habitat (51.7 [MT]) for sur-

face stay holdover arcs [20].

For the Mars missions, a similar timeline as the first two missions in DRA 5.0 is consid-

ered. The timeline has a cargo pre-deployment mission to Mars followed by a crew mission

at the subsequent Mars launch window. The detailed timeline of the time windows is shown

in Table 5.3. This information is taken as an input to the optimization.

Table 5.3: Time window assumptions in the Mars exploration case study.

Time [day] Event

0 Earth’s Surface → LEO

190 Earth’s Surface → LEO

380 Earth’s Surface → LEO

570 Earth’s Surface → LEO

760 Earth’s Surface → LEO

770 Earth/Cis-lunar Cluster → Martian Cluster

950 Earth’s Surface → LEO

1140 Earth’s Surface → LEO

1330 Earth’s Surface → LEO

1500 Martian Cluster → Earth/Cis-lunar Cluster

1520 Earth’s Surface → LEO

1530 Earth/Cis-lunar Cluster → Martian Cluster

1710 Earth’s Surface → LEO

1900 Earth’s Surface → LEO

2090 Earth’s Surface → LEO

2260 Martian Cluster → Earth/Cis-lunar Cluster

2280 Earth’s Surface → LEO

5.3 Results and Implications

This section summarizes the results of the Mars case study and their implications.
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5.3.1 Results

The comparison between each formulation is shown first in Table 5.4. For reference, the

scenario in DRA 5.0 Addendum 2 with the combination of SEP and chemical rockets is

also included, although this scenario has not been integrated into the Mars design reference

architecture [96]. The numbers of constraints and variables in the formulation in Eqs. (3.11)

- (3.12) are used as an indicator of the computational effort in addition to the actual CPLEX

optimization time using a desktop computer (Windows 7; Intel(ER) Core(TM) i5-2540M

CPU @ 3.40 GHz; RAM 4.00 GB). Note that the numbers of constraints and variables

in Table 5.4 contain the entire space logistics map, including the nodes that do not have

demands or supplies (e.g., NEOs).

Table 5.4: Comparison of the IMLEO results from each method in the Mars exploration
case study.

Method IMLEO [MT]Improvement
# of

Constraints
# of

Variables
Optimization

Time [sec]
Reference Architecture

(DRA 5.0 NTR Case [20]) 848.7 baseline - - -
Reference Architecture
(DRA 5.0 Addendum 2

SEP/Chemical Case [96]) ∼780 - - - -

Static GMCNF 153.8 -81.9% 7,020 4,620 1
Full Time-Expanded

GMCNF
Out of

Memory - ∼17,000,000 ∼11,000,000 -
Bi-scale Time-Expanded

GMCNF 443.7 -47.7% 807,876 536,319 53,037
Partially Static
Time-Expanded

GMCNF 431.4 -49.2% 101,868 67,956 217
Uniform Node/Arc
Restricted GMCNF Infeasible - 936,288 554,589 -

It can be seen that the static GMCNF, which has been presented in the past literature,

requires the smallest computational effort and shows a 81.9% improvement in terms of

IMLEO. However, this result is unrealistically optimistic as analyzed later.

The full time-expanded GMCNF cannot be run due to its extremely large problem

size; therefore the approximation methods discussed in Chapter 3 are applied. The bi-scale

time-expanded GMCNF gives a realistic and practically useful solution, which improves the

IMLEO by 47.7% relative to the DRA 5.0 baseline. This improvement is much smaller than
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the static case, which shows how unrealistic the static GMCNF can be. The computational

effort for the bi-scale time-expanded GMFNF is manageable but is still very large. The

partially time-expanded GMCNF provides a very good estimate of the realistic solution

with a much smaller computational effort.

For reference, the uniform time step GMCNF case that has a similar computational effort

to the bi-scale time-expanded GMCNF is shown. This case has 80 uniform time steps, and

all the transportation flows that do not happen at those time steps are eliminated. In

order to avoid trivial infeasibility, the inter-cluster arcs are exceptionally enabled even if

they are not occurring at the selected time steps. However, the results show that even

with this exception, the uniform time-step case is still infeasible, although the bi-scale time-

expanded GMCNF provides a feasible and realistic solution. This is because the bi-scale

time-expanded GMCNF selects its time steps based not only on the inter-cluster arcs and

but also on the flows before and after them. This shows the importance of considering the

active state before and after the time windows.

Note that even if we compare the above results against the case with SEP and chemical

rockets, the conclusions are still similar, because that scenario does not improve the IMLEO

dramatically from the baseline. However, we can expect that a combination of SEP and

chemical rockets can be effective if we use the former for the cargo pre-deployment mission

and the latter for the crew mission. Quantification of this effects is left for future work.

Next, a qualitative analysis of the results is shown. Here, the results of the bi-scale

time-expanded GMCNF (and the post-processing) are used because it provides the most

realistic results.

Figure 5-3 shows the flows of all types of commodities. This shows a complex architecture

in the Earth/Cis-lunar cluster and the Martian cluster, where LLO, EML2, and LEO are

used for structure storage or propellant depots. Lunar ISRU is used for transportation.

When the launch window opens after 760 days, the cargo is launched to Mars for exploration,

and another 760 days after that, the crew is launched to Mars.

Figure 5-4 shows the crew flow, and Figure 5-5 shows the ISRU plant deployment flow.

In addition, Table 5.5 shows the IMLEO breakdown for each launch.

The result shows that both the crew and ISRU plant transportation operations mainly

rely on chemical rockets except the first plant launch, which mainly uses NTRs. In fact

in Figure 5-3, we can observe a dynamic shift from NTRs use to increased use of chemical
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Figure 5-3: Bat chart: all commodity flows for the Mars exploration case study. “Aero”
stands for aerocapture/entry.

Figure 5-4: Bat chart: crew flow for the Mars exploration case study. “Aero” stands for
aerocapture/entry.
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Figure 5-5: Bat chart: ISRU plant flow for the Mars exploration case study. “Aero” stands
for aerocapture/entry.

rockets as time evolves. This can be explained as follows: Chemical rockets require both

oxygen and hydrogen as the propellants and have a low inert mass ratio but a low Isp,

whereas NTRs only require hydrogen and have a high Isp but a high inert mass ratio. Thus,

chemical rockets can be particularly useful if their relatively low Isp can be compensated by

increasingly using ISRU-generated resources. In other words, as the ISRU plants generate

more oxygen, chemical rockets become preferable to NTRs despite their low Isp. Table 5.5

also shows that no oxygen or methane needs to be launched from Earth (except for LOX

in the Earth to LEO launch). Oxygen and methane can be generated entirely by ISRU,

and NTRs are used before that occurs and chemical rockets are used after it. (Table 5.5

also shows launches of a large amount of water ISRU plant, which shows the importance

of water as well as oxygen and hydrogen processed from it as a potential ISRU-generated

resource.)

A similar trend can also be observed for aerocapture. Aerocapture does not require pro-

pellant but requires a large aeroshell/TPS mass. When the ISRU plants have not generated

a sufficient amount of resources yet, the aerocapture option is preferred for Mars arrival.

However, as the lunar ISRU system matures, there are enough propellant so that part of the
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Table 5.5: IMLEO breakdown for each commodity at each launch from Earth in the Mars
exploration case study.

Launch Date [day] 0 190 380 570 760 950 1020 1710 2090

Vehicle [MT] 0 0 0 0 27.54 0 10.00 0 0

Habitat/Payload [MT] 0 0 39.11 0 0 0 12.59 0 0

Crew [MT] 0 0 0 0 0 0 0.60 0 0

Hydrogen [MT] 14.98 8.93 4.19 0 62.55 1.55 48.79 0 0

Oxygen [MT] 0 0 0 0 0 0 0 0 0

Methane [MT] 0 0 0 0 0 0 0 0 0

Water [MT] 0 0 0 0 0 0 0 0 0

Food [MT] 0 8.93 0 0 0 0 2.32 0 0.03

LOX/LH2 Inert [MT] 1.01 0 5.98 0 0.01 6.31 0.01 0.50 0

NTR Inert [MT] 3.16 1.06 0 1.16 0 0 0 0 0

LOX/LCH4 Inert [MT] 0 0 0 2.68 0 0 0 0 0

Hydrogen Tank [MT] 2.85 1.70 0.80 0 11.91 0.29 9.29 0 0

Oxygen Tank [MT] 1.12 0 6.31 0 0 0.86 0 0 0

Methane Tank [MT] 0 0 0 0 1.31 0 0 0 0

Water Tank [MT] 0 0 0.97 0 0 0 0 0 0

Aeroshell/TPS [MT] 1.97 0 0 58.31 0 35.96 0 0 4.05

Oxygen ISRU Plant [MT] 0 0 0 2.34 0 0 0 0 0

Water ISRU Plant [MT] 11.04 15.46 0 11.09 0 0 0 0 0

Methane ISRU Plant [MT] 0 0 0 2.02 0 0 0 0 0

Total [MT] 36.13 36.08 57.36 77.61 103.33 44.98 83.60 0.50 4.08

mass can be transported using chemical rockets and the ISRU-generated propellant instead

of the aerocapture system. This results from the trade between the aeroshell/TPS mass

and the ISRU capability. If there are additional constraints on the available IMLEO profile,

the optimal technology selection can vary accordingly.

The above effects cannot be observed in the static model because it does not consider

the amount of propellant the ISRU plants have generated before the crew departure. It

overoptimistically assumes that plenty of ISRU-generated oxygen is available for chemical

rockets, but it turns out that this is actually not feasible due to the time paradoxes men-

tioned in Chapter 2. Therefore, the overoptimistic static GMCNF can lead to qualitatively

inaccurate conclusion without considering the dynamic technology choice, which is one of

the reasons why the dynamic GMCNF is necessary.

Also, the optimal solution shows that, after the first ISRU plant deployment to LSP, the

propellant generated by it is used for reusable vehicles including tankers between the ISRU
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surface plants and the on-orbit depots. These vehicles can be used for propellant supply

for the depots, tank structure supply for the ISRU plants, and even deployment of further

ISRU plants. In the optimal solution, two types reusable vehicles are considered, one in

the Earth/Cis-lunar cluster and the other in the Martian cluster. The former connects

the Moon, the depots at LLO and EML2, and the Earth orbits, using LOX/LH2 as the

propellants. This reflects the abundant ISRU-generated resources on the Moon and the

expensive launch from Earth. The latter connects the Martian surface and LMO, using

LOX/LCH4 as the propellants. This reflects the relatively easier access to oxygen and

methane from the Martian atmosphere than hydrogen from the water ice/soil. This use of

the ISRU-based vehicles implies that previous mission can enable subsequent missions by

transforming and prepositioning propellant to the right location at the right time, which is

not observed in the static results.

Here, we can see a new type of systems deployment architecture: self-sustained deploy-

ment. This means the system is deployed in stages, and after deployment of the first stage,

the subsequent stages are deployed with the help of the previous stages. In this case, the

ISRU plants are deployed in stages using the propellant from the previously deployed ISRU.

This trend is expected to be more obvious and beneficial with a longer campaign.

Another interesting observation about aeroshell/TPS is that, in the optimal solution, the

crew does not return to Earth directly from the Mars. When the crew enters the Earth/Cis-

lunar cluster, a new set of aeroshell/TPS hardware is launched and docked with the return

vehicle, which is then used for Earth reentry. This adds complexity to the system, but can

save the IMLEO because the vehicle does not need to carry the Earth reentry aeroshell/TPS

all the way to Mars and back.

All of the above results show important hidden trades among propulsion, aerocapture

technologies, and ISRU. Technologies for NTR and SEP, aerocapture, and ISRU have been

developed relatively separately so far, and not many studies have considered the trades

among them. However, it is shown here that it is important to consider these technologies

together because their usages are highly coupled.

It requires additional discussion whether this proposed mission architecture is opera-

tionally feasible or not, but it is shown numerically that this architecture is mass efficient

with the assumptions considered here. It is possible to create a more detailed model of the

propulsion and other systems and plug it into the optimization to gain results with a higher
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level of fidelity. Future work will also explore the Pareto front between IMLEO, complexity,

and risk.

5.3.2 Sensitivity Analysis

This subsection discusses a sensitivity analysis for the results from the dynamic GMCNF

presented in the previous section. As an approximation method for the dynamic GMCNF,

the partially static time-expanded GMCNF is used since it provides a very good estimate

of the optimal IMLEO with a small computational effort. The purpose of the sensitivity

analysis is to evaluate how technology development and maturity can impact the results,

particularly the IMLEO.

As shown previously, the dynamic GMCNF improves the IMLEO by about 50% com-

pared with DRA 5.0. This is a large improvement and is due to the combination of propul-

sion technologies as well as the ISRU availability. The following discusses the breakdown of

that improvement.

The DRA 5.0 baseline assumes availability of NTRs from Earth and LOX from the

Martian atmosphere harvested via ISRU. The mission sequence of the DRA 5.0 baseline

uses NTRs for all the in-space transportation operations and Martian ISRU is only used

for ascent from the Martian surface. ISRU has a rather limited local role in DRA 5.0.

In contrast, the solution provided by the dynamic GMCNF assumes availability of both

chemical rockets and NTRs as well as aerocapture, lunar ISRU for oxygen and water, and

Martian ISRU for oxygen, water, and methane. The relative contribution of each technology

to that improvement is shown in Figure 5-6.

Figure 5-6 shows that the effect of the combination of propulsion technologies only

improves the IMLEO by about 9%. Instead of using only NTRs or only chemical rockets

for all the transportation operations, using both of them as well as aerocapture strategically

can benefit IMLEO. This is especially true when we view the campaign dynamically. For

example, when the ISRU plants have not generated enough oxygen yet, NTRs are preferred,

but as more oxygen is generated, chemical rockets are preferred because they use oxygen

as the oxidizer and have a lower inert mass fraction.

This propulsion system flexibility can improve the IMLEO performance especially if it is

combined with ISRU. Availability of Martian ISRU for water and oxygen further improves

the IMLEO by about 29%. Additionally, lunar ISRU can improve the performance by about
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Figure 5-6: Breakdown of the IMLEO improvement relative to DRA 5.0 by propulsion,
aerocapture, and ISRU technologies in the Mars exploration case study.

10% more. These results show the importance of ISRU availability, which further justifies

various existing missions to the Moon or Mars searching for water ice.

For the combination of propulsion technologies, another type of sensitivity analysis is

performed. Here, the problem setting is changed to only NTRs or only chemical rockets

with aerocapture as DRA 5.0 assumed. The difference between this results and DRA 5.0 is

availability of ISRU. DRA 5.0 only assumes oxygen generation on Mars as the baseline, but

this study assumes other processes as described previously both on the Moon and Mars.

The results are shown in Table 5.6.

Table 5.6: Comparison of the IMLEO results from the scenarios with only NTRs and only
chemical rockets + aerocapture in the Mars exploration case study. “Aero” stands for
aerocapture.

Scenario IMLEO [MT]

DRA 5.0 NTR 848.7

DRA 5.0 Chemical + Aero 1,251.8

Dynamic GMCNF NTR + ISRU 736.0

Dynamic GMCNF Chemical + Aero + ISRU 528.7

From these results, it can be seen that availability of ISRU provides significant improve-

ment for the chemical rocket option, but not so much for the NTR option. This is because

with ISRU available both on the Moon and Mars, chemical rockets require less IMLEO than

NTRs, which is the opposite of the results in DRA 5.0. This shows the interaction between
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ISRU and propulsion technologies, which leads to initially counterintuitive results.

In addition, a sensitivity analysis against uncertainties in technology development and

maturity can also be performed. One of the largest technological uncertainties in the pro-

posed architecture is the ISRU capability, especially on the Moon, defined as the amount

of resource generated by unit mass of plant per year [5]. ISRU technologies still have a

low Technology Readiness Level (TRL), and no hardware has been launched to space for

testing as of early 2015.2 Therefore, instead of simply fixing the ISRU capability at one

value, we need to vary that parameter to see how it affects the IMLEO performance. The

results from varying levels of the lunar ISRU capability are shown in Figure 5-7.

Figure 5-7: Sensitivity of the IMLEO results against the lunar ISRU capability in the Mars
exploration case study.

As can be seen in Figure 5-7, in the dynamic GMCNF, as the lunar ISRU capability

increases, the required IMLEO decreases. When the ISRU capability is 5 [kg/kg plant/year],

our baseline assumption, the IMLEO is reduced by about 15.7% (from 511.5 [MT] to 431.4

[MT]) from the no-ISRU case. This shows that it is very critical to improve the capability

of lunar ISRU technologies.

Another interesting finding is that the IMLEO from the static GMCNF is more sensitive

to the lunar ISRU capability than that from the dynamic GMCNF when the ISRU capability

2The first ISRU experiemnt in space will be MOXIE on the Mars 2020 rover mission [32].
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is less than 5 [kg/kg plant/year]. This effect is caused by the drawback of the static GMCNF

not considering the time dimension. In the optimal solution from the static GMCNF without

consideration of a time horizon, the cargo and crew missions happen after a sufficient amount

of propellant is generated by ISRU, no matter how long it takes, and use chemical rockets as

the main propulsion system with ISRU-generated resources. Therefore, the mission heavily

relies on ISRU, and even if the ISRU capability is low, the IMLEO is still very sensitive

to the ISRU capability. In reality, however, this is not accurate because we have a limited

time horizon and if the ISRU capability is low, we cannot wait for a long time until enough

propellant is generated; instead we also need to think about relying more on NTRs with

Earth-originating resources particularly in the initial stages of the campaign. This results

in the fact that the architecture relies less on lunar ISRU and so its IMLEO is less sensitive

to the lunar ISRU capability than that from the static GMCNF when the ISRU system is

not very capable. The necessity to capture the effects of the time dimension is the very

reason to use the dynamic GMCNF.

Note that the gap between the static GMCNF and the dynamic GMCNF results is

expected to shrink as the number of missions increases. This is because as the time horizon

increases, ISRU pays off over time and the system gradually enters a steady state.

Besides ISRU, aerocapture is also an area that requires significant technology develop-

ment. As shown in Chapter 4, this research assumes that the aerocapture and entry arcs

require an aeroshell/TPS that is 40% of the total captured mass. This number is estimated

based on DRA 5.0, but it is significantly larger than in the past literature, which typically

uses 15% as the ratio of aeroshell/TPS to the total captured mass [5,87]. Given this model-

ing uncertainty, instead of simply fixing the aeroshell/TPS requirement as a fixed value, we

need to vary that parameter to see how it will affect the system’s performance. The result

is shown in Figure 5-8.

The results show that the improvement we can get by improving the aeroshell/TPS mass

fraction is significant. If we could improve the ratio of the aeroshell/TPS to the total cap-

tured mass from 40% to 15%, then the IMLEO can be improved by 39.3% (from 431.4 [MT]

to 262.0 [MT]). This can be explained by the large gear ratio (i.e., ∆V ) required to deliver

the aeroshell/TPS all the way to Mars. This shows that the resulting architecture heavily

relies on the aerocapture technology, and that it is important to improve the performance

of aerocapture and entry as well as modeling the technology accurately.
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Figure 5-8: Sensitivity of the IMLEO results against the aeroshell/TPS fraction in the Mars
exploration case study.

Finally, another important technology that needs to be considered is boiloff control for

the propellant depots. This research assumes a boiloff rate of 0.127% per Earth day for

liquid hydrogen, 0.016% per Earth day for liquid oxygen, and 0.016% per Earth day for

liquid methane as shown in Chapter 4, but it is important to assess the effect of boiloff

in the propellant depots or propulsion system design throughout the entire mission. Table

5.7 shows the effects of boiloff. Since the propellant boiloff is highly related to the time

dimension, the static results are also shown for reference.

Table 5.7: Comparison of the IMLEO results from the scenarios with boiloff and without
boiloff in the Mars exploration case study.

Scenario IMLEO [MT]

Static GMCNF with boiloff 153.8

Static GMCNF without boiloff 152.6

Dynamic GMCNF with boiloff 431.4

Dynamic GMCNF without boiloff 397.0

The results show that the improvement by removing boiloff is 8.0% in terms of IMLEO

when the dynamic GMCNF is considered. The static GMCNF shows an inaccurate result,

0.7% improvement, because it does not consider the time dimension accurately. Controlling
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boiloff requires additional mass and complexity such as thermal management and attitude

control systems, and it is important to evaluate whether zero boiloff technology pays off or

not. More detailed studies on the effect of improved boiloff control technology are left for

future work.

5.4 Case Study Summary

In this case study, the human Mars exploration scenario is analyzed. DRA 5.0 is assumed

as the baseline, and the dynamic GMCNF is evaluated how the space infrastructure can

support the missions and improve the IMLEO performance from the baseline.

The results show that a strategically deployed Cis-lunar and Martian infrastructure can

improve the IMLEO significantly, resulting in an about 50% IMLEO reduction. The ISRU

system is deployed in stages in a self-sustained manner, where the first unit is deployed us-

ing NTRs and the remaining stages are deployed using chemical rockets and the resources

generated by the previously deployed ISRU plants. After the ISRU plants have generated

a sufficient amount of propellant, chemical rockets are used for the major transportation

operations between Earth and Mars. Reusable chemical rockets are used for the trans-

portation operations between the ISRU plants and the depots in both the Earth/Cis-lunar

cluster and the Martian cluster. Overall, the resulting Mars exploration architecture relies

heavily on both lunar ISRU and Martian ISRU.

The results imply an important technology trades between ISRU, NTRs, chemical rock-

ets, and aerocapture technology development as well as boiloff control at propellant depots.

As ISRU technologies mature, chemical rockets might be preferred to NTRs due to the easy

accessibility of oxygen from the Moon or Mars. However, during the deployment of ISRU

plants, NTRs and aerocapture are still important technologies to be used. In the longer

term, NTRs could then be deployed to pioneer human exploration beyond mars towards

the outer solar system.
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Chapter 6

Case Study II - Human

Exploration of a Near Earth

Objects (NEO)

6.1 Introduction

Near-Earth objects (NEOs) are the asteroids and comets whose orbits approach or intersect

the Earth’s orbit in the solar system [6]. One of the advantages of exploring NEOs is

preparation for future exploration on the Moon and Mars. In a NEO mission, we can test

and validate the hardware and operations for future exploration missions beyond LEO [98].

Another important advantage of exploring NEOs is the scientific return. NEOs contain a

significant amount of information about our early solar system history, as demonstrated by

the past robotic missions such as Hayabusa [99]. Crew missions to NEOs can enhance the

quality of scientific data collected from NEOs.

The concepts of human exploration to NEOs is not new; the first published NEO mis-

sion, proposed by Smith [100] in 1966, was a 527-day trip to 433 Eros with upgraded

Apollo/Saturn 5 hardware. More recently, NASA has performed a feasibility analysis for

human missions to 1999 AO10, 2000 SG344, and 2006 DQ14 using the hardware from the

Constellation Program (i.e., Ares vehicles and Orion spacecraft) [6, 98]. Even after the

Constellation Program was canceled in 2011, NASA’s Human Architecture Team has been

exploring detailed designs for missions to 2008 EV5 [101, 102] using the SLS and Multi-
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Purpose Crew Vehicle (MPCV).

In this case study, the 14-day-stay 1999 AO10 mission [6] is considered as the baseline.

The trajectory plot of this 2025-2026 mission is shown in Figure 6-1. The objectives of this

case study analysis are 1) to further demonstrate the usefulness of the time-expanded GM-

CNF and 2) to evaluate the potential benefits of using various technologies and architecture

decisions in the NEO exploration case as well as the trades between them. We compare

our results with NASA’s planned mission for 1999 AO 10, and evaluate how the dynamic

GMCNF can improve the results using the Cis-lunar infrastructure.

Figure 6-1: An Earth-centered trajectory plot showing a possible 150-day mission profile to
NEO 1999 AO10 [6]. The Moons orbit is shown for scale in the upper right.

6.2 Parameters and Assumption

6.2.1 Demand and Supply

Among the commodities considered in Chapter 4, Payload and Crew are demanded on the

NEO 1999 AO10, and Returning Crew is demanded on Earth. The amount and timing of

each demand, shown in Table 6.1, are notional. Note that for the NEO mission, since the

exploration is so short that it does not require a specific surface habitat, science equipment
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payload is demanded during the surface operation. In the optimization, the timings of

the demands are also specified as an input. As before, infinite supplies are assumed to be

available on Earth for all commodities except Returning Crew.

Table 6.1: Demands of each commodity at each location in the NEO exploration case study.

Habitat/Payload [kg] Crew [ppl] Crew Return [ppl]

NEO 1,000 2 0

Earth 0 0 2

6.2.2 Other Assumptions

For this case study, the trajectory shown in Figure 6-1 is used. The other parameters and

assumptions particularly used in this case study are summarized as follows:

• The crew parks 10 days in space (the Earth/Cis-lunar cluster) before the launch

window to the NEO 1999 AO10 opens.

• The first mission (to LEO) starts 700 days plus the parking period (10 days) before

the first 1999 AO10 launch window opens.

• Crew transportation requires a transit habitat (12.5 [MT]) for in-space or entry arcs.

The detailed timeline of the time windows is shown in Table 6.2. The first four launch

windows to LEO are used for infrastructure pre-deployment.

Table 6.2: Time window assumptions in the NEO exploration case study.

Time [day] Event

0 Earth’s Surface → LEO

190 Earth’s Surface → LEO

380 Earth’s Surface → LEO

570 Earth’s Surface → LEO

700 Earth’s Surface → LEO (Crew Launch)

710 Earth/Cis-lunar Cluster → NEO

760 Earth’s Surface → LEO

835 NEO → Earth/Cis-lunar Cluster

6.3 Results and Implications

This section provides the results of the NEO case study and their implications.

101



6.3.1 Results

In the similar way as the Mars case study, the comparison between each formulation is shown

first in Table 6.3. One Ares V launch is used as the baseline. The numbers of constraints

and variables in the formulation in Eqs. (3.11) - (3.12) are used as an indicator of the

computational effort in addition to the actual CPLEX optimization time using a desktop

computer (Windows 7; Intel(ER) Core(TM) i5-2540M CPU @ 3.40 GHz; RAM 4.00 GB).

Note that the numbers of constraints and variables in Table 6.3 contain the entire space

logistics map, including the nodes that do not have demands or supplies (e.g., Mars).

Table 6.3: Comparison of the IMLEO results from each method in the NEO exploration
case study.

Method IMLEO [MT]Improvement
# of

Constraints
# of

Variables
Optimization

Time [sec]
Reference Architecture

(No ISRU;

Chemical Rockets [6]) 141.2 baseline - - -

Static GMCNF 24.1 -82.9% 7,020 4,620 < 1
Bi-scale Time-Expanded

GMCNF 73.2 -48.1% 315,786 209,937 6,070

Partially Static GMCNF 73.3 -48.1% 42,300 28,287 25

As with the Mars case study, the static GMCNF shows a significant improvement

(82.9%), but this is overoptimistic. The bi-scale time-expanded GMCNF, which provides

an upper bound of the full time-expanded GMCNF still improves the IMLEO by 48.1%.

Note that this bi-scale time-expanded GMCNF does not only provide the bound, but is also

practically useful because it considers the active and dormant phase as discussed previously.

Finally, the partially static time-expanded GMCNF is shown to give a good estimate of the

realistic IMLEO with a small computational effort.

Next, a qualitative analysis of the results is shown. Here, the results of the bi-scale

time-expanded GMCNF (and the post-processing) are used because it provides the most

realistic results.

Figure 6-2 shows the flows of all types of commodities. This shows a complex architecture

in the Earth/Cis-lunar cluster, where LLO and LEO are used for structure storage or

propellant depots. Lunar ISRU is used for transportation. When the launch window opens

after 700 days, the crew and cargo are launched to the NEO for exploration. Note that
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although from the results it seems that a NTR has to reenter Earth’s atmosphere, which

is not favorable for policy and environmental reasons, in reality the final deceleration is

performed using direct entry, and so the NTR engine itself can be staged before the entry

to Earth’s atmosphere.

Figure 6-2: Bat chart: all commodity flows for the NEO exploration case study. “Aero”
stands for aerocapture/entry.

As in the Mars exploration case, the focus is put on the crew transportation and ISRU

plant deployment. Figure 6-3 shows the crew flow, and Figure 6-4 shows the ISRU plant

deployment flow. In addition, Table 6.4 shows the IMLEO breakdown for each launch.

The result shows that both the crew and plant transportation operations mainly rely

on NTRs. This can be explained as follows: As shown in Chapter 5, chemical rockets

can be useful if their low Isp can be compensated by using the oxygen generated by lunar

ISRU. However, given the timeline and the required propellant for the considered NEO

case, unlike in the Mars case, it turns out that it is more beneficial to use NTRs for the

major transportation operations between Earth and NEO than to use chemical rockets.

(The hydrogen for the NTR transportation operations is partly from the lunar ISRU.)

However, chemical rockets are still used for the transportation operations between the

lunar surface (i.e., LSP) and the depots in LLO. Reusable tanker vehicles transport both
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Figure 6-3: Bat chart: crew flow for the NEO exploration case study. “Aero” stands for
aerocapture/entry.

Figure 6-4: Bat chart: ISRU plant flow for the NEO exploration case study. “Aero” stands
for aerocapture/entry.
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Table 6.4: IMLEO breakdown for each commodity at each launch from Earth in the NEO
exploration case study.

Launch Date [day] 0 190 700

Vehicle [MT] 0 0 12.51

Habitat/Payload [MT] 0 1.00 0

Crew [MT] 0 0 0.20

Hydrogen [MT] 1.01 0 36.82

Oxygen [MT] 0 0 0.01

Methane [MT] 0 0 0

Water [MT] 0 0 0.02

Food [MT] 0 0.61 0

LOX/LH2 Inert [MT] 0.17 0 0

NTR Inert [MT] 5.33 0 0

LOX/LCH4 Inert [MT] 0 0 0

Hydrogen Tank [MT] 0.19 0 7.01

Oxygen Tank [MT] 0.07 0 0

Methane Tank [MT] 0 0 0

Water Tank [MT] 0.11 0 0.01

Aeroshell/TPS [MT] 0 7.67 0

Oxygen ISRU Plant [MT] 0 0 0

Water ISRU Plant [MT] 0.51 0 0

Methane ISRU Plant [MT] 0 0 0

Total [MT] 7.39 9.28 56.59

propellants for the depots and the tank structure for the ISRU plants, and use the outputs

of the lunar ISRU plants as their propellants. Because these transportation operations

happen near the ISRU plants on the Moon, it is more efficient to use oxygen from the Moon

to take advantage of the low inert mass ratio of chemical rockets. This trend is similar

to the ISRU self-sustained deployment we observed in the Mars case, but in this case the

plants need not to be deployed in stages because their mass is small.

In a similar way as the Mars case, this case provides another convincing results showing

the importance of considering NTR and ISRU technologies together because their usages

are highly coupled. In some cases such as the Mars exploration case, ISRU is very effective,

whereas in other cases such as the NEO exploration case, ISRU is not effective and instead

NTR technology is important. Note that in order to implement the resulting architecture,

there needs to be a trade against the system complexity and operational feasibility and

risk. The model can be made more detailed to consider these trades, which is left for future
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work.

6.3.2 Sensitivity Analysis

This subsection discusses a sensitivity analysis for the results from the dynamic GMCNF.

As an approximation method for the dynamic GMCNF, the partially static time-expanded

GMCNF is used since it gives a very good estimate of the optimal IMLEO with a small

computational effort.

First, the sensitivity of the results against the propulsion technology capability is shown.

In a similar way as the Mars case study, the problem setting is changed to only NTRs or

only chemical rockets. The results are shown in Table 6.5.

Table 6.5: Comparison of the IMLEO results from the scenarios with only NTRs and only
chemical rockets in the NEO exploration case study.

Scenario IMLEO [MT]

Dynamic GMCNF NTR + ISRU 74.3

Dynamic GMCNF Chemical + ISRU 100.7

The NTR option provides lower IMLEO than the chemical rocket option even with ISRU

available. In fact, the NTR + ISRU case is almost the same as the dynamic GMCNF case

in Table 6.3. This means that the ISRU system is not as helpful in this case study as in the

Mars case study.

A natural question would be: is ISRU helpful as it becomes more capable? Therefore,

the sensitivity analysis against the lunar ISRU capability is also analyzed. The results are

shown in Figure 6-5.

According to the dynamic GMCNF, the ISRU system becomes useful when the ISRU

capability is larger than 6 [kg/kg plant/year]. The increase of the ISRU capability from 0

[kg/kg plant/year] to 5 [kg/kg plant/year] only saves the IMLEO by 1.3% (from 74.3 [MT]

to 73.3 [MT]), whereas the increase of the ISRU capability from 5 [kg/kg plant/year] to

10 [kg/kg plant/year] decreases the IMLEO by 12.1% (from 73.3 [MT] to 64.4 [MT]). This

shows the importance of improving the capability of ISRU technologies.

The above trend cannot be seen in the static GMCNF because it gives overoptimistic

results. In the static GMCNF, the IMLEO reduction per unit ISRU capability increase is

the largest when the ISRU capability is small, which is the same trend we observed in the
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Figure 6-5: Sensitivity of the IMLEO results against the lunar ISRU capability in the NEO
exploration case study.

Mars exploration case study. This is caused by the drawback of the static GMCNF in not

considering the time dimension, which is why the dynamic GMCNF is necessary.

Next, uncertainties in some other technologies are considered.

Figure 6-6 shows the sensitivity against the aeroshell/TPS mass fraction. Improving

the ratio of the aeroshell/TPS to the total captured mass from 40% to 15% results in the

27.6% IMLEO improvement (from 73.3 [MT] to 53.1 [MT]). This can be explained by the

large gear ratio (i.e., ∆V ) required to deliver the aeroshell/TPS all the way to NEO and

back. The results show that the system relies on the entry during the return trip, but the

dependence on the aeroshell/TPS mass fraction is smaller than in the Mars exploration case

study.

Table 6.6 shows the sensitivity against the boiloff rate. As can be seen, the improvement

by removing boiloff is 4.2% in terms of IMLEO. The static GMCNF shows an inaccurate

result, 1.0% improvement, which again shows the necessity of the dynamic formulation. The

effect of boiloff is smaller than the Mars exploration case because the campaign horizon is

shorter.
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Figure 6-6: Sensitivity of the IMLEO results against the aeroshell/TPS fraction in the NEO
exploration case study.

Table 6.6: Comparison of the IMLEO results from the scenarios with boiloff and without
boiloff in the NEO exploration case study.

Scenario IMLEO [MT]

Static GMCNF with boiloff 24.1

Static GMCNF without boiloff 23.9

Dynamic GMCNF with boiloff 73.3

Dynamic GMCNF without boiloff 70.3

6.4 Case Study Summary

In this case study, a specific human NEO exploration scenario is analyzed. A trip to 1999

AO10 is considered and the results are compared with the baseline developed in the past

literature. The analysis evaluated how the Cis-lunar infrastructure can support the missions.

The results show that the Cis-lunar space infrastructure can improve the IMLEO sig-

nificantly, resulting in an about 50% IMLEO reduction. NTRs are used for the major

transportation operations between Earth and the NEO, and reusable chemical rockets are

used for the transportation operations between the ISRU plants on the Moon and the de-

pots. Overall, lunar ISRU is not as useful as it is in the Mars case study. The sensitivity

analysis shows that ISRU can pay off if its capability is large enough.
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Chapter 7

Case Study III - Flexible Path:

Human Exploration of Mars and a

NEO

7.1 Introduction

The previous chapters considered the missions to specific destinations such as Mars and

NEOs separately. For future space exploration, however, this might not be the most efficient

mission architecture.

In this context, the Review of U.S. Human Spaceflight Plans Committee proposed the

Flexible Path concept in their report [7] in 2011, which has become the basis of the current

NASA human space exploration strategy. In the Flexible Path concept, we will visit the sites

that we have never visited before. These include new lunar orbits, Earth-Moon Langrangian

points, NEOs, the orbits around Mars, and the moons of Mars, as shown in Figures 7-1 -

7-2. In 2010, President Obama announced a new national space policy, which mentions that

we will send humans to an asteroid by 2025, and that we will send humans to orbit Mars

and return them safely to Earth by the mid-2030s, followed by a landing on Mars [103].

The space infrastructure will play an important role for this kind of long-term goal of

space exploration. In order to achieve an efficient space exploration strategy, we need to

consider various missions to different destinations together as an example, and find a set

of common space infrastructure elements in support of these missions. Particularly, we are
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Figure 7-1: Options for exploration within the Flexible Path strategy [7].

Figure 7-2: Timeline of the Flexible Path strategy [7].

interested in what ISRU systems and other Cis-lunar infrastructure elements can be used

to support multiple missions.

To explore that question, this case study considers multiple destinations (NEO 1999

AO10 and Mars), and examines the magnitude of the benefits from designing these missions

together compared with considering them separately. Although this case study is not a full

representation of the originally proposed Flexible Path architecture, it is consistent with
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the concept that we visit the sites that we have never visited before to prepare for human

Mars exploration, and therefore is called the Flexible Path case study.

7.2 Parameters and Assumption

All demands and supplies as well as other assumptions are inherited from the Mars and

NEO exploration cases with the difference in the timeline.

The detailed timeline of the time windows is shown in Table 7.1. In this timeline, the

first Mars mission happens approximately five years after the NEO launch, and the crew

mission to Mars happens about two years after that. Note that by defining the time windows

in this way, the human Mars and NEO missions are not allowed to happen concurrently, but

one after the other. Although no specific dates are specified in this research, time windows

in mid-2020s to early-2030s are assumed.

7.3 Results and Implications

This section provides the results of the Flexible Path case study and their implications.

The partially static time-expanded GMCNF is used as an approximation of the dynamic

GMCNF method.

7.3.1 Results

This case study analyzes the difference between the Mars only case, the NEO only case,

and the combination of them (i.e., Flexible Path). The comparison between the static and

dynamic GMCNF for each case is shown first in Table 7.2. The improvement of the Mars

+ NEO case is represented by the following ratio:

Improvement =
IMLEOMars+NEO

IMLEOMarsOnly + IMLEONEOOnly
− 1 (7.1)

where IMLEOMarsOnly, IMLEONEOOnly, and IMLEOMars+NEO denotes the IMLEO for

the Mars only case (Chapter 5), the NEO only case (Chapter 6), and the Flexible Path case

respectively.

In Table 7.2, there is an additional case considered for the Mars exploration for the

following reason. As shown previously, the timeline considered in this case study visits
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Table 7.1: Time window assumptions in the Mars only, NEO only, and Mars + NEO
exploration case study.

Time [day] Event

0 Earth’s Surface → LEO

190 Earth’s Surface → LEO

380 Earth’s Surface → LEO

570 Earth’s Surface → LEO

700 Earth’s Surface → LEO (Crew Launch)

710 Earth/Cis-lunar Cluster → NEO

760 Earth’s Surface → LEO

835 NEO → Earth/Cis-lunar Cluster

950 Earth’s Surface → LEO

1140 Earth’s Surface → LEO

1330 Earth’s Surface → LEO

1520 Earth’s Surface → LEO

1710 Earth’s Surface → LEO

1900 Earth’s Surface → LEO

2090 Earth’s Surface → LEO

2280 Earth’s Surface → LEO

2470 Earth’s Surface → LEO

2660 Earth’s Surface → LEO

2670 Earth/Cis-lunar Cluster → Martian Cluster

2850 Earth’s Surface → LEO

3040 Earth’s Surface → LEO

3230 Earth’s Surface → LEO

3400 Martian Cluster → Earth/Cis-lunar Cluster

3420 Earth’s Surface → LEO

3430 Earth/Cis-lunar Cluster → Martian Cluster

3610 Earth’s Surface → LEO

3800 Earth’s Surface → LEO

3990 Earth’s Surface → LEO

4160 Martian Cluster → Earth/Cis-lunar Cluster

4180 Earth’s Surface → LEO

NEO first and then Mars, which changes the departure for Mars exploration compared with

the Mars case study considered previously in Chapter 5. (In Chapter 5, the first mission

to Mars is deployed 760 days after the campaign start, whereas in this case study, the first

mission to Mars is deployed 2,670 days after the campaign start.) This change would allow

more time for infrastructure deployment and ISRU generation, and therefore benefit the

resource economy of the entire campaign. Thus, a direct comparison of the Flexible Path

results with those from Chapter 5 is practically important, but is not fair. In this analysis,

112



a separate case, Mars only with its timeline adjusted to a longer pre-deployment period, is

considered, which has the same campaign time horizon as the one considered in the Flexible

Path case.

Table 7.2: Comparison of the IMLEO results from each method in the Mars only, NEO
only, and Mars + NEO exploration case study.

Method Mars Only
IMLEO
[MT]

Mars Only
IMLEO
[MT] (Ad-
justed)

NEO Only
IMLEO
[MT]

Mars+NEO
IMLEO
[MT]

Mars+NEO
Improve-
ment

Mars+NEO
Improve-
ment (Ad-
justed)

Static
GMCNF 153.8 153.8 24.1 177.9 -0.0% -0.0%
Bi-scale
Time-

Expanded
GMCNF 443.7 374.5 73.2 420.0 -18.8% -6.2%
Partially

Static
Time-

Expanded
GMCNF 431.4 363.6 73.3 410.2 -18.7% -6.1%

As can be seen in Table 7.2, the improvement by designing the Mars and NEO missions

concurrently can reduce the total IMLEO in the dynamic GMCNF. Without timeline ad-

justment, this improvement is about 19%; even with the adjustment, it is still about 6%.

This improvement comes from reuse of the propellant depots and other space infrastructure

elements as well as efficient use of lunar ISRU plants, which can now support both missions

(but not at the same time). For example, if there is only one crew mission, the pre-deployed

ISRU plants would be useless after the mission is completed even if they are still capable

of generating propellant. If there is a subsequent mission, even if it is for a different des-

tination, the ISRU plants that have already been deployed can be very useful. This is the

power of the dynamic campaign-level analysis; a mission-level analysis cannot lead to this

result.

Another interesting finding is that the above IMLEO reduction by considering multiple

missions concurrently does not appear in the static GMCNF. This is because the static GM-

CNF does not consider the interdependency between each mission. In the LP formulation

in the static GMCNF, the results of summing two missions is equivalent to simply summing
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two objective functions. In reality, however, each mission is interacting with one another;

a previous mission can support the subsequent missions, and the Cis-lunar infrastructure

can be useful for multiple destinations. Furthermore, the timeline adjustment does not

affect the static GMCNF. This is because the static GMCNF does not consider the time

dimension, which is the very reason why the dynamic GMCNF is critical.

Next, a qualitative analysis of the results for the Flexible Path case is shown. Here, the

dynamic commodity flow is shown based on the bi-scale time-expanded GMCNF (and the

post-processing) because it provides the most realistic results.

Figure 7-3 shows the flow of all types of commodities. This shows a complex architecture

in the Earth/Cis-lunar and the Martian clusters. EML2, LLO, LDO, and LMO are used

for structure storage or propellant depots, and EML1 and GEO are also used temporarily.

Both lunar and Martian ISRU are used. Note that transfer orbits such as GTO, LTO, DTO,

and PTO are not allowed to store structure mass or propellant depots. Crew and cargo are

transported to Mars or the NEO when their time windows open.

Figure 7-3: Bat chart: all commodity flow for the Mars + NEO exploration case study.
“Aero” stands for aerocapture/entry.

As in the Mars and NEO exploration case, we are interested in the crew transportation

and ISRU plant deployment. Figure 7-4 shows the crew flow, and Figure 7-5 shows the
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ISRU plant deployment flow. In addition, Table 7.3 shows the IMLEO breakdown for each

launch.

Figure 7-4: Bat chart: crew flow for the Mars + NEO exploration case study. “Aero” stands
for aerocapture/entry.

As can be seen from the figures, the transportation operations largely depend on chemi-

cal rockets using the ISRU-generated resources, although the initial deployment of the ISRU

plants uses NTRs. Here, again, a dynamic shift from NTRs to chemical rockets is observed.

In addition, as can be seen in Table 7.3, no oxygen, water, or methane are launched from

Earth (except for LOX in the Earth to LEO launch); all of these resources are supplied by

ISRU. This shows that the campaign highly depends on the resources generated by ISRU.

In addition to the similar conclusions as in the Mars only (Chapter 5) and NEO only

(Chapter 6) cases, there are some more interesting findings by comparing the above results

with the Mars only and NEO only cases.

First, NTRs are also used for the transportation operations after the last crew launch

to Mars (i.e., Year 9-11), which is not observed in the Mars only case. The purpose of

these transportation operations is to support the crew return trip from the Mars. Instead

of directly heading back to Earth, the crew stops by the propellant depots to be refueled for

the last burns to enter the Earth’s atmosphere. The required propellant for those last burns
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Figure 7-5: Bat chart: ISRU plant flow for the Mars + NEO exploration case study. “Aero”
stands for aerocapture/entry.

is not large, and the initially launched ISRU plants have already degraded at that moment.

Therefore, it turns out to be inefficient to rely on chemical rockets and the ISRU-generated

resources in the same way as the earlier major transportation operations. Instead, it is

more efficient to use NTRs with a high Isp with the Earth-originated resources. That is

why NTRs are used after the last crew launch to Mars. This trend is not observed in

the Mars only case because the time horizon considered in the Mars only case is not long

enough for the ISRU system to dramatically degrade, and therefore it is still preferable to

use chemical rockets with the ISRU-generated resources.

In addition, in the NEO only mission, the major transportation operations to the NEO

in the optimal solution rely little on the ISRU-generated resources but heavily on NTRs.

However, the Mars + NEO results indicate that if there is a subsequent Mars mission after

the NEO mission, it is more efficient to launch more ISRU plants and use their resources to

launch chemical rockets for the NEO mission than using NTRs. This shows that there is not

only a numerical IMLEO difference, but also a qualitative architecture difference between

the optimal solutions for designing missions together and designing them separately.

Comparing Table 6.4 and 7.3, it can be seen that, in the Mars + NEO case, a larger
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Table 7.3: IMLEO breakdown for each commodity at each launch from Earth in the Mars
+ NEO exploration case study.

Launch Date
[day]

0 190 380 570 700 1,330 1,710 2,090 2,280 2,660 3,420

Vehicle [MT] 9.18 0 0 0 3.33 0 0 0 27.54 0 10.00
Habitat
/Payload
[MT]

0 0 0 1.00 0 0 0 51.70 0 0 0

Crew [MT] 0 0 0 0 0.20 0 0 0 0 0 0.60
Hydrogen
[MT]

20.88 12.91 14.51 0.40 3.33 0 0 0.07 0.12 7.90 4.61

Oxygen
[MT]

0 0 0 0 0 0 0 0 0 0 0

Methane
[MT]

0 0 0 0 0 0 0 0 0 0 0

Water [MT] 0 0 0 0 0 0 0 0 0 0 0
Food [MT] 0 11.83 0 0 0 0 0 0.06 0 0 0
LOX/LH2
Inert [MT]

4.04 0 0 0 6.47 0 0 0 0 2.99 1.08

NTR Inert
[MT]

3.29 0 0 0 0 0 0 0 0 0 0

LOX/LCH4
Inert [MT]

0 0 0 0 0 0 2.58 0 0 0 0

Hydrogen
Tank [MT]

3.98 2.46 2.76 0.08 0.63 0 0 0.01 0.02 1.50 0.88

Oxygen
Tank [MT]

0.69 2.52 0 4.83 0 0 0 1.01 0 0 0

Methane
Tank [MT]

0 1.36 0 0 0 0 0 0 0 0 0

Water Tank
[MT]

0 0.11 0 0 0.11 0.68 0.07 0 0 0 0

Aeroshell
/TPS [MT]

0.98 100.48 0 0 0 0 0 0 0 0 0

Oxygen
ISRU Plant
[MT]

0 0 0 0 0 0 0 0.81 0 0 0

Water ISRU
Plant [MT]

15.75 65.28 0 0 0 0 0 10.80 0 0 0

Methane
ISRU Plant
[MT]

0 0 0 0 0 0 0 1.57 0 0 0

Total [MT] 58.79 196.94 17.27 6.30 14.08 0.68 2.66 66.05 27.68 12.39 17.17

mass (293.4 [MT]) is deployed before the NEO crew launch than that in the NEO only case

(73.2 [MT]). That large mass is used not only for the NEO missions but also for the Mars

mission after it, which makes the entire campaign efficient. This is the very reason why

we need a common infrastructure for multiple missions to different destinations, and this
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analysis cannot be provided by the static GMCNF analysis or individual mission studies.

7.3.2 Sensitivity Analysis

This subsection discusses a sensitivity analysis for the results from the dynamic GMCNF.

First, the sensitivity of the results against the propulsion technology selection is shown

in the same way as in the previous case studies. Here, the problem setting is changed to

only NTRs or only chemical rockets with aerocapture, and the results are compared. The

results are shown in Table 7.4.

Table 7.4: Comparison of the IMLEO results from the scenarios with only NTRs and only
chemical rockets + aerocapture in the Mars only, NEO only, and Mars + NEO exploration
case study. “Aero” stands for aerocapture.

Scenario Mars Only
IMLEO
[MT]

Mars Only
IMLEO
[MT] (Ad-
justed)

NEO Only
IMLEO
[MT]

Mars+NEO
IMLEO
[MT]

Mars+NEO
Improve-
ment

Mars+NEO
Improve-
ment (Ad-
justed)

Dynamic
GMCNF

NTR
+ ISRU 736.0 724.5 74.3 789.8 -2.5% -1.1%
Dynamic
GMCNF
Chemical
+ Aero
+ ISRU 528.7 379.9 100.7 442.2 -29.7% -8.0%

The results show that although the improvement by considering the Mars and NEO

missions concurrently is large for the chemical + aerocapture scenario, it is not as large for

the NTR scenario. Chemical rockets rely on ISRU more heavily than NTRs because the

ISRU oxygen generation can make chemical rockets more attractive than NTRs. Therefore,

the results in Table 7.4 imply that the more the system relies on ISRU, the larger the

benefits accruing to the combination case of the Mars and NEO missions. This is an

important interaction between the propulsion and ISRU technology development, which is

consistent with the findings of the Mars only and NEO only cases.

A similar trend can also be observed in the sensitivity analysis against the lunar ISRU

capability. The results of the IMLEO sensitivity analysis are shown in Figure 7-6, and the

sensitivity of the improvement by considering the Mars and NEO missions concurrently is
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shown in Figures 7-7 - 7-8 with and without the timeline adjusted respectively.

Figure 7-6: Sensitivity of the IMLEO against the lunar ISRU capability in the Mars only,
NEO only, and Mars + NEO exploration case study.

Figure 7-7: Sensitivity of the IMLEO improvement by considering Mars + NEO exploration
case against the lunar ISRU capability.

Figure 7-6 shows that, as we have seen in the previous chapters, a better ISRU capability
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Figure 7-8: Sensitivity of the IMLEO improvement by considering Mars + NEO exploration
case (with the timeline adjusted) against the lunar ISRU capability.

improves the IMLEO performance for all missions, but there are some interesting findings

in their sensitivity to the IMLEO capability.

First, Figures 7-6 - 7-8 show that, when the ISRU capability is small, the improvement by

considering the Mars and NEO missions at the same time (i.e., Mars + NEO improvement)

grows as the lunar ISRU capability increases. This implies that the more capable the ISRU

system is, the more efficient it is to use a common space infrastructure for multiple missions

even if they are for different destinations.

The “S-curve” in Figure 7-8 can be qualitatively explained as follows: When the ISRU

capability is small, the ISRU plant demand grows as the ISRU system becomes more capable,

but when the ISRU system is capable enough, the ISRU plant demand shrinks because

a small plant mass can generate enough propellant. The Mars + NEO improvement is

sensitive to the ISRU capability when the campaign relies more on (i.e., launches more) the

common infrastructure elements such as the ISRU plants, and therefore the sensitivity is

largest when the ISRU capability is moderate (1-7 [kg/kg plant/year]).

Furthermore, if the timeline is not adjusted, which leads to a practically important

comparison, the benefits of pre-deployment also affect the shape of the curve, in addition to

the above factors. This makes the Mars + NEO improvement decrease (in terms of absolute
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value) when the ISRU system is very capable (7-10 [kg/kg plant/year]), as shown in Figure

7-7. because a highly capable ISRU system gains little out of its pre-deployment.

Another numerically interesting finding in Figure 7-6 is that, without the timeline ad-

justment, the Mars mission can require more IMLEO than the Mars + NEO mission when

the ISRU capability is larger than 5 [kg/kg plant/year]. This means that starting the mis-

sions early and preparing for the subsequent Mars missions while pursuing the NEO can

make the NEO mission almost a “free ride.” This is another demonstration of the reason

why we need to consider multiple missions concurrently.

Overall, it can be seen that it would be very beneficial to design the Mars and NEO

missions together, if the lunar ISRU technology can achieve and exceed the range 1-7 [kg/kg

plant/year]. Ishimatsu has shown previously that a lunar ISRU target for resource genera-

tion at about 3.5 [kg/kg plant/year] is important and it falls within this range.

Next, uncertainties in some other technologies are considered.

Figure 7-9 shows the sensitivity of the improvement by considering the Mars and NEO

missions concurrently (with the timeline adjusted) against the aeroshell/TPS mass fraction.

The result shows that the more the aeroshell/TPS is required, the less the improvement by

considering the Mars and NEO missions together would be. This is because aerocapture

is heavily used in the Mars mission but not much in the NEO mission, and therefore more

aeroshell/TPS mass corresponds to a smaller amount of common infrastructure. Never-

theless, the IMLEO improvement is not very sensitive to the aeroshell/TPS mass fraction.

Table 7.5 shows the sensitivity of the improvement by considering the Mars and NEO

missions concurrently (with the timeline adjusted) against the boiloff rate. The results show

that excluding boiloff can provide more benefits of considering the Mars and NEO missions

together. This is because a common space infrastructure requires propellant storage in

orbit for a long time, which can result in a large boiloff loss. If the propellant boiloff can

be controlled properly, the benefits of considering multiple missions can be larger.

7.4 Case Study Summary

In this case study, the Flexible Path case with both the Mars and NEO exploration missions

is analyzed. The case combines the Mars only and the NEO only cases and evaluates how
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Figure 7-9: Sensitivity of the IMLEO improvement by considering Mars + NEO exploration
case (with the timeline adjusted) against the aeroshell/TPS fraction.

Table 7.5: Comparison of the IMLEO results from the scenarios with boiloff and without
boiloff in the NEO exploration case study.

Scenario IMLEO [MT]

Mars + NEO Improvement (Adjusted) with boiloff -6.1%

Mars + NEO Improvement (Adjusted) without boiloff -7.9%

a common space infrastructure can support both missions when one mission follows the

other.

The results show that designing the Mars + NEO missions with a common space in-

frastructure can reduce the IMLEO by 19%, which is a significant improvement. The ISRU

system, propellant depots, and reusable vehicles that can be commonly used for different

missions turn out to provide a large benefit to the campaign resource economy. NTRs

are useful for the initial ISRU launch or after the last crew launches, whereas chemical

rockets are useful for the major cargo and crew transportation operations. The sensitivity

analysis shows that the improvement from designing multiple missions together (with the

timeline adjustment) is particularly large when chemical rockets are used or when the ISRU

capability is large.
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Chapter 8

Conclusions

8.1 Thesis Summary

In this thesis, a dynamic logistics network formulation for lifecycle optimization of human-

robotic mission sequences is proposed and applied to 1) human exploration of Mars, 2)

human exploration of a NEO, and 3) the Flexible Path. The proposed methods can find

the optimal combination of technologies and operations to be used at each stage of the

campaign. The necessity of the dynamic model comes from the long deployment/assembly

phase of space systems, where only considering the steady state does not lead to realistic

results.

The proposed methods combine the GMCNF with a time-expanded network to model

the dynamic movement of commodities and infrastructure elements over time. Given that

the full time-expanded GMCNF is prohibitively computationally expensive, this thesis

develops its approximation methods. The developed methods are based on the ideas of

node/arc aggregation and restriction, which respectively provide lower and upper bounds

for the solution of the full time-expanded GMCNF. This research also proposes the cluster-

based time-expanded GMCNF methods: the bi-scale time-expanded GMCNF and the par-

tially static time-expanded GMCNF, which are practically useful for time window critical

systems. The basic ideas for these methods are as follows: Instead of using uniform time

steps, the bi-scale time-expanded GMCNF allocates fine time steps around the inter-cluster

time windows, whereas the partially static time-expanded GMCNF assumes the intra-cluster

transportation as instantaneous arcs that exist at the inter-cluster time windows. The for-

mer formulation provides a realistic solution reflecting the active and dormant phases of a
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campaign, whereas the latter formulation provides a good estimate of the realistic solution

computationally efficiently.

Furthermore, unlike the earlier static space logistics optimization models, the proposed

model considers the dynamic interaction with technology options. The numerical analysis

results not only show the effectiveness of the methods, but also captures the trades and

provide recommendations for human space exploration. The provided recommendations

include trades between ISRU, propellant depot, propulsion, and aerocapture technologies.

Finally, the proposed methods can be used to evaluate the interdependency between

the missions, which was not possible to do by the earlier space logistics methods. One

important finding is that there is a clear trend that designing multiple missions can lead

to a large performance improvement compared with designing them separately as shown

in the Flexible Path case. This trend occurs because we can deploy a common space

infrastructure including ISRU systems, propellant depots, and reusable vehicles. This leads

to an important conclusion that development of a common space infrastructure is extremely

important not only for an initial mission but also for future missions, whose destination may

or may not be the same as the initial one. This conclusion will be very important for future

human and robotic space exploration, where we may transition from a mission focus to a

campaign-level resource economy focus.

8.2 Future Work

Space logistics is still an emerging field; there are various directions for future work in

order to make the proposed dynamic GMCNF framework more useful and more generally

applicable.

One direction is to use Mixed Integer Programming and/or Nonlinear Programming to

improve the model’s level of fidelity. The additional components would include more realistic

models of propulsive and non-propulsive vehicles, integer constraints for crew or vehicle

stages, and a more detailed model for demand and cost estimates. The ideal model would

be an integrated system-level optimization model, considering a space habitat, its logistics

and ISRU network, and its supporting vehicles concurrently. A problem in implementing

such a model is its expensive computational effort. Techniques or algorithms need to be

developed to deal with these complex systems efficiently.
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Another related direction can be theoretical development of dynamic optimization, espe-

cially given the recent research trends for large-scale optimization problems. Solving these

types of problems typically utilizes interior point methods or problem decomposition and

often involves parallel computing. One possibility would be to leverage supercomputers

such as the one at the National Center for Supercomputing Applications at University of

Illinois Urbana-Champaign. For example, it is possible that, with some refinement, we can

use nested decomposition techniques with parallel computing for this research [104, 105].

In that case, for example, the transportation in the Earth/Cis-lunar cluster and that in

the Martian cluster can be computed in separate processors with little interaction. Ap-

plying these methods to the bi-scale time-expanded network or even directly to the full

time-expanded network is one interesting future work direction.

The third direction is about uncertainties. One of the largest advantages about the

proposed common infrastructure option in this research is its flexibility. Once we have

the Cis-lunar and Martian infrastructure deployed, we can use it for exploration missions to

NEOs, Earth-Moon Lagrangian points, Phobos, Deimos, and even Mars. Even if the mission

destination changes in the middle of a campaign due to a programmatic or technical reason,

or if there is a shift in launch windows and delays, the deployed infrastructure is still useful.

In order to quantify the value of this flexibility, we need to use stochastic methods (e.g.,

Monte Carlo Simulation, Stochastic Optimization, ...) to consider the uncertain future in

combination with a real options analysis. This direction can lead to an interesting study

and it will reveal another strength of the space infrastructure proposed in this study.

Furthermore, although this research considers IMLEO as the only objective, it is possible

to extend the formulation for multi-objective optimization problems. Some of the other

objective functions include recurring/non-recurring cost for the space infrastructure, system

complexity, and risk. For example, the Pareto solutions considering the cost and risk can

be very interesting to explore.

One of the ultimate goals of dynamic space campaign analysis is to create a technol-

ogy roadmap for future space exploration. Our research considered when and where each

technology would be necessary for an optimal space logistics plan, but it did not consider

development of these technologies. Integrating campaign-level GMCNF with technology

roadmapping can be one of the interesting directions to pursue.

Another related interesting research direction is about the economics of space infrastruc-
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ture and associated resources. This research has proposed that the space infrastructure can

be very useful for space exploration, but it is unlikely that a single national space agency

can build all of it as we did in the Apollo Program. Future space exploration will prob-

ably require collaboration between the national space agencies, governments, and private

companies. The financial aspect of the proposed space infrastructure needs to be analyzed.

There have been past studies for pricing of ISRU-generated propellant [27] or cargo revenue

management for space logistics [106], but there is room for studies to combine the logistics

optimization and its underlying economics.

Finally, this research applied the proposed methods to human space exploration, but the

mathematics behind them are not only for that application. The model is general enough

to be used to examine the conceptual design of various space or terrestrial logistics missions

that involve dynamic resource management. An interesting application can be to model

expanding business and franchises who must fuel later expansions with revenues generated

during earlier phases of growth. It would be an interesting future work to explore other

applications of this research and refine the methods to make them more generally applicable.
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Appendix A

∆V and Time of Flight Tables

This appendix lists the ∆V and arc lengths (i.e. times of flight) for the case studies.

Figure A-1 and Figure A-2 list the ∆V and the time of flight for each arc respec-

tively [5, 6, 107]. The values assume high thrust propulsion systems and availability of

Oberth maneuvers when applicable [108]. The pink cells represent the options with aero-

capture/entry.
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Figure A-1: ∆V [km/s] used in the analysis.
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Figure A-2: Time of flight [days] used in the analysis.
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Appendix B

Input Spreadsheets for Analysis

This appendix lists the input information for the dynamic GMCNF used in the case studies.

The input information is compiled as spreadsheets for node clusters (Figure B-1), nodes

(Figures B-2 - B-3), transportation arcs (Figures B-4 - B-6), and holdover arcs (Figure B-

7). Some common parameters (e.g., propellant mixture ratios, boil-off rates, time windows)

are not shown here; they are shown in each corresponding chapter.

The figures are for the most part self-explanatory, but a few comments need to be

made. First, the crews from the Mars and NEO missions are assumed to return to different

locations, denoted as PAC and PAC2 respectively. In Figure B-7, a “wait” holdover arc

is assigned to PAC and PAC2 to allow an early return if possible. Also, in Figure B-7,

a “tempStay” holdover arc is used to express a short stay (14 days or shorter), which is

assumed to have different properties from a long-term “depot” holdover arc (longer than

14 days) as described in Chapter 4.
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Figure B-1: Input spreadsheet for node clusters. 1012 is used for infinity.

Figure B-2: Input spreadsheet for nodes. 1012 is used for infinity.
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Figure B-3: Input spreadsheet for nodes (cont’d). 1012 is used for infinity.
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Figure B-4: Input spreadsheet for transportation arcs. “TOF” stands for the time of flight
and “IMF” stands for the inert mass ratio.
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Figure B-5: Input spreadsheet for transportation arcs (cont’d). “TOF” stands for the time
of flight and “IMF” stands for the inert mass ratio.
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Figure B-6: Input spreadsheet for transportation arcs (cont’d). “TOF” stands for the time
of flight and “IMF” stands for the inert mass ratio.
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Figure B-7: Input spreadsheet for holdover arcs.
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