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ABSTRACT

Understanding transport and phase behavior in nanopores has a substantial impact on applications

involving membrane fabrication, single-molecule detection, oil reservoir modeling, and drug delivery.

While transport and phase behavior in larger nanopores (>50 nm) approach bulk or are well-described

by continuum models, much less is known about much smaller nanopores where the diameter of the

pore is on the order of the molecular size of the internal fluid.

This thesis provides experimental insight into the diameter dependence of ionic transport and fluid

phase transitions inside carbon nanotube (CNT) nanopores (1-2 nm). For substances confined inside

slightly larger pore sizes (roughly 4-25 nm in dianiter), methods'are- presented for predicting the

diameter-dependent freezing point changes. This work also demonstrates the use of patch clamp for

generating and studying soft polymer-based nanopores.

Thesis Supervisor: Michael S. Strano

Title: Professor of Chemical Engineering
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1. Overview

The objective of this thesis is to describe and understand processes of transport and phase behavior

in nanomaterials, especially carbon nanotubes. Transport in nanopores is of tremendous interest for

desalination and single-molecule detection. Chapter 2 describes the fabrication and testing of

devices containing an individual single-walled carbon nanotube (SWNT) of a very specific diameter.

Previous experiments demonstrated the mechanism of pore-blocking in pores, whereby an ion

blocks an otherwise stable proton current through the pore. Carrying out these same experiments

with well-characterized diameters allowed us to show a highly non-monotonic trend of pore-

blocking currents with diameter.

While single-SWNT devices are very interesting, they are also difficult to prepare. In order to study

nanopore transport more easily, a patch clamp setup was built and used to patch a small

micropipette onto a grooved PDMS surface, which is described in Chapter 3. The grooves and the

surface of the pipette tip were sized to form two nanochannels whose size could be controlled by

the amount of force exerted on the micropipette. Significantly, stochastic changes in conductance of

the pore were observed, but these were dissimilar to that of the SWNT stochastic pore-blocking, as

the "blocker" appears to be uncharged. We attribute this behavior to ionic vapor-liquid phase

transitions occurring inside the pore.

Having observed potential deviations in phase behavior from the bulk, we set out to directly study

the phase of fluids confined inside more well-defined nanopores. There have not been many

experimental studies on the phase behavior of fluids inside small nanopores, yet there are direct

applications in oil and gas recovery and drug delivery using nanocontainers. In very small nanopores

(<2 nm), it has been predicted that freezing points are strong, non-monotonic functions of pore

diameter. Chapter 4 discusses the development of a new method for spectroscopically probing

phase transitions inside of individual carbon nanotubes. Raman spectroscopy can probe the

vibrational modes of carbon nanotubes, and this makes it an indirect probe for filling and phase

transitions inside of the tube. Evidence of temperature-induced phase transitions of water inside a

single, well-defined carbon nanotube is clearly observed.
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Above about 4 nm, the freezing points of fluids inside nanopores appear to follow the Gibbs-

Thomson equation, which predicts freezing point depressions to be linearly related to the inverse

pore radius, with the slope being a function of fusion enthalpy and solid-liquid surface energy.

Chapter 5 discusses methods of predicting the freezing point depression of a fluid inside of a

nanopore of a given size, which is complicated by the fact that fusion enthalpy and surface energy

are also very size-dependent for pore sizes <25 nm.

In summary, this thesis is a theoretical and experimental investigation into interior transport and

phase behavior inside of carbon nanotubes and other nanoporous materials. The fundamental

insights gained will be important in membrane development, single molecule detection, nanopore

modeling, and drug delivery.
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2. Introduction

The transport and phase behavior of fluids inside of nanopores is a topic of tremendous interest due

to the implications regarding efficient membranes, oil and gas recovery, nanoreactors and nano-

delivery of molecules. Figure 1 illustrates the significant, growing interest in the study of nanopores

over the past 15 years. There is a large diversity in the types of nanopores studied, including

biological, solid-state, and carbon-based nanopores. While any pore < 1 pim in diameter is

technically called a nanopore, very different physical behavior is observed across that diameter

range.
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Figure 1. Number of publications each year with 'nanopore' as a keyword.
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Figure 2. A diagram showing the major areas of nanopore research.

2.1 Overview of Nanoporous Materials

Biological nanopores, specifically alpha-hemolysin and MspA protein pores, have been studied

extensively in an attempt to sequence the base pairs of DNA.' Because of their biological origin,

these pores have a specific diameter (1.4 nm for alpha-hemolysin and 1.2 nm for MspA) that is

consistently reproducible.2 Genetic modifications can even be introduced to improve performance

and change the chemical groups of the inner pore region.4 Measurement of current through single

pore channels can be monitored by embedding a single pore in a lipid bilayer and applying a voltage

across the layer. The extent of deviations in the baseline current as molecules pass through and

block an otherwise stable ion current can provide an indication to the identity of the molecule.

Solid-state nanopores can be divided into the following categories: single nanopores prepared

through electron or ion-beam sculpting, track-etched polymer membranes, and templated, silica-

based nanopores. For electron or ion-beam sculpting, a cavity or larger hole is initially prepared in a
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thin membrane of Si 3 N4 or SiO2, typically, and an electron or ion-beam is used to decrease the size of

the opening to just several nanometers in size. The beam induces flow of the membrane material,

which shrinks the existing hole due to surface tension effects.56 By varying the irradiation level and

time of exposure, the pore size can be fine-tuned between 2 to 70 nm. Similar to biological

nanopores, there have been significant efforts in using these pores for DNA sequencing.

While these beam-sculpted nanopores can make precise, single nanopores, track-etched

membranes can potentially have up to a billion pores per cm 2 . Track-etched membranes are

prepared by exposing a polymer membrane to high energy ions which create cylindrical tracks

through the membrane. Further etching can open up the pores to be anywhere above 10-20 nm.

Studies of these pores have shown tunable ion rectification dependent on pore shape and pore wall

chemistry.8 Biosensors have been made by bio-functionalizing the inner pore walls which attach to

specific analytes and subsequently block ionic current.'

While templated nanoporous materials like MCM-41, SBA-15 and zeolites also have many

nanopores, they differ by being micron-sized particles (as opposed to a flat membrane material)

composed of small nanopores between 0.4 - 10 nm in diameter. Materials like MCM-41 are formed

by using surfactant micelles of a specific size as templates for amorphous silica; subsequent

calcination removes the surfactant and leaves well-defined pores.'" Zeolites, while not all are

synthesized using a templating method, form crystalline structures with very small nanopores

(typically < 1 nm)." These materials have been studied as molecular sieves and as systems for

controlled drug delivery.' 2

The recent discoveries of graphene and carbon nanotubes have sparked interest in using these

materials as nanopores. Graphene is a conductive, atomically-thin (0.3 nm), single sheet of carbon

made by exfoliation technique or chemical vapor deposition. Nanopores can be formed in the

graphene sheet by drilling with a TEM electron beam. Graphene has been explored as a better

alternative to Si 3 N 4 or SiO2 nanopores; these solid-state nanopores are ~30 nm thick (~100 base

pairs) which reduce the ability to distinguish individual DNA base pairs that move through the pores.

Being atomically thin, a graphene pore has the potential to have much higher base pair resolution.'4

Since graphene is also conductive, simultaneous measurement of the transverse electrical current

can also aid in single-molecule detection through the pore.'5
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Finally, carbon nanotube nanopores are unique in that they can form constant diameter (0.6 nm to

100s of nm), straight-line pores, with lengths ranging from a couple hundred nanometers to

centimeters. Besides their interesting nanopore qualities, CNTs have exceptional mechanical and

electrical properties, and they can be grown as single-, double-, or multi-walled tubes. Unlike other

pore materials described, the interior of CNTs are atomically smooth and have been shown

experimentally to have enhanced viscous flow due to slip at the pore walls.16 1 7 Because CNTs are

made of carbon, end-group functionalization is relatively straightforward and can be used to impart

ion rectification and molecular detection. CNTs can be grown on a substrate as individual

nanopores 9 or as large arrays of aligned nanotubes in which the interstitial volume can be filled in

to create a membrane.' 7 These systems have been studied both experimentally and theoretically

for applications in desalination membranes, single molecule detection, and drug delivery.

2.2 Nanopore Transport Overview

2.2.1 Viscous Flow

In continuum fluid mechanics, pressure-driven Poiseuille flow through a pore assumes no-slip at the

pore walls, meaning that the fluid has zero velocity at the pore walls. One argument for the no-slip

condition, which is generally observed experimentally, is that surface roughness and the resulting

viscous dissipation causes the fluid to essentially be at rest. Zhu and Granick experimentally verified

that a surface roughness of 6 nm rms was sufficient for the no-slip condition to hold.20 Thus, as a

pore becomes smaller and surface roughness decreases, significant flow enhancement can occur.

Carbon nanotubes, which have an atomically smooth surface, have experimentally exhibited large

hydrodynamic flow enhancements attributed to the slip at the pore walls.16 This interesting property

has stimulated work on using carbon nanotube nanopores for desalination membranes18,21 and for

studying enhanced permeabilities in geological media.

2.2.2 Ion Conductivity

12



The conductivity of a channel containing ions can typically be calculated using bulk ion

concentrations and conductivities. However, if the channel walls are charged, there is an electrical

double layer that forms at the interface consisting mostly of oppositely-charged ions. The

characteristic thickness of the electrical double layer is the Debye length; for a 0.1M 1:1 electrolyte

in water at room temperature, this thickness is 0.96 nm. Thus, for large channels with low surface-

to-volume ratio, this double-layer may have negligible effect on overall channel conduction.

However, as the channel decreases in size, the surface term for ion conduction begins to

predominate in nanopores.

At even smaller pore diameters, the conductivity of ions is heavily dependent on the structure of

water inside the pore. For example, MD simulations have shown one-dimensional water alignment

inside carbon nanotubes which enhances proton transport through the nanotube compared to

bulk.

2.2.3 The Coulter Effect

The Coulter Effect is a phenomenon discovered by Wallace Coulter in 1949 that occurs when a

particle causes a change in impedance when passing through an opening carrying a stable ion

current.24 Figure 3 illustrates the effect of a charged particle moving through an opening of a similar

size. The ionic current through the opening shows a sudden decrease when the particle passes

through. This effect has been utilized for single-molecule or single-particle detection in pores of

nanometer to millimeter-sized diameters. Nanoparticle sizing and counting has been demonstrated

for single MWNT Coulter counters (132 nm diameter), 2s as well as other larger nanopore systems.

At even smaller diameters (<2 nm), the Coulter effect can even be used to distinguish between

individual molecules. For example, different nucleotides passing through an a-hemolysin pore block

ion current to significantly different extents.4
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Figure 3. Diagram of the Coulter Effect. As a larger, charged particle passes through an orifice, there is a change in
impedance of the pore, manifested through a drop in current. The magnitude of the current drop is proportional to the
volume of the blocking particle.

2.3 Nanopore Phase Behavior Overview

For a bulk material, the thermodynamic state of a fluid has two degrees of freedom (e.g.

temperature and pressure). Furthermore, if it is known that the bulk fluid is at a phase transition,
then there is only a single degree of freedom. For example, bulk water at its freezing point requires

knowledge of only a single intensive parameter, such as temperature, and this specifies all other

intensive thermodynamic variables.

For fluid confined inside a nanopore, more than two degrees of freedom may be required to specify

the state of the system due to the fluid-wall interactions. For example, Mansoori and co-workers

reported an analytic model showing that the thermodynamic state of a fluid confined to a constant-

diameter nanopore was dependent on three degrees of freedom: temperature (T), molar volume (v)

and a parameter accounting for fluid-wall effects (y).26 Experimentally as well, confinement has

shown to dramatically affect the phase transition of fluids inside of nanopores, with the phase

transition likely dependent on pore material, pore shape and pore diameter.

Knowledge of how nanopore confinement affects the thermodynamic state of fluids will have

significant application in the fields of oil and gas recovery from nanoporous geological media,28

delivery and storage of materials inside nanopores, 29 and phase change materials3 0.

14



2.4 Outline of Thesis

This thesis focuses on fundamental studies of transport and phase behavior in individual nanopores

between 1.0 and 25 nm. The following questions regarding the study of nanopores have been

addressed in this thesis:

" What is influence of diameter on proton transport inside single-walled carbon nanotube

nanopores (1-2 nm)?

* Many nanopore systems require significant fabrication efforts. Can nanopores be easily

generated and studied?

" How does the phase behavior of fluids change when confined inside carbon nanotube

nanopores (1-2 nm), and how can filling and phase transitions be measured?

* How can one predict freezing points in larger nanopores >4 nm in diameter?

In Chapter 3, we study the dependence of carbon nanotube diameter on proton transport. Raman

spectroscopy is used to precisely determine carbon nanotube diameters, and devices are

constructed containing a single, isolated carbon nanotube. Subsequent voltage clamp

measurements on single, characterized nanotube devices show stochastic blocking of current

through the nanotube, which is attributed to single ions blocking the otherwise stable proton

current. Twenty individual nanotubes are studied to give the diameter-dependent trend of blockade

currents which reveal a maximum around 1.6 nm. This result demonstrates the need for producing

or synthesizing nanotubes of the same chirality, as even sub-Angstrom changes in diameter have a

disproportionate effect on transport properties.

While these individual nanotube studies are very informative, the device fabrication process is

labor-intensive. Similarly, studying any single nanopore (e.g. electron-beam sculpted solid-state

nanopores) is difficult from a fabrication standpoint and requires cleanroom and TEM facilities.

Chapter 4 discusses the use of patch clamp to study nanopore transport in a novel way. Typically,

patch clamp uses a small glass micropipette to patch onto a cell membrane and study stochastic

gate switching of ion channels. Here, instead, the glass micropipette is simply patched to the surface

of a nano-grooved PDMS layer, resulting in the formation of 2 nanopores with tunable diameter (1-

15



15 nm). Stochastic current fluctuations are attributed to ionic vapor-liquid phase transitions that

have been predicted in literature.

Given that ionic phase transitions were indirectly observed in these hydrophobic PDMS nanopores,

which do not exist in bulk at room temperature, there is the possibility of significant departures of

the phase transition from bulk behavior for fluids confined inside nanopores. While phase transition

measurements have been performed on bulk quantities of nanopores, there have been no

experiments measuring phase transitions inside a single nanopore of a well-defined diameter.

Chapter 5 describes the novel application of Raman spectroscopy to probe interior water filling

states (vapor, liquid and solid) in single- and double-walled carbon nanotubes of varying diameters.

Discrete shifts in the radial breathing modes (vibrational modes of the carbon atoms) are correlated

with filling and phase transitions, and dramatic shifts in freezing points are observed. Furthermore,

the effects of laser heating on the local tube temperature are quantified.

From the Raman phase transition experiments, it is clear that the confinement effect on the

temperature of phase transitions is highly non-linear and non-monotonic, owing to the significant

effect the pore walls have on the structure and energy of the fluid below 2 nm. Bulk

thermodynamics, however, predicts that the freezing point change varies as 1/rpore according to the

Gibbs-Thomson relationship. Typically, this Gibbs-Thomson relationship assumes a constant AHf of

the fluid confined inside the pore despite being significantly diameter-dependent for small

nanopores (4-25 nm diameter). Chapter 6 explores this intermediate nanopore diameter regime and

provides an empirical model for predicting freezing points of pure substances confined to

intermediate-sized nanopores.
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3. Ion Transport Through Single Carbon Nanotube Nanopores of

Specific Diameters

3.1 Introduction

The study of nanopore transport is of tremendous interest. Specifically, we are interested in the

model pores formed by single-walled carbon nanotubes, which one can think of as a single, 2D sheet

of carbon atoms (graphene) rolled up into a cylinder, forming an atomically-smooth nanopore that is

typically 0.7-2 nm in diameter. In the literature, these nanotube nanopores have been studied for

their unique transport properties, including high rates of pressure-driven flow due to increased slip

length at the smooth pore walls,16
1
7 ' 31 selectivity due to end-group functionalization, 8 ' 32 and

enhanced proton transport through the tube due to more favorable proton-hopping mechanism.'''

23,33-34 Potential applications lie in the fields of desalination membranes, chemical separations, and

molecular recognition sensors.

Our own group has previously discovered the phenomenon of stochastic pore-blocking, where

cations block an otherwise stable proton current inside carbon nanotubes. 19, 34 In these previous

studies, arrays of horizontally-aligned nanotubes (around 10-40) were grown on silicon, and

reservoirs were placed over the nanotubes. Subsequent plasma etching removed the ends of the

nanotubes up to the barrier, leaving a small number of opened carbon nanotubes spanning the

barrier. Upon filling the reservoirs with an electrolyte solution, voltage clamp measurements were

performed whereupon a constant voltage is applied across the reservoirs while monitoring the

instantaneous current required to maintain that voltage. An example current trace indicating the

relevant properties is depicted in Figure 4.
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open-channel lifetime (topen-channel)

pore blocking
Curent current (Albockng)

Tm dwell time (Td..el)
Time (s)

Figure 4. Example voltage clamp trace showing stochastic changes in current through the nanotube as a function of
time. The pore-blocking current is the magnitude of the current change, the dwell time is the time residing in the
blocked state (lower current), and the open-channel lifetime is the time between blocked states.

These initial studies, however, were unable to measure the exact diameter of nanopore that was

accounting for these stochastic changes in current due to the fact that many nanotubes of different

diameters were present in the device. However, the literature has predicted a wide range of

behavior inside of tubes depending on their diameters,35 so it is of fundamental importance to

understand the effect diameter plays in transport through these pores.

3.2 Experimental

In order to probe transport through a single, isolated SWNT, we developed a new fabrication

procedure as described in Figure 5. Raman spectroscopy is a technique that detects the inelastic

scattering of monochromatic incident light, with the Raman spectrum plotting the intensity of the

inelastically-scattered light versus the change in frequency from the incident light. Peaks in this

spectrum correspond to Raman-active vibrational modes of the molecule. Normally, Raman signals

are very weak, but because of singularities in the density of states for carbon nanotubes, one can

actually observe an intense Raman signal from a single carbon nanotube if the incident light energy

coincides with the electronic transition between these singularities, known as resonance Raman

spectroscopy. 36 Peak positions and shapes can be used to determine nanotube diameter and

metallicity, as depicted in Figure 6.

In order to locate individual single-walled carbon nanotubes (SWNT), optically-observable markers

were placed on the substrate and imaged in a scanning electron microscope (SEM), which can be

18



used to image carbon nanotubes. SEM measurements were performed on a JEOL 6060 SEM at 1.2

kV accelerating voltage and 100x magnification. The relative distance between the marker and

SWNT were used to locate the SWNT in the Raman's optical microscope. A 633nm laser excitation

source was predominantly used to identify the SWNT, although a 532nm laser excitation source was

used in some cases. The choice of laser wavelength does not affect the peak positions of the RBMs.

Catalyst .

Marker deposition
Marker 'C Bonding

UV glue)

scan by Ronan for maometer
charecterlzatlon

Removal of SWNTs
except one

I
Open nanotubes

H Ag/AgCIlu
Ionic solution

Figure 5. Experimental method for manufacturing single-SWNT devices with known diameter. First, horizontally-aligned

SWNT are grown on a silicon wafer using a chemical vapor deposition growth methods. Fiducial markers are then placed

on the chip to aid in alignment between scanning-electron micrographs (SWNT can be seen) and optical micrographs

(SWNT cannot be seen). Raman spectroscopy is then employed to determine the diameter of a SWNT of interest, and

the remaining SWNT are etched away. Epoxy reservoirs are then placed onto the SWNT through UV glue bonding, and

oxygen plasma is used to remove exposed SWNT regions and open up the ends of the SWNT. Electrolyte solutions are

then placed in the reservoirs, followed by voltage clamp measurements.
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Figure 6. Raman spectroscopy overview of carbon nantoubes. (A) In Raman spectroscopy, a monochromatic excitation

source is inelastically scattered, typically to a lower frequency. The frequency change of light corresponds to a phonon

or vibrational mode in the nanotube. One of the vibrational modes shown here is the radial breathing mode (RBM),

which corresponds to vibrations of the carbon atoms in a radial direction. (B) Sample spectrum showing an RBM peak,

whose wavenumber position is inversely proportional to the nanotube diameter. (C) Sample spectra showing the G-

peak of the nanotube, the shape of which provides information on the metallicity of the tube (semiconducting or

metallic).

Voltage clamp measurements were performed using the Axopatch 200B amplifier and Digidata

1440A digitizer from Molecular Devices, LLC. Silver/silver chloride (Ag/AgCI) electrodes were

prepared by chloriding silver wire in bleach for 5-10 minutes. Ag/AgCI electrodes are used because

the redox reactions do not form any gaseous species, utilize chloride ions already present in the

solution, and they are fairly stable:

(1) Ago (s)+Cl- (aq) <> AgCl(s)+e-

These electrodes were immersed in the device reservoirs and connected to the amplifier, which

applies a fixed, specified voltage between the electrodes and measures the instantaneous current

required to maintain that voltage. The current is amplified and sent to the digitizer, which converts

the voltage and current into a digital signal for storage on the computer.
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As the currents being measured are very small (picoamp range), it is imperative to carefully shield all

electronic components using a Faraday cage and float all the components on an air table to reduce

vibrational noise. High frequency noise was filtered by applying a 5 kHz low-pass analog filter, and

the sampling rate was set at 20 kHz.

3.3 Results and Discussion

3.3.1 Experimental Evidence for Stochastic Ion Transport

As evidence for the mechanism of stochastic blocking of proton current by larger cations, the dwell

time and pore-blocking current were measured after varying the voltage across the nanotube. For

the stochastic ion transport mechanism, the dwell time is the length of time that a single ion resides

inside the nanotube. The dwell time can be estimated as:

E______ 1(2) idel'on =
d ,n ion (V- Vhreshold) (V - hreshold

where L is the length of the tube [mL, Pion is the mobility of the ion [m 2/V-s], V is the applied voltage

[V], and Vthreshold is a threshold voltage [V] below which no ions enter the tube. The dwell time is thus

proportional to 1/(V-Vthreshold), which fits the data trend in Figure 7A.

Likewise, the magnitude of pore-blocking current can be estimated to be

(3) AlH+ - qdpH n *Ablocked -(V kVhreshold) 0 Vblocking-L

where q is the charge of a proton [C], p H . is the proton mobility inside unblocked nanotube [m2/V-

s], nH+ is the number density of protons inside the nanotube [#/m 3], and Ablocked is the area occluded

by the blocking ion inside the nanotube [M2 ]. This relationship shows that the pore-blocking current

is linearly related to the applied voltage.
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Figure 7. Evidence for stochastic ion transport. (A) The dwell time of fluctuations as a function of applied voltage
showing a 1/(V-Vthresold) dependence, as predicted by electrophoretic transport of ions through the nanotube. (B) The
magnitude of pore-blocking current as a function of applied voltage showing a linear dependence, as predicted by
electrophoretic transport of protons through the nanotube.

Table 1 provides a summary of experimental evidence pointing toward the mechanism of stochastic

ion transport.19,
3 7

Table 1. Summary of experimental evidence for stochastic pore blocking of protons by cations

Proposed Characteristics of Experimental Evidence
Stochastic Pore Blocking in
SWNT

Protons are the main charge 1. Conductivity decreases with addition of salt
carriers

2. Increasing pH decreases the pore blocking
current

3. Using D20 decreases the pore blocking current

4. Pore-blocking current increases linearly with
applied voltage

Cations are blockers 1. Conductivity decreases with addition of salt

2. Large cation salts (tetramethylammonium
chloride) do not result in pore blocking events

3. Experiments with just water or HCI do not yield
pore blocking events

4. The dwell times are inversely proportional to
applied voltage

3.3.2 Raman Analysis
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We fabricated roughly 100 devices containing primarily single SWNT, although a few devices had

two or three characterized SWNT. From the Raman spectrum, the radial breathing mode (RBM)

peak position was measured, and the nanotube diameter was calculated using the following relation:

dt = 2 4 8 /ORBM, which is valid for isolated SWNT sitting on a silicon oxide substrate18 . The Raman

RBM spectra'for all 20 different nanotube diameters are shown in Figure 8. It should be made aware

that one device actually contained a double-walled carbon nanotube (DWNT), as indicated by the

presence of two RBM peaks; in this case, the smaller, inner tube's diameter was used.

The G band of the carbon nanotube corresponds to tangential vibrations of the carbon atoms in the

carbon nanotube, and it is observed at higher wavenumber shifts (~1550-1600 cm') in the Raman

spectrum. The G band contains two peaks, the G~ and G' peaks, where the G' peak stays mostly

constant around 1591 cm 1 and the G~ peak is at lower wavenumber shifts and changes more

dramatically. The shape of the G~ peak gives evidence of the metallicity of the tube. Metallic tubes

have broader G peaks that are softened compared to those of semiconducting tubes. Metallic G~

peaks can also be fitted to a Breit-Wigner-Fano (BWF) lineshape, compared with a Lorentzian

lineshape for those of semiconducting tubes.3 9 The deconvoluted Raman G band spectra for all 20

different nanotube diameters are shown in Figure 9, with the G- peak fitted to a BWF or Lorentzian

(depending on whether the nanotube was determined to be metallic or semiconducting), and the G'

peak fitted to a Lorentzian. In several cases, an additional peak was observed, which was thought to

be due to amorphous carbon around the SWNT from the growth process.

The criteria used to determine the metallicity of the tube was by first looking for distinctly broad or

sharp G- peaks, which would indicate that the nanotube was metallic or semiconducting,

respectively. For tubes whose assignment was still ambiguous, the position of the G~ peak was used

to determine the metallicity, as metallic tubes have softened G~ phonon modes relative to

semiconducting tubes. The empirical fits from Jorio et al. were used to assign metallicity to the

ambiguous tubes, as shown in Figure 10.40 The diameters and metallicity of all the nanotubes are

summarized in Table 2.

23



x 10" 264.0 cm-1, 0.94 nm
-8
'6

2
150 200 250

Wavenumber (cm'1)
x 104 176.7 cm-1. 1.40 nm

-5

4

150 200 250
Wavenumber (cm' 1)

x10 165.3 cm-1, 1.50 nm
8

'6

4I
- 2 '

150 200 250
Wavenumber (cm'-1)
152.0 cm-1, 1.63 nm

10000

8000

6000

4000
150 200 250

Wavenumber (cm'1 )
140.4 cm-1, 1.77 nm

10000

5000

0'
150 200 250

Wavenumber (cm-1 )

x 104 194.9 cm' 1, 1.27 nm
4

3

2
150 200 250

Wavenumber (cm'1 )

x le 172.4 cm-1, 1.44 nm
-6

P4

150 200 250
Wavenumber (cm'1 )

x 104 161.0 cm' 1, 1.54 nm
4

'3

2

150 200 250
Wavenumber (cm-1 )

x 104148.9 cm-1, 1.67 nm
-2.5

1

150 200 250
Wavenumber (cm'1)

x 104 134.3 cm' 1, 1.B5 nm
S4

53A

150 200 250
Wavenumber (cm'1)

180.4 cm-1 , 1.37 nm
,8000

P6000

4000
150 200 250
Wavenumber (cm'1 )

X 1)4167.2 cm-1, 1.48 nm
3

652

~0-
150 200 250
Wavenumber (cm-1 )
158.1 cm'1 , 1.57 nm

15000-

'10000
5000

- 0'
150 200 250

Wavenumber (cm'1 )
x 104 146.3 cm-1 , 1.70 nm

5

150 200 250
Wavenumber (cm-1 )
129.1 cm- 1, 1.92 nm

S10000'

P5000

- 01
150 200 250

Wavenumber (cm-1 )

x 104 178.5 cm' 1 , 1.39 nm
-3

2

C
150 200 250

Wavenumber (cm'1 )
166.3 cm'1 , 1.49 nm

15000

~ 000

150 200 250
Wavenumber (cm')
157.5 cm-1, 1.57 nm

6"0

r 400

C300
150 200 250

Wavenumber (cm'1 )
15x 142.9 cm-1, 1.74 nm

1.5

-0.5
150 200 250

Wavenumber (cm'1 )
x j 123.4 cm-1, 2.01 nm

3

'52.5

150 200 250
Wavenumber (cm-1 )

Figure 8. Plots of Raman spectra showing the radial breathing mode (RBM) feature for all carbon nanotubes from
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Table 2. Calculated diameters and corresponding metailicity assignment

1.27M

1.39 S

1.44 M

1.49 S

1.54 S

1.575 M

1.67 M

1.74 S

1.85* S

2.01 M

*Diameter and metallicity are for the inner tube of this DWNT

3.3.3 Voltage Clamp Analysis

Subsequently, we characterized the devices using voltage clamp measurements and measured the

dwell time, pore-blocking current, and open-channel lifetime. Data was analyzed using the pClamp

software (v. 10.3). First, a section of data exhibiting pore-blocking events at constant voltage was

found, and the current was baseline subtracted manually. Typically, there will be a non-zero
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baseline current from leakage current through the epoxy barrier, as well as baseline current

traveling through the nanotube. In cases where the noise level of the current trace was

commensurate with the pore-blocking magnitude, the current trace was de-noised using boxcar

averaging using 20 points. The events were analyzed using the single-channel analysis feature in the

software, where the open- and closed-states are defined by the user. The states are found

automatically by the program using the half-amplitude threshold method; essentially, a state is

assigned if the current value crosses a certain threshold defined by the magnitude of the current

difference between states. The resulting data was analyzed in Matlab to compute the dwell times

and pore-blocking currents.

Interestingly, a peak in the pore-blocking currents around 1.57 - 1.63 nm was observed, with lower

pore-blocking currents at both lower and higher diameters. To explain this phenomenon, our group

put forth a model where the applied electric field drives proton flux through the tube, and the

dissipated energy is transferred to the surrounding fluid inside the tube causing convective flow.41

By parameterizing simulation data in the literature for the slip-length, proton mobility and water

viscosity as a function of nanotube diameter, the expected pore-blocking current and dwell times

could be calculated and compared with the experimental results as shown in Figure 11.
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Figure 11. Diameter-dependent voltage clamp measurement results. (A) Scatter plots of pore-blocking current and

associated dwell times for each nanotube diameter probed, along with the associated tube metallicity. Single-SWNT

devices are plotted in blue, and this distribution was used to assign the diameters to the data from multi-SWNT devices.

(B) and (C) Plots of pore-blocking currents and dwell times versus diameter, with associated fits from the proposed

model.

3.4 Conclusions

In conclusion, we carried out fundamental experiments measuring the pore-blocking characteristics

of individual single-walled carbon nanotubes. Each nanotube was carefully characterized using

Raman spectroscopy, which allows the precise determination of diameter and metallicity. The
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magnitude of proton current passing through the nanotube was measured using a voltage clamp

apparatus. As the proton current becomes blocked by larger cations, stochastic and discrete

fluctuations in current are recorded. The pore-blocking currents appear to match a trend found in

MD simulations showing a non-monotonic trend in slip lengths as a diameter increases.
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4. Stochastic Pore Blocking and Gating in PDMS-Nanopores from

Vapor-Liquid Phase Transitions

4.1 Introduction

There is significant interest in the use of isolated, synthetic nanopores for separation and analytical

applications.s, 2s, 42-43* is of particular interest to study the voltage-driven transport properties of

these nanopores through a voltage-clamp apparatus, as this allows high-fidelity electronic readout

corresponding to the current moving through the pore. These measurements have demonstrated

several interesting transport properties and regimes found inside nanopores, including stochastic

ion pore-blocking,19,34 , 44 nanoprecipitation, and electric field-induced wetting/dewetting.45 Nearly

all of these isolated, synthetic nanopores consist of the following materials systems: carbon

nanotubes,44 SiN or SiO 2 nanopores, 46 and track-etched polymer membranes. 47

Patch clamp is a widely used technique in electrophysiology to monitor ionic currents and the

kinetics of channel opening through biological ion channels in cell membranes. In this technique, a

micropipette is patched onto a very small section of the cell membrane under voltage clamp

conditions.48 However, its application to synthetic nanopores has been investigated only in a few

cases.49-50 The stochastic nature of biological ion channel gating has been studied extensively in the

literature and is usually attributed to a conformational change in the protein ion channel; various

ion channels can be activated by transmembrane potentials, ligands binding to receptors on ion

channels, and other stimuli. Recent developments involving patch clamp have included very precise

electrochemical imaging" and high throughput planar patch clamp methods.s2

Because the gating described previously for biological ion channels is only thought to exist due to

conformational changes, only a few studies have performed patch clamp on synthetic membranes,

since no stochastic behavior would be expected for passive pores. These studies have shown

anomalous fluctuations when patching onto tracked-etched membranes or flat PDMS surfaces, but

the cause of these fluctuations in the absence of well-defined blocker molecules has not been

satisfactorily addressed.4950's 3 s4 Proposed mechanisms for these fluctuations have included changes
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in surface charge at the pore wall, 3 thermal fluctuations that pinch off thin strands of water

between the glass tip and PDMS,49 and internal adsorption of ions which can result in chaotic

50
behavior of ion concentration over time.

In this work, we apply the patch clamp technique to study and understand ion transport through

nanopores specifically patterned or otherwise in PDMS allowing for their characterization.

Anomalous events can occur in new situations that are entirely unexpected, so very thorough

control experiments are necessary before making conclusions in any new platform. The observed

fluctuations studied in this work are shown to be distinct from our recent observations9,3 4 in single-

walled carbon nanotube pores. In our recent carbon nanotube work, the duration of the

fluctuations in the off state (the dwell time) is inversely related to the applied potential and varies

with the type of cation in the system, indicating a well-defined, charged blocking event. In contrast,

this work studies a mechanism that appears to be invariant with the applied electric field.

4.2 Experimental Methods

We set up a patch clamp system using a Multiclamp 700B amplifier and Digidata 1440A digitizer

from Molecular Devices. Glass pipettes were freshly pulled before experiments using a Sutter

pipette puller (Sutter P-1000) using 1.5mm CD and 1.1mm ID fire-polished borosilicate glass

capillary tubing such that the inner tip diameter was 1.2im and a wall width of 170nm, as verified

by scanning electron microscopy (SEM). The tip and bath were filled with electrolyte solutions, and

subsequent solutions were perfused through shielded polyethylene tubing using a syringe pump for

infusion and an aspirator for withdrawal. The electrolyte solutions of a wide concentration range

were prepared through serial dilution using Mill-Q deionized water. The entire setup was housed in

a grounded Faraday cage.

The PDMS surfaces were prepared using Sylgard 184 from Dow Corning. The base and curing agent

were mixed in a ratio of 10:1 by mass, followed by 30 minutes of degassing under vacuum. The

PDMS was then drop-cast onto a silicon chip and heat cured on a hot plate at 180'C for 15 minutes.

Grooved PDMS surfaces were made using unwritten CD-R and DVD-R discs as templates using a
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procedure described in detail elsewhere. 55 AFM images showed CD-R templated PDMS had a groove

depth of 73.1 6.3 nm, with a groove spacing of 1.48 0.03 ptm; DVD-R templated PDMS had a groove depth

of 75.8 2.7 nm, with a grooved spacing of 0.73 0.02 prm.

positive electrode (to
voltage clamp)

tEl

withdrawing lines

infusion lines

Figure 12. Schematic of patch clamp experiment on PDMS surface. The glass micropipette is pressed into the PDMS to

form a seal between the solution in the tip and the bath. Infusion and withdrawing lines in the pipette tip and bath

allow solution exchange on the same patched spot without affecting the seal.

4.3 Results and Discussion

Patch clamp experiments on both grooved and flat PDMS surfaces yielded stochastic current

fluctuations, as shown in Figure 13. Current fluctuations were observed with solutions of LiCI, NaCl,

KCI, CsCI, and CaCl 2 of concentrations ranging from 1x10-3 M to 3M. Persistent experimental artifacts

were ruled out as the cause, because these stochastic current fluctuations were observed in <30% of

the flat PDMS samples, and <50% of the grooved PDMS samples. PDMS samples were rinsed

thoroughly with DI water and dried with nitrogen gas before patching onto them. AFM images

generally showed a clean, flat surface so contamination is not thought to be an issue. Furthermore,
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the fluctuations disappear as the seal is tightened significantly past the point of a reasonable seal,

indicating that electrical or grounding artifacts are not the cause. There are also no fluctuations

observed when the pipette is just immersed in the bath solution, indicating that the patch itself is

contributing to these fluctuations.

-62 pA 0.1M LICI, 500mV

A=20 pA J
-42 pA

-330 pA 2000 ms IM KCI, 10OOmV

A=200 pAt

-130 pA

500 ms
O.1M NaCl, 400mV

140 pA

A=15PAt

125 pA

200 ms

Figure 13. Representative current traces showing discrete stochastic current fluctuations when patch clamping onto flat
PDMS surfaces. Negative currents imply a negative polarity being applied (the electrode inside the micropipette Is at a
negative bias with respect to the bath solution).

After patching onto the surface of flat PDMS samples and observing these fluctuations, many of

them indicated the presence of a single pore (two Coulter states). To confirm that the conduction

path in these cases exists within the PDMS itself, grooved PDMS surfaces were made by templating

PDMS using unwritten CD-R and DVD-R disks, which have tracks spaced 1.6 prn and 740 nm,

respectively. Figure 14 shows an AFM image of a grooved PDMS surface made using a CD-R

template, and outlines showing possible random placements of the tip onto the PDMS surface.

Patching onto a grooved PDMS surface forms 0, 1 or 2 nanopores on the surface as shown. Overall,
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16 out of 33 (48%) of grooved PDMS samples produced stochastic current fluctuations. In cases

where no stochastic current fluctuations were observed, it is difficult to know whether a pore was

formed or not since it is possible that the nanopore remains in a high conducting state or a low

conducting state; this experiment can only distinguish the nanopore current from leakage current

when there are fluctuations between the two conductivity states.

For example, two pores that switch conductivity states independently result in 3 or 4 current states.

Three current states are observed when two independent pores are formed that have the same

conductivity change when switching from an open to a closed state. Thus, the current state

associated with a single pore being open is degenerate. Four current states are observed when two

independent pores are formed which each have different conductivity changes when switching

between open and closed states. Thus, there are two non-degenerate current states when a single

pore is open and the other closed.
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Figure 14. Patch clamp on grooved PDMS surfaces. (A) An AFM image of PDMS grooves formed using a CD-R disk as a
master. The red circle depicts the outline of a 1.2 um diameter pipette tip, and random placements on the surface will
yield preferentially 0-2 expected channels between the glass tip and PDMS surface. (B) A schematic of patching onto a
grooved PDMS surface preferentially forming 2 nanopores. (C) Current traces from patching onto grooved surfaces using
0.1M NaCl demonstrate that 3 or 4 Coulter states appear indicating the presence of two channels. (D) The all-points
histograms verify the presence of multiple states.

To further confirm that the pore was due to nanochannels made by the interface of PDMS and glass,

the baseline and magnitude of stochastic current fluctuations were monitored as a function of tip

penetration depth into the PDMS surface, as depicted in Figure 15. It should be noted that the

distance of penetration was recorded from the stage micromanipulator, which is not an accurate

measure of actual penetration depth since the pipette tip can be pushed back into its pipette holder.

However, it is clear that the pore that is causing fluctuations can be compressed and made smaller,

resulting in lower blockade currents. The baseline current is seen to go toward an asymptote around

25 pA, which may represent the inherent porosity of the PDMS substrate. This experiment confirms

that the pore is due mainly to channels at the PDMS-glass interface rather than through defects in

the glass, for example. Defects right at the pipette tip could possibly contribute to forming part of

the channel at the PDMS-glass interface, although SEM images of the tip show a surface smoother

than that of the grooved PDMS samples (see Figure Si), making this possibility unlikely. While PDMS

is known to be an inherently porous material for gases and liquids, 56-57 which would contribute

slightly to the leakage current, the diffusive transport of electrolyte through the free volume of the

polymer is not expected to give rise to clear, discrete current states. On the other hand, pores

formed at the grooved PDMS-glass interface have a much likelier possibility of forming discrete,

straight-line pores that could be individually blocked.

Unlike previous work in our group studying stochastic pore-blocking from ions in single-walled

carbon nanotubes (SWNT), where the majority charge carriers were found to be protons,19, 34

concentration experiments confirmed that the majority carriers in these PDMS nanochannels were

the electrolyte cations and anions (see Figure 15c-d).
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Figure 15. The effect of tip compression into the PDMS surface is to decrease the overall baseline current (A) and

blockade current (B) indicating the pore is due to the PDMS, which is deformable under pressure. If too much pressure

is applied, the pipette tip begins to crack, resulting in a higher baseline current. The identity of the majority charge

carriers can be seen by observing the baseline conductance (C) and blockade current (D) as a function of electrolyte

concentration. It is clear that the baseline and blocked current is carried by the electrolyte. The blue line is a fit to the

data using Eq. (4).

The relationship between pore diameter and conductivity can be obtained using full molecular

dynamics (MD) simulations which can be very computationally intensive. 8 Another method employs

a multiscale approach--using MD simulations to generate ion mobilities inside the nanopore and

continuum models (Navier-Stokes and Poisson-Nernst-Planck equations) to simulate the

electrohydrodynamics.'9 These sophisticated models are most necessary when the pore diameter is

<1 nm and the Debye length is comparable with the pore radius. 58-59 In this case, where the pore

geometry is less well-defined and diameter unknown beforehand, simpler analyses are carried out

to give a rough estimate of effective pore diameters.
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A simple model relating pore conductance with the effective pore diameter, assuming a cylindrical

pore geometry and a charged layer of zero thickness adjacent to the oppositely-charged surface

(similar to the Helmholtz double layer approximation of zero thickness), is provided by Eq. (4),60

which shows that the pore conductance is

2

(4) G = 7r d"e (p, + p- ) ntoiytee + PK d
4 L,,,, od

where G is the pore conductance (A/V), dpore is the diameter of the pore (m), Lpore is the length of the

pore (m), p. and p. are the ion mobilities of the cation and anion, respectively (m2 /V-s), nelectrolyte is

the number density of the electrolyte species (#/m3 ), e is the elementary charge (1.602x10"'9 C), and

a is the negative surface charge density of the nanopore (C/M 2 ). Our calculations show a relatively

weak surface charge of roughly -0.015 C/m 2 (or 11 nm 2 /-) for native PDMS. The length of the pore

can be assumed to be the thickness of the micropipette tip (170 nm).

A second relationship that better accounts for the diffuse double layer of finite thickness inside the

nanopore is

, (dpore - 2K, )2 4o-d(5) G=-4  Lpore (p+p) n,,,,,,,,,e+ pK pore 2
4 poe(doe- 2 KD )2

which assumes that within the Debye length (KD(nm)=0.304/JI(i)) from the negatively-

charged pore walls there is a concentration of cations that cancels out the surface charge (assuming

anion concentration is negligible in this region); outside of this diffuse double layer is the bulk ion

concentration.

Thirdly, if the mechanism of blocking is due to a phase transition, as will be postulated later, the

fractional change of mean ion density inside the nanopore relative to the bulk ion density, denoted

Ak, is only about 0.15.61 As the mean ion density accounts for variation due to the charged surfaces,

the surface charge term is not needed, and Eq. can be used to represent the change in conductance

between the high- and low-conducting states. This calculation results in a larger calculated diameter

since a larger nanopore is required to produce the same conductivity change if the density change is

a fraction of that of the bulk.
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(6) AG = p ((p+ + 14)(Ak)ne,,tw,,ee)
Lpore

The diameters for 10 samples were calculated using these three methods. The first two methods

assume that the pore is completely empty in the low-conducting state and so G is replaced by AG,

the total change in conductance between the two states as determined by the blockade current.

Figure 16 shows the diameter distributions using these different calculation methods. In the first

case, the diameters range from 0.6 - 3.2 nm (1.9 0.7 nm); the second case yields diameters from

0.8-4.6nm (2.8 1.lnm); the third case yields diameters from 3.6 - 11.2 nm (7.4 2.1 nm). In all cases,

the pore diameter is on the order of several nanometers. However, it is not possible to characterize

the pores directly because their existence depends on the contact of the patch clamp tip with the

PDMS surface.
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Figure 16. Calculated diameter distributions under the same experimental conditions (O.1M NaCl, 1000 mV, grooved

PDMS sample, 170 nm thick tips). The diameters are calculated (A) using Eq. (4), (B) using Eq. (5), and (C) using Eq. (6).

To further confirm the presence of nanometer-sized, hydrophobic pores, experiments were

performed using anionic and nonionic surfactants. The results, shown in Figure 17a, demonstrate

that increasing concentrations of sodium dodecyl sulfate (SDS), an anionic surfactant, leads to an

increase in baseline conductance. The same concentration experiment with Triton X-100, a nonionic
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surfactant with only polar head groups, shows the opposite trend of decreasing conductance. In

both cases, the baseline conductance flattens out past the critical micelle concentration (cmc). The

cmc represents the point at which adding more surfactant results in mostly forming micelles.

Assuming there is equilibrium between free monomer surfactant in bulk solution and adsorption

inside the nanopore, one would expect any effect of surfactant concentration on nanopore

transport would diminish past the cmc, which is indeed observed.

Assuming the pore is hydrophobic, the aliphatic part of the surfactant molecule will to adsorb to the

hydrophobic pore surface. For a nonionic surfactant, surface adsorption will only decrease the cross-

sectional area of the pore in theory and result in lower pore conductance. However, a significant

decrease in pore conductance only occurs if the pore diameter is small, commensurate in scale with

the thickness of the adsorbed layer. Assuming that the entire baseline current moves through

approximately a single pore and Triton X-100 (-2 nm in length) coats uniformly around a cylindrical

pore, the original pore diameter is calculated to be about 6.7 nm. However, if the pore is slit-shaped,

the calculated pore height is around 4.8 nm. These estimates agree closely with those made directly

from the pore conductance equations in the previous section.

G 0.09nS d2 d 2 d 2
(7) = = 6 -+_ d__=6.7n____

Gs,,f 0.015nS d 2  
- (d - Ad) 2  (d -2(2nm)) 2

(8) G 0.09nS h h h h=4.8nmG8 = .ln =6=-h4.n
Gs.rf 0.015nS hu, (h-Ah) (h-2(2nm))

For an anionic surfactant, like SDS, the pore surface will become more charged, which will

significantly enhance transport only if the pore is small (the surface transport term in Eq. (4) is

inversely proportional to diameter). There are two competing effects upon addition of SDS

surfactant: the pore diameter will decrease which reduces bulk transport, but the surface charge will

increase which enhances surface transport. For a 6.7 nm diameter pore, we calculate that the

observed overall increase in conductance upon addition of SDS can be achieved with a physically

reasonable surface charge density (0.28 C/m 2 or 0.57 nm 2 /-) which is provided by the surfactant

molecules.
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Figure 17. Effect of surfactant on pore properties. (A) The conductance increases upon addition of anionic SDS

surfactant, and the change in conductance decreases as the concentration increases past the critical micelle

concentration (cmc). (C) As shown in the schematic, an increase in pore conductance can be attributed to the increase in

surface charge transport due to the presence of charged groups inside the pores which causes a buildup of charge near

the surface. < (x) is the electric potential near the surface. (B) The conductance decreases upon addition of nonionic

Triton X-100 surfactant, and this change flattens out past the cmc. (D) The schematic shows that adsorption of nonionic

surfactant does not increase surface charge transport, but only serves to occlude the pore area. (E) When the surfactant

concentration is below the cmc, increasing the surfactant concentration increases the amount of free monomer in

solution, which will increase the surfactant adsorption into the PDMS nanopores. (D) Past the cmc, increasing surfactant
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in solution serves mainly to increase micelle concentration. Thus, the PDMS nanopore becomes saturated with
surfactant molecules past the cmc.

There have been several studies performing voltage clamp on non-biological nanopores that

observe stochastic current fluctuations or resistive pulses. There have been several mechanisms

proposed to explain these discrete fluctuations, all of which may be accurate for the specific system

in study: blockage by a charged ion or molecule,19, 34, 44, 60 nanoprecipitation,6 2 and complete

wetting/dewetting of the nanopore (e.g. the presence of a nanobubble).45' 59

To ensure that the observed stochastic current fluctuations are not due to nanoprecipitation effects

inside the PDMS nanopore, precipitation was forced to occur by adding CaC1 2 on one side and

KH 2PO4 on the other side. A similar experiment by Powell, et al. 45 demonstrated stochastic current

fluctuations in track-etched PET membranes due to transient precipitates blocking the pore,

followed by re-dissolution caused by the applied voltage. In our experiment, an electrical bias was

applied such that calcium and phosphate ions would be driven toward the nanopore and precipitate

to form CaHPO 4. As Figure 18 shows, prior to addition of KH 2 PO 4 to the bath side, there were no

fluctuations observed. However, once KH 2 PO4 was added, there were immediate stochastic current

fluctuations that were more asymmetric and triangular-shaped compared to typical current traces

observed when just simple electrolytes (e.g. KCI or NaCI) are used, as shown in Figure 13. This
62asymmetry is in agreement with previous observations of nanoprecipitation. Hence, the

mechanism responsible for the current fluctuations that is the focus of this work is distinct from

nanoprecipitation.
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Figure 18. Experimental results demonstrating nanoprecipitation-induced current fluctuations inside the nanopore
formed by the tip and PDMS surface. With CaC 2 in the tip and only KCI in the bath, no stochastic fluctuations were
observed. However, once KH2 PO4 was added, this would precipitate to CaHPO 4when the phosphate anion combines
with the calcium cation on the other side. The current fluctuations are asymmetric and sloped. The nanoprecipitation-
induced fluctuations in PDMS nanopores shown here are quite different than the fluctuations observed using normal
electrolytes (e.g. NaCl and KCI), thus ruling out nanoprecipitation as the cause for stochastic current fluctuations.

Stochastic pore-blocking of the nanopore by the ions themselves was ruled out since the blockade

current increases with electrolyte concentration, showing that the ions are the majority charge

carriers. Also, pore-blocking was not observed in the presence of larger charged molecules, such as

DNA, ruling out blocking by a molecule passing through the pore. To further distinguish between

blockage by any charged species (the Coulter effect) and a phase transition, the blockade currents

and dwell times were tabulated as a function of applied voltage in Figure 19. Pore-blocking data was

collected and analyzed from devices made using our previous platform for studying transport

through single-walled carbon nanotubes-the blocking phenomenon in these cases was confirmed

to be caused by ions blocking an otherwise stable proton current.' 9 This blocking mechanism

involves a charged blocker moving through the pore, interrupting a baseline current carried by

charged particles resulting in a dwell time that decreases as a function of the applied voltage and a

pore-blocking current that scales linearly with the applied voltage. As with SWNT nanopores, the

PDMS nanopores also demonstrated pore-blocking currents that increase linearly with applied

voltage. However, the PDMS nanopores showed a widely variable dwell time distribution that was
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not affected by the applied voltage. We conclude that the current blocker is uncharged and

therefore not affected by the electric field in the pore.

These results suggest an uncharged "blocker" with a baseline current carried by ions. We explored

the theory that there is a phase transition occurring inside the nanopore which causes an ionic

concentration change inside the nanopore, such that the pore is rendered non-conducting due to

water vapor blocking the pore. This mechanism has been studied theoretically for short

hydrophobic/weakly charged nanopores6t ' 63-64 and observed experimentally in track-etched PET

nanopores with the interior functionalized with hydrophobic groups. 45 This work provides further

evidence that this phenomenon is occurring by demonstrating that dwell times are invariant with

applied voltage.
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Figure 19. Comparison of the discrete, stochastic current fluctuations of PDMS nanopores and SWNT nanopores. (A)

Dwell times as a function of voltage for PDMS nanopores (black, left axis) and for SWNT nanopores (red, right axis).

While the dwell times are inversely related to the applied voltage for the SWNT nanopore, they are relatively invariant

with respect to voltage for the PDMS nanopore. The large error bars in the PDMS case are due to groups of fluctuations

located fewer and farther between at higher voltages. (B) Pore-blocking currents (PBC) as a function of voltage for

PDMS nanopores (black, left axis) and for SWNT nanopores (red, right axis). In both cases, there is a roughly linear

scaling of PBC with applied voltage. The PDMS nanopore data was taken using 0.1M NaCl, and the SWNT nanopore data
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was taken using 1M CaC1 2.The inverse relationship of dwell times with applied voltage corresponds to a charged blocker
moving through the pore (C), while having dwell times invariant with applied voltage is indicative of an uncharged
blocker, which could be present as a vapor phase inside of the pore (D). The linear relationship between the PBC and
applied voltage in both cases indicates that the blocked current is carried by charged species. These charged species are
believed to be protons In the SWNT nanopore case 9 and electrolyte ions in the PDMS case.

To further confirm the existence of a phase transition as the cause of stochastic current fluctuations,

we sought out a theory from the literature that offered predictive estimates of the pore-blocking

currents and dwell times. Palmeri et al.6' have developed a model using variational field theory that

predicts phase transitions to occur for electrolyte solutions confined to neutral and weakly charged

cylindrical nanopores. Their model considers the diameter of the pore, the dielectric constants of

the solution and pore walls, surface charge on the pore walls, the effective Donnan potential inside

the pore, and bulk ionic concentration. The major assumptions of Palmeri's-model are as follows: 1)

a perfectly cylindrical pore surface, 2) uniform surface charge density, 3) constant electrostatic

potential inside the pore, and 4) no steric effects of ions (ions act as point charges). In reality, the

pores studied here are non-cylindrical, may not have uniform charge density along the length of the

pore, the electrostatic potential is not constant as we are applying a voltage across the pore, and ion

size may indeed have significant effects at the nanoscale; thus while we can compare experiment

and theory, one would not expect numerically equivalent results. Their model predicts that at low

enough pore diameters, there exists a bulk electrolyte concentration around which the partition

coefficient exhibits an abrupt change, where the partition coefficient is defined as k = , where

(p) is the average ionic concentration inside the pore (mol/L) and pb is the bulk ionic concentration

(mol/L). Thus, there exists a high conductivity liquid (L) phase and a low conductivity vapor (V)

phase. If the stochastic current fluctuations are due to fluctuating between these V and L phases,

the difference in partition coefficients provides a way to estimate the magnitude of pore-blocking

currents, given an applied voltage and pore length, using

(9) (P)=Pb(kL-kV)

(10)AJ=I,+I_=(J,+J_)-A=q.(p).v,-A=q.(p)-{,u+p_).E.A
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AV
(11)AI=q-pb(kL -V)(p+ +p - A

L

where kL and kv are the partition coefficients of the liquid and vapor phases, resp., Al is the

predicted pore-blocking current (A), I+ and I_ are the currents associated with positive and negative

ions (A), J and J_ are the current densities (A/m 2), A is the pore cross-sectional area (M 2 ), vavg iS

the average velocity of the ions (m/s), p+uand p_ are the ion mobilities of the cations and anions,

resp. (m 2/V-s), E is the electric field across the pore (V/m), AV is the voltage applied across the pore

(V), and L is the length of the pore (m). The area of the pore is given by

(12) A = f - r. a2

where a is the radius of the nanopore (m), and f is some factor that accounts for the non-cylindrical

shape of the pore which is unknown. It is possible that the pore may be a wide slit-shaped pore, for

example. The model predicts a difference in partition coefficients, Ak, roughly from 0-0.15 for

neutral nanopores, which changes slightly depending on the bulk concentration, pore diameter, and

surface charge. The diameter distribution of samples tested for this study were presented earlier in

Figure 16B, assuming a cylindrical pore (f = 1) and Ak = 0.15.

To compare with our experiments, we used pb= 0.1M, a = 1nm, p+ = pNa. = 51.9x10-9 m 2/V-S,

p, = pc= 79.1x10 9  2/V-s, AV =1.0 V, and L = 170 nm to get an envelope of predicted pore-

blocking currents. The predicted pore-blocking current has a maximum value around 40-120 pA

depending on the value of f used, where f is a factor accounting for non-circular pore cross-sections

(f = 1 for circular cross-section). In Figure 20A-B, we compared these predicted pore-blocking

currents with experiments made under similar conditions (P = 0.1M NaCl, AV =1.0 V, and L = 170

nm) and find very good agreement for low values of f < 3.

The model also predicts the thermodynamic stability of each phase in a region of coexistence. Over

small differences in surface charge, there is predicted to be a wide range of ratios of residence times

( rL / v), that is, the time spent in the high-conducting state versus the time spent in the low-

conducting state. For the particular example presented in their study (pb =lmol/L, a = 0.617 nm), it
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was predicted that as the surface charge varied from 6.5-7.5 x 10-' C/m2, the VL / ZV varied roughly

from 0.01 to 100, thus showing that slight deviations in surface charge, keeping ionic concentration

and diameter constant, can result in significant changes in these residence time ratios. The surface

charge explored in Palmeri's study is very weak (roughly 1 charge per 230 nm 2 ), although within the

same vicinity as the surface charge for the PDMS surfaces (roughly 1 charge per 10-20 nm2). We

assume that whenever the conditions (diameter, concentration and surface charge) are such that

fluctuations between a high- and low-conducting state are observed, slight deviations in any of

these parameters will also result in significant sample-to-sample variation in the ratios of residence

times similar to the specific case (p =1mol/L, a = 0.617 nm, a = 6.5-7.5 x 10~4 C/m 2 ) studied by

Palmeri et a1 61. It could be expected that among the samples that do demonstrate stochastic current

fluctuations, there will be a distribution of actual surface charge values for each patch area so that

one would expect to sample from the wide range of possible residence time ratios. Figure 20 shows

that experimentally, the high-conducting state can occur more often or less often by factors as high

as 25, in line with the qualitative predictions by the model. It should be noted that at very high or

very low rL / rv ratios, it would be difficult to realize that rare stochastic current fluctuations were

actually occurring as opposed to random, rare noise artifacts. In summary, the comparisons of pore-

blocking currents and residence time ratios with the model proposed by Palmeri et al., 6 2 along with

dwell times that are invariant with applied voltage, provide evidence that the observed stochastic

current fluctuations are due to switching between high-conducting liquid and low-conducting vapor

phases.
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Figure 20. (A) Predicted log of the ratio of residence times in the liquid and vapor states versus area factor accounting
61

for deviation from a cylindrical pore model according to the model proposed by Palmeri et al. (B) The wide range of

possible residence time ratios is reflected in the experimental data, where if fluctuations are observed, there is a wide

range of residence time ratios. (C) The model also predicts an envelope of pore-blocking currents (PBC), which varies

depending on the deviation from a circular pore cross-section. (D) The experimental pore-blocking currents fall within

this envelope for f < 3.

However, it is acknowledged that there are some possible drawbacks of applying this model to the

PDMS nanopores. For example, the model considers a pore in thermal and chemical equilibrium

with the bulk, and it is assumed in the model derivation that the Donnan potential is constant within

the pore. However, the applied voltage ensures that the system is not in equilibrium and the

potential across the pore is not uniformly varying. It is unclear if the qualitative results of the model

hold under these conditions. Furthermore, the model predicts that the bulk concentration at which
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phase coexistence occurs varies inversely with the pore radius. Thus, one would expect that if the

pore diameter remains constant, there would be only one bulk concentration where fluctuations are

observed; in actuality, there is a wide range of ionic concentrations where fluctuations are observed

for a single patch. It is possible that the pore geometry is non-cylindrical, resulting in different

sections of the pore of varying dimensions which are active depending on the bulk concentration.

Further experiments with well-defined pores and surface charge are needed to more completely

confirm the existence of liquid/vapor transitions as the cause of stochastic fluctuations in these

types of pores.

Experiments varying the temperature of the system were performed to confirm whether a phase

transition was occurring, but the results were inconclusive. Theories that assert that stochastic

fluctuations occur at the phase boundary between high and low conducting states as a first-order

transition suggest that increasing the temperature and keeping all other parameters constant

should halt the fluctuations. As one moves into the single phase region, for example, either the high

or low conductance state should persist. However, stochastic events were observed as the

temperature was steadily ramped from room temperature up to 42-620C in three trials; eight other

trials showed no events at all through the temperature increase. In one case, the events

disappeared above 60*C, although this occurred just before the bath solution evaporated. The other

two cases did not go above 420C and 57"C, and events persisted from room temperature through

the maximum temperature. The pore-blocking current is not well-correlated with temperature; this

may be due to the fact that changing temperature has other effects such as changing the pore size,

solution viscosity, solution concentration through evaporation, surface charge, etc. It is possible that

as the temperature changes, the changing pore geometry and solution conditions allow it to remain

on or otherwise traverse 'the phase coexistence curve. Carefully controlled temperature

experiments will be needed to fully verify the presence of phase transitions in these systems.

In attempts to further characterize the shape of these PDMS nanopores, we introduced [Ru(bpy) 3 ]
2

(1.2nm in diameter) to the system. Among other uses, this molecule is often employed as a probe

molecule for transport measurements to determine steric selectivity in pores commensurate in size
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to its diameter. However, upon addition of this molecule in concentrations >5xlO 8 M there is

reduction in overall conductance, and for concentrations >lx104 M, there is complete shutdown of

any ionic transport even though relatively high concentrations of NaCl (0.1M) still exist in the pipette

tip and bath, as Figure 21 demonstrates. If [Ru(bpy) 312 is added to just one side, we find a shutdown

of both pore and leakage conductances if the polarity of the applied voltage is such that the

[Ru(bpy) 3] 2+ ion is driven toward the pipette tip/PDMS interface containing the nanopores. These

results strongly suggest that for relatively hydrophobic pores of nanometer-sized dimensions, one

can have [Ru(bpy) 3] 2+ physisorbed on the interior of the pore, thus blocking overall transport.

Further experiments performed demonstrated the reversibility and reproducibility of this

[Ru(bpy) 3]2+ physisorption.

The model proposed by Palmeri suggests that the presence of divalent cations would decrease the

negative surface charge inside of the pore, which would cause the nanopore to switch from a high-

conducting to a low-conducting state. As mentioned before, Palmeri's model assumes ions behave

as point charges, with only Coulombic interactions present between ions. [Ru(bpy) 3]
2
+, however, is

approximately 1.2nm in diameter, and thus it cannot shield surface charge as effectively as Mg2+, for

example. Furthermore, there are significant van der Waals and dipole-dipole interactions present in

[Ru(bpy) 3] 2+ that are not accounted for by the model. From our observations, it seems most likely

that this ruthenium complex is adsorbing onto the inside of the pore, and at sufficient

concentrations, completely blocks current through the pore. The conclusion from this set of

experiments is that careful analysis is needed to ensure that transport results using probe molecules

such as [Ru(bpy) 3]2+ are not due to pore blockage caused by condensation and physisorption,

especially in nanometer-scale hydrophobic pores.
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4.4 Conclusions
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To summarize, we study a unique, stochastic phenomenon in both grooved and flat PDMS

substrates that would not be expected to have any analog to biological ion channels for which patch

clamp techniques are normally used. This phenomenon was studied in depth to show the presence

of nanopores formed at the interface of PDMS and glass when a patch is formed which imparts

deformable properties to the pore. Transport through PDMS nanopores was confirmed by observing

reproducible, multiple current states when patching onto grooved PDMS surfaces. The mechanism

for these fluctuations is compared to Coulter blocking by ions in single-walled carbon nanotubes and

nanoprecipitation, showing that the mechanism is fundamentally different. We compared our

results with a model in the literature that predicts the coexistence of two phases at normal

experimental conditions. Comparisons of the pore-blocking currents and residence time ratios with

the model, along with the invariant nature of dwell times with applied voltage, suggest the

plausibility of the mechanism being stochastic phase transitions inside the nanopore. Furthermore,

the estimated pore diameter (ranging from 0.6-11.2 nm, depending on the calculation method) and

surface charge (-0.015 C/m2) are in line with those considered by the proposed model. In this study

we have demonstrated a simple method for creating deformable, interfacial nanopores, with a

potential application being the creation of arrays of deformable, yet well-defined nanopores which

could detect a variety of differently-sized molecules, as opposed to having a single, static nanopore.

Secondly, the observation of ionic fluid phase transitions in these less well-defined nanopore

structures shows the possibility of experimentally observing phase transitions in other interesting

natural and synthetic porous systems, such as rocks and concrete. Finally, we have evaluated several

potential mechanisms of stochastic pore-blocking in nanopores, including phase transitions, Coulter

blocking, and nanoprecipitation--these experiments will be useful for characterizing future

nanopore systems.
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5. Raman Spectroscopic Monitoring of Phase Transitions and Filling

in Single, Isolated Carbon Nanotubes

5.1 Introduction

Fluid confined inside carbon nanotube (CNT) nanopores is of significant interest for potential

nanofluidic applications. CNTs are straight-line, atomically smooth nanopores ranging between 0.7

nm and 2 nm in diameter for single-walled carbon nanotubes (SWNT) and up to hundreds of nm in

diameter for multi-walled carbon nanotubes (MWNT). The precise size of the CNT nanopore,

enhanced slip flow at the CNT walls, and the ability to functionalize the end groups of the nanotube

can possibly allow it to be used as an efficient membrane material-allowing both high fluxes and

high selectivity.16' 18 Drug delivery using carbon nantoubes is another exciting space, as carbon

nanotubes can have high inner volume and can be easily taken up by cells. 29 However, knowledge of

the conditions for loading and unloading are not well studied. Carbon nanotubes have also been

considered for use as nanoreactors, 65 although the effect of confinement on the energy of reactants

and products and kinetics of the reaction are not well understood.

Several groups have used molecular dynamics (MD) simulations to study the transport and

thermodynamics of fluids, mainly water, inside of carbon nanotubes.23, 64, 66-68 Pascal and co-workers

used MD simulations to show that spontaneous water filling occurs inside carbon nanotubes across

a diameter range from 0.8 to 2.8 nm. Further, they elucidate different regimes where water is

stabilized mainly by entropy (0.8-1.0 nm and >1.4 nm) or enthalpy (1.1-1.2 nm). 69 MD simulations

have demonstrated freezing transitions of water inside carbon nanotubes between 0.9 and 1.7 nm

in diameter, showing highly non-monotonic freezing points with nanotube size. 8

Early experimental studies on carbon nanotubes confirmed the possibility of filling carbon

nanotubes with metals, as confirmed by TEM. 70'" The filling of water inside carbon nanotubes has

been explored in bulk quantities of nanotubes of mixed chirality using Raman spectroscopy.7 2 Water

phase transitions have also been observed on bulk nanotube samples neutron scattering73 , x-ray

diffraction7 4, and NMR7 1. The goal of this work is to extend these analytical techniques down to the

single-nanotube level to precisely probe filling and phase behavior of materials inside an individual,

isolated carbon nanotube.
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Raman spectroscopy is an especially useful technique for analyzing carbon nanotubes, as carbon

nanotubes are very strong Raman scatterers, allowing observation of single, isolated nanotubes."

Raman spectroscopy measures the vibrational modes of carbon nanotubes in the longitudinal,

transverse and radial directions. The radial vibrational mode, termed the radial breathing mode

(RBM), would be expected to be significantly affected upon interior filling of the carbon nanotube.

And if that material undergoes a phase transition, the coupling to the carbon nanotube wall should

change, resulting in a shift in the RBM.

5.2 Experimental

5.2.1 Device Fabrication

To fabricate the device, fiducial markers are placed on a silicon wafer using photolithography and e-

beam evaporation, creating TiO 2-SiO 2 markers spaced 200 im apart. Small rectangular pieces are cut

using a diesaw (9 mm x 14 mm). The catalyst to grow ultra-long carbon nanotubes (CNTs) is a

solution of 2 wt% sodium cholate-SWNT containing residual iron nanoparticles which act as the

catalyst. A thin strip of the catalyst solution is placed on the edge of the silicon substrate. Ultralong,

horizontally-aligned carbon nantoubes are grown using a chemical vapor deposition (CVD) process

described previously.' 9

After CNT growth, an SEM map (JEOL SEM 6060, 1.2kV accelerating voltage) is taken of the entire

surface to map out the locations of nanotubes relative to the markers. A thin PDMS sheet is cut and

placed on top of the substrate in the middle. We then oxygen plasma etch the device (Harrick

Plasma Cleaner PDC-32G, 3 min, low power) to etch away the exposed parts of the carbon

nanotubes (not covered by the PDMS layer) and open up the nanotube ends. The PDMS layer is

carefully peeled off, and SEM confirms that the nanotube has been etched up until where the PDMS

layer was. Under some circumstances, the PDMS can peel the carbon nanotubes from the surface,

indicative that the PDMS has a higher surface energy than the silicon surface. Experimentally, we

found that thicker (-2 mm thick), fully cured (70C for 24 hr) PDMS pieces worked better at leaving

the CNT on the silicon surface. Also, cleaning the PDMS piece with Scotch tape beforehand can
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make the PDMS too sticky and result in CNT removal-thus, clean preparation of PDMS is required

to make this cleaning step unnecessary.

PDMS reservoirs were created by preparing a roughly 1-2 mm thick PDMS layer using Sylgard 184 in

a 10:1 ratio of elastomer to curing agent. A knife was used to cut out small, rectangular reservoirs. A

PDMS "glue" mixture was also prepared using a 3:1 ratio of elastomer to curing agent-increasing

the relative concentration of curing agent increases the cross-linking density and allows better

conformation around smaller features, such as CNTs.7 The PDMS "glue" was degassed for 5 minutes

and spin-coated on a glass slide for 45 seconds at 3000 rpm. The PDMS reservoirs were cleaned with

Scotch tape and placed onto the thin layer of PDMS glue. The reservoirs were then picked up and

placed on the silicon substrate such that the opened ends of the nanotubes were in the middle of

the reservoirs. The PDMS glue was cured in an oven at atmospheric pressure at 70*C for at least 3

hours.

Upon completion, there were several opened nanotubes spanning the reservoirs, with the

separation in the two reservoirs allowing one to perform Raman spectroscopy while the reservoirs

are filled with fluids. A Horiba LabRAM equipped with a 532 nm excitation laser was used to collect

Raman spectra on the individual nanotubes. All spectra acquisition used the following conditions:

532nm excitation laser, a 100x super long working distance objective (WD 7.6 mm, N.A. 0.6), 500 ptm

confocal hole, 100 pm slit width, 1800 grooves/mm grating. Prior to each use, the Raman

instrument was calibrated using cyclohexane which has a dominant peak at 801.8 cm'. Comparing

SEM images with the video images on the microscope, a single nanotube could be located on the

Raman microscope. It should be noted that the tube must be aligned parallel to the direction of

laser polarization, or else no Raman signal will be observed.

After it was confirmed that external water does not affect the vibrational RBM spectrum, the PDMS

reservoirs were not added to subsequent devices. For these cases, the sample was prepared by

etching the ends of the nanotube. The etched portion of the silicon oxide surface is very hydrophilic,

so water added to near the ends of the tube wet up to the edge of the etched nanotube region.

The temperature experiments used a separate, temperature-controlled environmental stage

(Linkam THMS350EV) which has a theoretical range of -196 to 350*C. Under our experimental

conditions (stage opened to the environment), however, the lower temperature limit is only around
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-80"C. The device was secured to the heating/cooling stage and left open to the environment, since

taking Raman spectra through a quartz window dramatically decreased the Raman intensity. To

prevent water condensation during cooling, nitrogen flowed through the chamber. A very thin

thermocouple was placed in one of the device reservoirs, and temperature readings at the surface

of the device were found to be within 1-2 degrees Celsius of that measured at the silver

heating/cooling stage. All subsequent temperature measurements correspond with the measured

stage temperature unless otherwise indicated.

Variable laser power experiments were performed by mounting a variable neutral density filter

(Thorlabs NDC-50C-2) in front of the 532nm laser. The actual laser power at the sample was

measured using a digital power meter (Thorlabs PM100D).

A B

D

C

E

Figure 22. Device fabrication procedure. (A) A catalyst solution consisting of iron nanoparticles (red) is deposited along
a side of the silicon substrate. (B) Ultralong, horizontally-aligned carbon nanotubes are grown using a CVD process. (C) A
PDMS block is placed in the middle of the silicon substrate. (D) Oxygen plasma etching removes the uncovered parts of
the nanotubes and opens up the ends. (E) The PDMS block is removed. (F) Two reservoirs are cut out of PDMS and
adhered to the surface using PDMS glue, followed by curing. (G) During the experiment, the reservoirs are filled with a
solution, and Raman spectroscopy is performed on a CNT region between the two filled reservoirs.
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5.2.2 Peak Fitting and Analysis

Raman spectra were deconvoluted using single or multiple Lorentzian peaks. In some cases, the

RBM are made up of several peaks, indicative of multiple possible phases present inside the

nanotube. In order to determine the optimal number of peaks to fit, each spectrum was fit using 1, 2

and 3 peaks as shown in Figure 23. The peak fitting scenario to use was determined by computing

the sum-squared error for each fit. If the relative improvement in sum-squared error by adding

another peak was >30%, then that peak was included.
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Figure 23. Raman peak fitting analysis. For each spectrum, 1, 2 and 3 peaks are fit to the data. The peak fitting scenario

used for each spectrum is based on the relative improvement to the overall fit by the addition of another peak.

5.3 Results and Discussion

5.3.1 Raman Characterization of CNT
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Although several tubes (10-20) may span the reservoirs, not all are available for study. Nanotubes

are located by scanning the laser perpendicular to the direction of the nanotube and searching for a

G peak. If a G peak is found, a full spectrum is acquired between 100-1800 cm 1 to obtain the RBM, D

and G peaks. Because only certain tube chiralities are resonant with the 532nm excitation source,

approximately a quarter of the tubes will have strong G peaks. Even if a tube has a strong G peak,

only about a quarter are observed to have strong RBMs. Thus, a fabricated device usually has only

zero to two tubes with strong RBMs to carry out the filling and phase transition experiments.

Once an RBM was found, its diameter was calculated using the following relationship:38

(13) d[nm] = 248
RBM[cm-1]

The metallicity of the tube was determined from the shape of the G peak. 40 Table 3 provides the

details of the tubes used in this study. In the case of devices E23 and F05, two RBMs were actually

observed in the same spot, which either suggests a DWNT or two SWNT grown side-by-side. It

should be noted that it is difficult to definitively determine if a tube is a SWNT or DWNT purely from

Raman spectroscopy, as tubes may be present of different chiralities that are not resonant with the

excitation source. The second RBMs for devices E23 and F05 did not shift significantly during the

experiments. Figure 24 uses VMD to illustrate the two RBMs in a double-walled tube configuration,

showing the possibility that the larger tube is actually the outer tube in a DWNT. This description

could also explain why no significant RBM shifts were observed for the larger nanotube.

Table 3. Devices studied and corresponding nanotube properties.

Empty CNT RBM [cm-1] CNT Diameter [nm] CNT Metallicity Notes

235 1.05 Metallic

234.2 1.06 Semiconducting 2nd RBM at 160.3 cm-1 (1.55 nm)

216.1 1.15 Semiconducting 2nd RBM at 130.8 cm-1 (1.90 nm)

199.3 1.24 Semiconducting

162.9 1.52 Semiconducting 2 nd RBM at 114.1 cm-1 (2.17 nm)
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Inner: 1.06 nm Inner: 1.15 nm Inner: 1.52 nm
Outer: 1.55 nm Outer: 1.90 nm Outer: 2.17 nm

Figure 24. Devices where two RBMs were found. Modeling the CNTs in a double-walled nanotube (DWNT) configuration
shows the possibility that the diameters could be consistent with a DWNT. The illustrated sphere size is based on the
van der Waals radius of carbon (1.7 Angstroms).

5.3.2 Internal Filling of Individual CNTs with Water

Experiments were performed to first verify that internal water filling could be observed in Raman.

We performed a time map by taking continuous Raman spectra on a single spot as a function of

time. The results in Figure 25 show that the inner RBM at roughly 216 cm' undergoes a momentary

upshift upon water addition to one reservoir, and then returns to its original value. Addition of

water to the second reservoir causes a more prolonged, yet oscillatory shift to 218 cm-, before

returning to the original peak position. The transience observed can be possibly explained by the

fact that the Raman laser is heating the tube and its contents enough to vaporize the liquid water as

it flows through the tube. Quantification of the amount of heating observed is discussed later.

While this experiment demonstrates that a significant RBM change occurs when water is added to

the system, it does not preclude the possibility that there may be external water wetting that causes

the RBM shift. In another experiment, it was verified that external water plays very little role in the

RBM shift by adding water to the ends of the nanotube before and after etching. If external water

caused an RBM shift, the application of water before etching would result in a shift in the RBM.

Figure 26 demonstrates that the RBM upshifts only after etching and opening the ends of the

nanotube and adding water to the ends. For this particular tube, the RBM remains upshifted (water

remains inside the tube) even after removing water from the reservoirs.
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There is still a possibility that physisorbed water is already on the nanotube under normal

conditions, and the RBM is already shifted due to this physisorbed water. To test this hypothesis, the

sample was heated from room temperature to 210 *C, well above the vaporization temperature for

bulk water-any external water should be removed at this temperature. There was no significant

shift in RBM observed from room temperature (where physisorbed water is a possibility), indicating

that either there is no physisorbed water on the nanotube or the physisorbed water has no effect on

the RBM of the tube. In both cases, this confirms that the shift observed from adding water to the

ends of the tube is the result of internal, not external, water filling. Additionally, when the

temperature was decreased such that frost visibly formed on the surface of the device, there was no

significant change in the RBM compared to room temperature measurements.

A Outer RBM Inner RBM B 133 1 2 3

Reservoirs
empty

131
Water added to 0.
right reservoir : 130

a.

129,
0 500 1000 1500

Time (s)
Water added to
left reservoir 219 1 2 3

. 21217
a.

215
0 500 1000 1500

Time (s)

Figure 25. (A) A time map showing the RBM peak intensities as a function of time and wavenumber. Dotted white lines
indicate the time points at which water is added to the reservoirs. The RBM at the lower peak position corresponds with
the larger, outer CNT RBM, and the one at the higher peak position corresponds with the smaller, inner CNT RBM. (B)
Fitted peak positions for the outer and inner RBMs, respectively. Time points correspond as follows: 1 = reservoirs
empty, 2 = water added to right reservoir, and 3 = water added to left reservoir.
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Before Etching, Water

After Etching, Dry

After Etching, Water

After Etching, Dry
os..

Condition

Figure 26. Experiment showing effect of adding water before and after etching. Before etching, adding water does not
shift the RBM. Only after opening the ends of the nanotube and adding water to the ends does the RBM shift.

5.3.3 Removal of Water from Interior of CNT

The conditions for emptying water-filled tubes were found to vary significantly between devices and

from day-to-day. For one tube (1.15 nm), just removing the bulk water from the surface with a

pipette was enough to empty the tube. For another device (1.06 nm), removing bulk water was not

enough to empty the tube. Only after heating at 210"C/20 minutes did the tube empty. Upon

subsequent water filling, the tube could not be emptied at 210"C/20 minutes; instead, annealing in a

tube furnace under a nitrogen atmosphere at 900C/1hr was able to empty the entire tube. For a

third tube (1.24 nm), the tube would not empty up to 350"C, although placing overnight in a vacuum

desiccator emptied the tube.

5.3.4 Laser Heating Effects
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An important consideration while performing these Raman experiments on individual tubes is the

effect of laser heating. Since the laser is focused on a small spot around 2 pm in diameter, local

heating can occur, such that the local temperature of the tube being probed is significantly higher

than the bulk sample temperature set by the stage. To accurately record the temperature at which

phase transitions occur, it is necessary to use this local temperature. During laser illumination, the

CNT G peak shifts a certain amount, which is proportional to the local temperature change. For each

device, the following parameters can be obtained: the G peak shift versus temperature (X), and the

G peak shift versus laser power (1). These measured parameters are important in subsequent phase

transition experiments.

A simple model is derived that relates the extent of laser heating to carbon nanotube thermal

properties, such as axial thermal conductivity and the heat transfer coefficient between the carbon

nanotube and silicon substrate. We consistently observe that the nanotube thermal conductivity

decreases upon water filling compared to an empty tube.

G Peak Shift -Temperature Calibration Curve

Previous studies have reported that the shift in the G+ Raman peak of the nanotube varies linearly

with temperature."-79 Thus, we can create a calibration curve showing the shift in G+ peak with

stage temperature, where the stage temperature is well-approximated to be the nanotube

temperature when the laser power is very low. For a 2pm spot size and 0.21 mW laser power at the

objective, the laser power density on the sample was below 67 W/mm 2 . Decreasing the laser power

further did not appear to have a significant effect on G peak position, indicating that the laser was

not heating the tube appreciably below this power level. Figure 27 gives an example of a G peak-

temperature calibration curve for one tube (1.15 nm diameter). The slope of the calibration curve is

X = .
aTP.1-
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Figure 27. Example calibration curve for G+ peak position versus stage temperature at laser powers low enough to
produce negligible local heating.

Table 4.
the 1.05

Nanotubes with experimentally determined X = dG+/dT [cm 1/K]. (Note: this parameter was not measured for
nm nanotube)

Nanotube Diameter X [cm 1 /K] Error in X [cm /K]

[nm]

1.06 -2.895 x 10 1.14 x 10

1.15 -3.147 x 10 1.93 x 10

1.24 -1.309 x 10 8.58 x 10

1.52 -4.847 x 10 5.96 x 10

1.63 -2.483 x 10 1.77 x 10

G Peak Shift - Laser Power Calibration Curve
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Changing the laser power shifts the G+ peak as well, indicating a change in temperature.78 Figure 28

illustrates this phenomenon for a - 1.15 nm diameter tube. The slope of this line is

p = ( a J )
aplaser T=20C

. The local temperature can be calculated using the actual laser power:

(14) Tactual =Tstage s-Pe
lae
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Figure 28. G+ peak position versus total laser power for a 1.15 nm diameter tube. Increasing laser power reduces the G
peak position, indicating a local temperature increase.

Laser Heating Model of Carbon Nanotubes
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To understand this laser heating effect more closely, we derived a simple model for laser heating of

a carbon nanotube on a silicon substrate, as illustrated in the energy balance model used in Figure

29. The time-dependent energy balance for a differential nanotube element can be written as

follows to include heating by the laser, conduction along the nanotube and heat transfer to the

silicon substrate:

(15)

(;rR2Ay)pC, OT(y,t) -

ql.,,aCNT,A 2RAy + hcNT-s 2RAy(Ts, -T(y,t))+kNTa 1a (T (y+ Ay)- T (y));R2 +kCNTaial (T (y - Ay) -T (y))rR 2

Rearranging this equation, one arrives at:

(16)

aT(y, t) 2aCNT , a (y) 2hCNT (i - T(y, T (y_+_Ay)_-_2T_(y)_+_T_(y_-Ay)
pC' at R + R + kCNTAiy 2

Taking the limit as Ay goes to zero, we obtain the final differential equation with the following

aT
boundary conditions: 1) T(y,t = 0) = 7

it,,,, 2) -(y = 0) = 0 , and 3) T(y -> oo) = Tage
Dy

(T(y,t) - 2aCNT ,,ar (y)+ 2hcNTsi (Ts1 - T(yt)) + 2 T(yt)
(17) pC, + +kCNT,aial 2ztxR R CN ai y2
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A Top View

C

B Side View

Tsi

Tstage -+

Figure 29. Schematic of model for laser heating of carbon nanotube on a silicon substrate. (A) In the experiment, a laser
is focused on one spot along the length of the tube. This position is defined to be y = 0 in the model. (B) The silicon
substrate in the experiment is lying on top of a silver heating stage. The temperature of the silicon, Tsi, is assumed to be
the same as Tstage. (C) The energy balance for a differential element of the tube. Heating from the laser beam is
dissipated through conduction along the nanotube and through heat transfer to the silicon substrate.

Table 5. Symbol definitions for model describing laser heating of carbon nanotube.

R CNT radius m

T(y,t) CNT temperature K

y Position along CNT, y=O at center of laser m

Tsi Temperature of silicon wafer surface K

Tstage Temperature of stage K

qlaser(y) Power density of laser at position y W/m2

cCNT, A Absorption of light at wavelength A by CNT fraction

kCNTaxial Thermal conductivity of CNT in axial direction W/m-K

hCNT-Si Heat transfer coefficient between CNT and Si W/m 2-K
surface, based on projected area of CNT on Si

PCNT Density of CNT (filled or unfilled) kg/m3

CpCNT Specific heat of CNT (filled or unfilled) J/kg-K
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Laser heating has been experimentally shown to reach steady-state fairly quickly, as shown in Figure

30. Most of the temperature increase occurs within the first couple seconds, and given that typical

spectra are taken with total exposure times between 80-240 seconds, the steady-state assumption

can be assumed. Eq. (18) gives the differential equation for the steady-state case.

E

0

Z;

0

(D

1592-6
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15914 -
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0

* DO Filter
- D2 Filter

T

'7 1 '
50 100 150

Exposure Time (s)
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Figure 30. Experimental transient heating experiments on device FOS. The G peak position taken at room temperature
under very low power (D2 filter) is shown for reference. The G peak was measured as a function of laser exposure time
at full laser power. Most of the temperature increase (shift in G peak) occurs within the first few seconds. Typical
exposure times are between 80-120 seconds, so steady-state can be assumed.

2aCNT, (Ayser Y) 2hCNT-Si (TSi - T(y)) d2 T(y)
(18) 0 = R + + kCNT ,axial dy2

The laser is assumed to emit a beam with a Gaussian profile. The laser power density [W/m 2] is

described by Eq. (19), where qlaser,y=o is the laser power density at the center of the beam and wo is

the spot size radius at which intensity drops to 1/e 2 of the value at the beam center. Integrating over

the entire surface, the total laser power (measured experimentally at the objective) is related to the

laser power density at the beam center through Eq. (20).
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(19) q,,,,,. (r)= qe,, (y) = q (2Y w O 20 2

(20) Paser (o) =f qlaser (r)2zrdr = 2 qaser,yO
0

Eq. (18) can be solved analytically using the boundary conditions provided previously. The steady-

state solution for the temperature at y = 0 (the primary area of the CNT being probed during Raman)

is given as

(21) T(y = 0) = Tj

Written in terms

Si-CNT

4 IrRkCNT-xial

(22) T(y =0)= T,

hSi-CNT 0

+ qoaw0  1 e kurail
4RkCNT-a hCq~awo 4RCNT-waalSi-CNT e ,a

1erf hSi-CNT W ]47rRkC -axial

of the measurable laser power, Paser(*) = ase,., and parameter

the center temperature becomes

+Ija,,,. yeh 2 [1-erf(y)]
Si-CNT W0

Eq. (22) provides the relationship between the local tube temperature and the total power of the

laser at the sample surface. Specifically, the slope of T(y = 0) vs. Pa,, is

#8 8T _ 2a2
(23) = y= 2 2SrCT ve' 22[1 - erf (Y)]

X apaser Y=O hsi-CNT W.

Using a variable neutral density filter, the laser power was varied for nanotubes in both filled and

empty states, where the state of the tube was determined by the RBM peak position. The local tube

temperature was calculated using Eq. (14), and example data is shown in Figure 31A. Consistently,

we observe that @/X increases going from empty to filled state, as shown in Figure 31B. This result

means that the filled tube has a higher local temperature increase due to increased laser power. Eq.

(23) provides the relationship between 1/X and kCNT-axial, as plotted in Figure 31C. Assuming that hsi-
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CNT is constant between empty and filled tubes, filled tubes appear to consistently have lower axial

thermal conductivity compared to empty tubes.

Physically the larger increase in local filled tube temperature with increasing laser power means that

the nanotube is not dissipating heat as fast as the unfilled tube. If heat transfer to the silicon surface

remains the same in both cases, the only other heat dissipation arises from thermal conduction

along the tube, which is hindered when the nanotube is filled. One probable cause is that the long

phonon mean free path in empty carbon nanotubes is reduced by the presence of water inside the

nanotube, resulting in phonon scattering and a decrease in thermal conductivity.
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Figure 31. (A) Local temperature (obtained by G peak shift) versus the laser power for both water-filled and empty tube

states (1.24 nm). The filled tube experiences a greater temperature rise as the laser power increases compared to the

same tube in an empty state. (B) Comparison of P/X for tubes in an empty versus filled state. In all cases, the filled tube

has a higher P/X, meaning that the local temperature increases more with increasing laser power compared to an empty

tube. (C) Assuming that hsi-CNT is constant between filled and empty tubes, P/X is inversely related to kCNT-axial

Accordingly, filled tubes are predicted to have lower axial thermal conductivity than empty tubes.

Laser-Induced Phase Transitions

The use of laser has been shown to affect the local filling state inside the tube due to local heating.

Figure 32 demonstrates this finding for one nanotube (1.15 nm). When the reservoir and tubes are

empty, varying the laser power does not change the RBM peak position. However, once the
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reservoirs are filled with DI water and the tube fills, high laser power (lower filter optical density)

causes enough local heating to locally vaporize the interior water. Thus, in the subsequent section

on phase transition experiments, a combination of laser and stage heating can be employed to

induce a phase transition.

Reservoirs Empty
Laser Power (mW)

1.3x10
1

4.1x10
0

1.3x100 4.1x10' 1.3x10'
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B Reservoirs Filled with DI Water
Laser Power (mW)
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Figure 32. Inner RBM peak positions as a function of applied filter optical density (laser power) on three different spots
along the nanotube. (A) When the reservoirs were empty, there is only a slight upshift in RBM peak position with
decreasing laser power. (B) When the reservoirs are filled with DI water, there is a significant upshift in RBM peak
frequency as the laser power decreases. The colored backgrounds serve to aid the eye in seeing the two different RBM
peak regions, corresponding to empty/vapor (gray) and liquid water (blue).

5.3.5 Phase Transition Experiments

After thoroughly demonstrating that the Raman RBM upshift reflects the interior filling of the

carbon nanotube with water and quantitatively determined the laser heating effect, the next step is

to probe phase transitions of water inside the nanotube. Previous simulation work has indicated the

possibility of such phenomena as well as significant shifts in freezing points with nanotube

diameter.63 To explore this effect, we used an environmental stage and/or laser power to vary the

temperature while simultaneously monitoring the Raman spectrum. The first evidence that a phase

transition is occurring is the discretized shift in RBM peak position with temperature and filling state.

Despite varying temperatures and measurement conditions over a wide range, a histogram of the

fitted RBM peak positions over many experiments (Figure 33) show the RBMs grouped into no more
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than three distinct peak positions, which correspond with distinct water structures affecting the

radial vibrations of the carbon atoms. Multiple Gaussian peaks were fitted to the histogram data,

with the fitted peak centers provided in Table 6.

Longhurst and Quirke demonstrated the effect of internal filling of carbon nanotubes by modeling

the carbon nanotube as an elastic shell and interior water as concentric rigid shells interacting

through a Lennard-Jones potential.80 This analytical model, confirmed by MD simulations, showed a

2-6 cm-1 upshift in the RBM frequency, albeit for a larger tube (1.72 nm). This shift is similar in

magnitude the shift observed in our experiments.
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Figure 33. (A) RBM peak position histograms for each nanotube device. Gaussian peaks are fit to the histogram data,
showing clear 2 or 3 peaks, corresponding to distinct filling states in the carbon nanotube. (B) Model illustrating the
different filling states inside the nanotube.
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Table 6. Fitted peak positions from fitting the RBM histograms.

Diameter [nm] RBM 1 [cm-1] RBM 2 [cm-1] RBM 3 [cm-1]

1.05 235 3 237.7 0.7 239.5 0.7

1.06 234.2 0.3 238.6 0.3 240.0 0.3

1.15 216.1 0.2 217.9 0.3 222.5 0.5

1.24 199.3 0.2 201.5 0.4 --

1.52 162.9 0.5 166.5 0.4 168.1 0.3

Further evidence that a phase transition is occurring is the reversibility of the process. Figure 34A

shows that once the tube (1.15 nm) is filled with water (starting at experiment 3), cycling the stage

temperature between 22 and -14.5 C causes reversible RBM shifts. Likewise, Figure 34B shows

reproducible shifts in the RBM for another tube (1.06 nm) when cycling between laser filters, which

vary the local tube temperature.

Additionally, Figure 34A shows that the RBM peak position does not vary significantly with

temperature, and the discrete shifts cannot be explained by an effect that varies continuously with

temperature (unlike the G peak, which was shown to vary significantly and continuously with

temperature). In this example, decreasing the temperature by approximately 20 degrees once the

RBM has upshifted a second time results in roughly the same RBM peak position around 222 cm~1.
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Figure 34. Reversibility of phase transitions of water inside a carbon nanotube. (A) Varying stage temperature for a
nanotube (1.15 nm) causes discrete, reversible shifts in RBM peak positions. (B) Changing the laser intensity for another
nanotube (1.06 nm), which also varies the local temperature, causes a reversible shift in the RBM.
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Figure 36 provides the results for the phase transition experiments carried out on all the nanotubes,

along with fitted curves. The transition data are fit to two Heaviside approximation functions, as

described in Figure 35. For the one device (1.24 nm) which did not appear to show a solid-liquid

phase transition, only the vapor-liquid transition curve was used. The equations are described as

follows:

(24) R, 1 = + erf
2 2 sI

(RI + R) (R - ) v-T
(25) R1, = +R2)+ ( erf ( 22 2 s2~l ,
( 26 ) R,,, = Rs, + R,, - R,

where Rs, RI and Rv are the RBM peak positions of the solid, liquid and vapor phases, respectively. TI

and TI, are the solid-liquid and vapor-liquid transition temperatures. The parameters si and s2 are

fitting parameters that adjust the width of their respective transitions. The final equation gives RsI,

the expected RBM value across solid-liquid-vapor phases.

IRS

R, _

R

TS, Tv

Figure 35. Sample curve used to fit the transition data (RBM peak position versus temperature).

The shaded regions indicate the range of RBM corresponding to the fitted peaks in Figure 33. While

scatter is significant, these results clearly show that the upshift from the filled, liquid phase (green)

occurs at lower temperatures. The RBM peak position was confirmed to be independent of the

presence of external water or frost on the surface, so the second upshift likely comes from a change
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in the internal water state. The fact that this second shift is a hardening of the radial vibrational

indicates that the carbon atoms are in contact with a stiffer material of a higher modulus. Coupled

with the observation that this upshift occurs at lower temperatures, we conclude that we are

observing solidification of water inside the nanotube.

The approximate ranges of freezing and vaporization temperatures are provided in Table 7. The

best-fit values are those corresponding with the fitted values when fitted to Eq. (26). The 95%

confidence intervals for the values were determined using bootstrap resampling methods with

10000 resamples. However, due to lack of data at some phases and around the transition point,

bootstrapping sometimes gave nonsensical confidence intervals (extremely large negative or

positive values). In these cases, the confidence interval was manually recorded to be the closest

data point that was clearly in the RBM range defined for the phase being transitioned to (denoted

by an asterisk, *).

While it would be ideal to obtain more points at all the phases, the devices became inoperable over

time and were unable to fill, perhaps due to blocking by contaminants. More consistent data

collection, along with an estimate of what temperature ranges to probe (as provided by this study),

will allow more data points around the transition region to provide a better estimate of transition

temperatures. Regardless, the data show very clearly the distinct RBM transitions occur with respect

to temperature.

The significant range of the phase transition temperatures can be explained by the effect of various

environmental variables. Most of the effect on the water phase transition arises from confinement

by the nanotube and the intermolecular interactions between interior water and carbon atoms

which modify the chemical potential of the interior water. However, there are several confounding

variables in this study that may also affect the chemical potential of interior water: the substrate,

physisorbed material, and nanotube defects and inhomogeneity.

The nanotubes in this study were in physical contact with the substrate, a layer of silicon oxide. The

state of the oxide layer may vary slightly from device to device and even on the same device, and

the intermolecular interaction between the substrate and interior water will affect the water

chemical potential. Using suspended SWNT, while more difficult to fabricate, would eliminate this

variable.
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While physisorbed water did not appear to affect the value of the RBM frequency, the interaction

between external species and interior water could still modify the potential of the water and shift

the transition point. We attempted to use a cleaner system by performing these experiments under

vacuum in the enclosed environmental stage, but the glass barrier resulted in too much Raman

signal loss for this approach to be feasible. Instead, we flowed nitrogen over the sample while

exposed to the environment to reduce frost formation, humidity effects, and prevent other

particulates from adsorbing to the surface.

Similarly, chemical defects along the nanotube can dramatically affect the water state. The

nanotubes used in this study are quite pristine, as no D peak is observed in the Raman spectra (the D

peak corresponds to sp3-hybridized carbons which indicate defects in the nanotube). However, the

absence of a discernible D peak does not mean there are zero defects, and a couple defects, sidewall

functionalization or kinks in the nanotube could have a significant impact on the interior water

state. Future work may induce defects in the sidewall to more quantitatively determine the effect

on filling and phase transitions.
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Figure 36. Phase transition experiments showing RBM peak position as a function of nanotube temperature, which was
varied with laser and/or stage temperature. Blue, left-pointing arrows indicate that this point was approached by
cooling from a higher temperature, red, right-pointing arrows Indicate that this point was approached by heating from a
lower temperature, and no arrow indicates a neutral, starting state. The shaded background illustrates the RBM regions
that correspond to the given state of water (blue = ice, green = liquid water, red = vapor), where the width of each
region is the FWHM of the peaks fitted to the RBM histogram in Figure 33. Diamond symbols indicate a single peak was
fitted to the spectrum, while circle symbols indicate that multiple peaks were fit to the data, and the relative size of the
symbol Indicates the proportional area of the peak.

Table 7. Summary of phase transition temperatures observed in nanotube devices. Low and high values are from 95%
confidence intervals using bootstrapping methods. In cases where the bootstrap value was invalid due to lack of data
points around the transition, the upper or lower bound was manually recorded (marked with *) by finding the closest
data point that was clearly in the RBM range defined for the phase being transitioned to.

Diameter [nm] I

1.05

1.06

1.15

1.24

1.52

Solid-Liquid Transition [C]
Low Fit Value High
105*

87
-50*

3

138
102

-50

no transition

151*

117*

10*

15 30

Liquid-Vapor Transition [C]
Low Fit Value High

158
144

18*

171

199
19

171

234*
40*

44 66 80
39 44 51

To put these results in a broader context, the freezing point depressions from previous, molecular

dynamics simulations, and theory are plotted together in Figure 37. The blue points are

experimental data points from bulk quantities of MWNT that used DSC to measure the freezing

point depressions.8' This data fit well to the Gibbs-Thomson equation, which predicts a linear

dependence of freezing point depression on inverse pore diameter. The red points on the plot show

the predicted freezing points from molecular dynamics simulations of water inside SWNT.68 The

simulation data show very significant deviations from bulk, interfacial thermodynamics (blue line).

The green and cyan points indicate experimental freezing points on bulk quantities of SWNT as

measured by NMR75 and XRD , which also show significant negative deviations in freezing points.

The current set of experiments is represented by black points showing data taken across a range of

nanotube diameters. The dashed black line indicates the one nanotube (1.24 nm) where water filling

was observed, but no freezing transition was observed. Finally, the dashed magenta line represents
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the lower temperature bound of the experimental apparatus (-80 "C). While the stage is cooled by

liquid nitrogen (Tf = -210 *C), there is significant heat transfer from the stage and convection.

Interestingly, there are two devices of similar diameter (1.05 nm and 1.06 nm) that both have very

high freezing points observed: 105 - 151 C and 87 - 117 C. The 1.24 nm nanotube did not have an

observed phase transition even after decreasing the temperature below -80 C. Meanwhile, the 1.15

nm nanotube has a transition roughly around that of bulk water while the largest tube (1.52 nm) has

an elevated phase transition around room temperature (3 - 30 C). Thus, we demonstrate a

remarkable range in the freezing transition temperature of nanoconfined water that is highly

variable and non-monotonic with diameter. The ability to make large quantities of pure, single-

chirality nanotubes could create opportunities in making tunable phase transition materials over a

wide temperature range.
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Figure 37. Freezing point depressions of water inside carbon nanotubes taken from experiment, theory, and modeling.

Blue points indicate experimental freezing point depressions for water inside larger multi-walled carbon nanotubes.81

The fitted blue line is the expected trend for freezing point depression assuming the Gibbs-Thomson equation holds.

Red points indicate the results from molecular dynamics simulations of water freezing inside SWNT. 68 The green and

cyan points are experimental freezing point depressions measured on bulk samples of SWNT using NMR75 and XRD .

Black points indicate experimental freezing point depressions from this work, and the dashed black line indicates a tube

for which no freezing transition was observed despite water filling. Finally, the dashed magenta line indicates the

approximate lower temperature bound for the experiment, roughly -80 *C.

5.4 Conclusion

While previous experiments have shown changes in Raman spectra for bulk collections of filled and

unfilled nanotubes of different chiralities, this study spectroscopically probes the effect of filling and

phase transitions on the radial breathing modes of single, isolated nanotubes. Detailed analysis of

the laser heating effect on the local temperature and filling state is presented, along with the ability

to infer nanotube properties in different filling states. Solid-liquid phase transitions are observed in

four of the tubes studied, showing significant positive deviations in the freezing point compared to

bulk. These experiments introduce a simple and useful analytical technique for obtaining phase
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diagrams and understanding filling conditions in individual carbon nanotube nanopores which will

play a large role in the field of nanopore thermodynamics and nanofluidics.
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6. Analysis of Freezing Point Changes in Fluids Confined to Nanopores

6.1 Introduction

Phase transitions of nanoconfined fluids are important for understanding adsorption and transport

through networks of nanopores, including carbon16 , silica 2 and zeolites83 . The prediction and

modeling of freezing points of nanoconfined fluids is important in several applications, including

understanding transport through nanopore-based membranes, the extraction potential of oil and

gas inside of geological nanopores22, and the construction of self-releasing nanocontainers for small-

molecule delivery29. Recently there have been several experimental studies on the freezing of fluids

in nanopores8 4-85 which show quite different behavior from that of bulk fluid.

While the freezing point depression can be shown to vary linearly with inverse pore radius, as

predicted by the Gibbs-Thomson equation, researchers frequently employ this equation assuming

AHm is invariant with radius. However, thermo-calorimetry data86 indicate that AHmmonotonically

increases with radius with some generality. The purpose of this current paper is to address the

problem that widely employed models predicting AHm and surface free energy (YsL) separately as a

function of radius, when evaluated in the Gibbs-Thomson equation, cannot predict experimental

freezing points of confined fluids. As an alternative to using the Tolman length correction 7 for

calculating solid-liquid surface energies, with questionable validity, we instead apply energetic

analysis from metal nucleation theory88. Nanoconfined fluids are well described by a so-called

Turnbull coefficient, YsL/AHm, that is predicted theoretically and experimentally shown to remain

invariant with pore radius but variable for different molecules.

The Gibbs-Thomson equation is often used to explain the variation in freezing points compared to

the bulk for fluids confined to micro- and nano-sized dimensions.89 The most common form of the

Gibbs-Thomson equation employed in the literature for freezing in cylindrical pores is'".
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(27) AT =T -- 2bulk VmSLf bfbulk fpore RporeAHm

where Tfp.e is the modified freezing point of the fluid inside the pore, TfbuIk is the bulk freezing

temperature, Vm is the molar volume of the liquid or solid phase, YSL is the interfacial energy

between the liquid and solid phases, r is the radius of the pore, and AHm is the enthalpy of melting (=

H, - Hs > 0). It should be noted that the right-hand side of the equation is generally positive, meaning

that the fluid experiences a freezing point depression when inside a pore. This common form of the

equation assumes that Vs,m = Vi,m = Vm and that the solid is surrounded by its own liquid melt inside

the pore (e.g. there is a solid plug in equilibrium with a liquid annulus). Thus, the center of curvature

of the solid-liquid interface lies within the solid phase-otherwise, there would be a negative sign in

front of the right-hand side of the equation.

In theory, the Gibbs-Thomson equation could be used to predict freezing point changes for confined

fluids, but this is rarely employed due to the difficulty in determining reliable values of ySL. There is

some controversy in the literature on the best way of obtaining solid-liquid and solid-vapor surface

energies, which are more difficult to obtain experimentally compared to liquid-vapor surface

tensions.91

We address the applicability of the Gibbs-Thomson equation in this work for nanoconfined fluids

both organic and aqueous in pores between 4 and 25 nm in diameter. We note that a continuum

assumption for the solid-liquid interface can break down for pores smaller than 4 nm generally6 8,

and so we limit the applicability of our analysis to pores larger than this limit.
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Table 8. List of symbols used in this study.

T Freezing temperature inside the pore K

An Enthalpy of melting J/mol

V Solid molar volume n/mol

y Solid-liquid surface free energy J/m2

S Tolman length m

NA Avogadro's constant #/mol

ASmbulk Melting entropy of the bulk J/K-mol

6.2 Deficiency of Tolman Length Correction to Predict Freezing Point

Depressions

While it has been demonstrated that the Gibbs-Thomson equation is applicable for solid-liquid

phase equilibria91 , the equation assumes ySL and AHm values are constant. Experimentally, the

freezing points of fluids are commonly measured using dynamic scanning calorimetry (DSC) 86' 92

which has the added advantage of being able to simultaneously measure the enthalpy change of the

transition. Only a few studies86,92 have actually measured both freezing points and enthalpies of

fusion for substances as a function of the pore diameter, and these studies found very significant

changes in AHm as a function of pore radius. The data is reproduced in Figure 38. These results

would seem to suggest that a simple plot of ATf vs. 1/r would be very non-linear, assuming YSL is
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constant, as suggested by the Gibbs-Thomson equation; in fact experimentally, plotting ATf vs. 1/r

shows linearity down to 3 or 4 nm pore diameter.
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Figure 38. Freezing point depression and enthalpies of fusion plotted versus inverse pore radius and pore radius,
respectively. Data reproduced from Jackson and McKenna 6 and Findenegg92

In order to explain this trend, assuming Vm does not change significantly with pore diameter, then

the solid-liquid surface free energy (ySL ) must be a function of radius as well. Several researchers

have employed the Tolman length correction to predict the VSL using Eq. (28).9-94 However, the

actual form of the equation derived by Tolman is Eq. (29). Eq. (28) is a first-order approximation of

Eq. (29) by expanding around 26/r = 0 (a planar surface). The Tolman length, 6, is a distance equal to

the difference between the equimolar surface and the surface of tension. The value of this

parameter is largely unknown, and there is debate as to the sign of the Tolman length, as well as its

87magnitude, although most agree that it is on the order or smaller than the molecular diameter.
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Shin and co-workers attempted to explain theoretically why the enthalpy of fusion changes at small

pore radii for the same dataset used here.94 Their model assumes a spherical particle in equilibrium

with its own melt and uses the Tolman equation to describe the surface energy as a function of radii.

The enthalpy of melting they obtain is a function of radius, surface energy, the change in solid molar

volume with respect to temperature, and the change in surface energy with respect to temperature.

The surface energy as a function of pore radius is modeled using Eq. (28), the simplified Tolman

length correction. They successfully fit the datasets of fusion enthalpies versus pore radii using only

the Tolman length as a fitting parameter, and making use of data and correlations in the literature

to obtain the other parameters related to molar volume and surface energies.

Extending this analysis, we used the fitted Tolman lengths to compute the predicted surface energy

at each pore radius. Substituting the experimental AHm and YSL into the Gibbs-Thomson equation, we

show that the resulting ATf calculated using this model is much higher than observed experimentally

by over several hundred Kelvin, as shown in Figure 39. Thus, while their model can fit the enthalpy

change as a function of Tolman length, the freezing points cannot be accurately predicted using this

method.
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Figure 39. Plot showing the discrepancy between experimental freezing point depressions and those predicted using the

Gibbs-Thomson equation and fitted Tolman lengths from Shin et al.94

We then determined whether the Tolman length correction could correctly compensate for the

change in the experimental fusion enthalpies by fitting the Tolman length (6) and solid-liquid surface

energies for planar interfaces (ysL,) in Eq. (28) and (29) to best fit the observed freezing point

depressions using the experimental AHpore. Figure 40 shows the discrepancy between observed

ATf,calc and ATf,expt. Interestingly, the more precise Tolman length correction gives a worse fit to the

data and gives unreasonably large values for the Tolman length (see Table 9)-the first-order

approximation actually works better in all the cases despite the prediction not being valid at such

small sizes. This result calls into question the use of the Tolman length correction for solid-liquid

systems. Tolman originally95 derived the equation for a vapor-liquid system, and there have since

been no rigorous derivations for solid-liquid systems. Furthermore, since the Tolman lengths and

solid-liquid surface energies for materials are controversial, even using the first-order approximation

of the Tolman correction to predict freezing points is difficult.
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Figure 40. A parity plot showing the freezing point depressions for all fluids calculated by fitting the Gibbs-Thomson
equation to the experimental ATf, using the experimental AHpore and the Tolman length correction (either Eq. (28) or (29)
) describing ySL as a function of radius. The parameters ySL,. and 6 were fitted for each fluid's temperature dataset. Eq.
(28), despite being the more accurate form of the Tolman length correction for small droplet sizes, does not predict the
freezing point changes well at higher freezing point depressions (smaller pore radii).

Table 9.Fitted values of ysL,. and 6 by fitting ATfexpt to the Gibbs-Thomson equation using AHm,expt and the Tolman length
correction.

Tolman Correction (Eq. 2) Tolman Correction (Eq. 3)

Fitted Parameters YSL,OO (mj/r 2) 6 (A) YSL,OO (mi/r 2  6 (A)
Water 84.2 6.9 41548 32876

Chlorobenzene 13.3 7.6 36.2 103

Trans-decalin 13.2 7.2 34.1 79.4

Benzene 12.3 7.1 38.8 95.8

Heptane 11.6 8.0 56.6 266

Naphthalene 8.9 5.8 18.9 41.6

Cis-decalin 7.3 7.8 8.3 17.1

Cyclohexane 3.5 9.0 4.2 22.5
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Thus, using the Tolman length correction to predict the trend of ySL as a function of r is not ideal,

especially since this also requires a model for AHm,pore(r) (in the previous analysis, we used the

available, experimental AHm,pore, but generally this is not known as a function of pore size for a given

substance). Instead, it can be reasoned that if ATf varies linearly with 1/r, then the ratio of solid-

liquid free energy and enthalpy of fusion, ysJAHm, should be a constant. Indeed, plotting ysiIAHm

(found by using experimental ATf in the Gibbs-Thomson equation) versus the inverse pore radius, we

show this quantity to actually be invariant with radius as demonstrated in Figure 41.
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Figure 41. A plot of calculated VSL/AHm as a function of inverse pore radius for compounds

showing the invariant nature of this quantity as a function of pore radius.

considered in Figure 38,

6.3 Analysis of First-Order Model for the Turnbull Coefficient
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Turnbull was the first to realize the value of this ratio, which we term the Turnbull coefficient,

further non-dimensionalizing the quantity to become YSLVm,sol2 3 NA1/ 3 /AHf, which physically

represents the free energy of forming a monolayer of solid-liquid interface using one mole of

material, divided by the enthalpy of fusion. 6 The experimental VSL were found by measuring rates of

homogeneous nucleation, which is modeled as being a function of ySL. He demonstrated this ratio to

be useful in describing metal nucleation, where many metals had Turnbull coefficients = 0.45; this

empirical correlation could be used to predict nucleation rates and melting points for metals.

For a first-order approximation of the Turnbull coefficient, we first consider only the enthalpic

contributions to the surface free energy; no entropy changes are considered. Consider placing two

blocks of bulk solid and bulk liquid with molar volumes Vm,soi and Vm,iiq, respectively. When the

interface forms, we assume that the interfacial layers retain their respective bulk densities and there

is a single interfacial layer in each phase. There are three representative outcomes: 1) the interfacial

layer of the solid remains the same as Hso0 ,buIk, but the liquid rearranges itself and has an enthalpy

halfway between solid and liquid, 2) the solid interfacial layer appears more liquid-like and has an

enthalpy halfway between solid and liquid, while the liquid interfacial layer has the same enthalpy

as Hfiq,bulk, or 3) the interfacial layers of both phases have enthalpies equal to half of AHf. These

scenarios are represented in Figure 42, along with the expected Turnbull coefficient for each case.

In all cases, the energy required to form a monolayer of interface from the reference state (bulk

liquid and bulk solid phases) in J/mol-solid is

(30)7sLVQIN A = Energy to form a solid-liquid interface from the reference state [J/mol-solid]

For the case where only the liquid interfacial layer is affected energetically (Figure 42B), the energy

of the solid phase is constant up to the dividing surface, and so the enthalpy change is just the

energy to convert the liquid monolayer to an interfacial monolayer is

2/3

(31) - AH' v', = Energy to convert liquid layer to interfacial layer [J/mol-solid]
2 V2'3

where Vm is the molar volume, either of the solid or liquid phases. For the case shown in Figure 42C

where the solid atoms are primarily affected upon the formation of the interface, the enthalpy

change of the system can be written simply as
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AHM
(32) "'m = Energy to convert solid layer to interfacial layer [J/mol-solid]

2

And finally, in the third case, where the interfacial layers of the solid and liquid phases both change

energetically, as in Figure 42D, we can write the energy change of the system to be

(33) "' A- ""' = Energy to convert solid and liquid to interfacial layers [J/mol-solid]
2 2 V2 3

m,liq

Equating Eq. (30) with Eqs. (31), (32) and (33), we obtain the following predicted Turnbull

coefficients:

(34);v V21olNA
Am v2,

2 V2'3
m,liq

->mSL ,2N

AH,, 2
(only liquid interfacial layer changes energy)

(35) VSL V:lNi 3

2/
3 

N 1/
3

(36) "SL m,sol A

YSH 7v2/3 1i/3
- AHm ?'SLmsol N 3  1

2 AHm 2

AIm

2

(only solid interfacial layer changes energy)

;Sv2/3 1/3
YSL msol N"

AH,,m

V2/3

2 v2 / 0S m,liq/

(both solid and liquid interfacial layers change energy)
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Figure 42. Schematic of formation of solid-liquid interface. (A) Representation of an atom in bulk solid or bulk liquid
becoming an interfacial atom, which is represented as being equally in each phase. Three representative scenarios
upon formation of an interface are when (B) only the interfacial layer of the liquid experiences a change in enthalpy, (C)
only the interfacial layer of the solid phase experiences a change in enthalpy, and (D) both interfacial layers experience
a change in enthalpy.

Okui suggested a zero-order approximation of the Turnbull coefficient to be Y2 since a molecule on

the surface is essentially half liquid. 7 The more complete analysis above shows that this reasoning is

valid only if one assumes that entropy plays no role and only the solid interfacial layer has an

enthalpy midway between solid and liquid. And physically, the surface energy cannot be negative
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(scenario 1), or else the bulk phases wouldn't exist-it would be more favorable to form as much

surface as possible.

Broughton and Gilmer's molecular dynamics simulation for crystal-melt interfaces was used to

approximate the Turnbull coefficient for a Lennard-Jones system to determine which scenario is

more likely.9" The density and potential energy profiles per particle were calculated for a face-

centered-cubic crystal, with three different crystal faces ((111), (110) and (100)) in contact with bulk

liquid. These data are summarized in Figure 44. These profiles were used to find the predicted

Turnbull coefficient for each type of interface, using the assumption that the bulk potential energy

for each phase can be used to directly estimate the change in enthalpy of the system.

The total energy change for the system was calculated per solid molecule at the interface to find the

surface interfacial energy. The Turnbull coefficient was determined as the ratio between the

interfacial energy and the enthalpy change of the system. The value of this ratio for the (111), (110)

and (100) crystal faces were 0.56, 1.2, and 0.42 respectively, indicating that the system is

anisotropic. The calculated ratios for the (111) and (100) interfaces fall close to the expected

coefficient value 0.50, but the value for the (110) interface is twice as high. The (110) crystal face has

the least number of solid particles in direct contact with the interface, which could indicate that

inefficient packing or irregularity in the crystal lattice may have a pronounced effect on the value of

the Turnbull coefficient for a given system.

We observe that the potential energy of the solid phase is more affected by the formation of the

interface, and the potential energy change extends beyond the first interface layer, which more

than offsets the decrease in potential energy of the interfacial liquid layers. The zero-order model

we presented assumes only the first interface layers of the solid or liquid phase can have a change in

enthalpy. In reality, since the potential energy changes propagate through the liquid and solid

phases, one can expect the Turnbull coefficient to be >1/2.
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We can thus conclude that a first-order approximation to the Turnbull coefficient is Y2, which

provides a close approximation to the values obtained from freezing point data for fluids confined to

nanopores, which range between 0.097 and 0.51 (Figure 43).
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Figure 43.Plot of Turnbull coefficients (ysLVm2 3 NA1/ 3/AHf) calculated by applying the Gibbs-Thomson equation to the
freezing point depression data to solve for ysL/AHf. This value was obtained for all pore radii available and averaged. The

red dashed line indicates the first-order model predicted if only enthalpy is considered when estimating the surface free
energy.

94

A

Pdj



4-.

a)

0
4-'
(U

1.04

1.02

1

0.98

0.96

0.94

0.92

0.9

0.88

0.86

0.84

-5

-5.2

-5.4

to

-5.6

C
w

b -60.

-6.2

-6.4

10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5

Layer Number

Layer Number
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5

Solid

[ i.g.(110)

Figure 44. Summary of data from Broughton and Gilmer"8 The density of the bulk crystal is normalized to unity, such
that the solid phase is on the left and the liquid phase is on the right.

6.4 Digilov Model and Application

95

Solid

--4-- (111) Lqi

*-G- (110)

-.- -(100)

Liquid

..3 - .

30. l



While Turnbull empirically found that the ratio YSLVm 23NA1/ 3 /AHm for metals is relatively constant

and equal to 0.45,96 Digilov later derived a model for the solid-liquid interfacial energy shown in Eq.

(37) which shows that the ratio can be related to material properties with a fitted constant, d2 18

where d2 = dsL 2/d 2, ds 2 is the mean-square amplitude of thermal vibrations in the solid-liquid

interface, and dL2 is the mean-square amplitude in the liquid phase. The derivation assumes

vibrational changes contribute most significantly to the energy change of the transition region at the

interface. Although it assumes monatomic species, it can be approximated that larger molecules

behave similarly.

-2/3 N' /
Equation (37) implies that plotting the Turnbull coefficient, ,SL M ~sol A versus

AIm

3R exp 3R for different substances should result in a straight line with a zero
2ASm,,lk 3R

intercept and slope equal to d 2 , assuming d 2 is constant for all the substances. For simplicity, the

bulk ASm is used, although this value may vary somewhat with pore size.

Indeed, Figure 45 demonstrates that metals, semimetals and water fall roughly on a line that

intersects at the origin, giving a fitted d 2=0.248 for these classes of substances. All of the nano-

confined organic compounds fall significantly below the metal Turnbull coefficients, which together

can be fit with a d 2 value of 0.110. Empirically, we observe that the organic compounds group into

two separate regions which can be fit well by the correlation, although the data is limited. One

grouping consists of benzene, chlorobenzene, cyclohexane, and trans-decalin, while the second

grouping consists of naphthalene and heptane. We show later that nano-confined ibuprofen falls

within this second grouping. The first grouping can be fit with d 2 =0.143, and the second grouping

can be fit with d 2 =0.058. Cis-decalin was not included in the analysis as the solid molar volume could

not be found.

In either case, organic compounds confined inside of nanopores have significantly lower Turnbull

coefficients compared to particles of metals or semimetals in a homogeneous melt. Physically, a

smaller d 2 value suggests that compounds undergo a much larger relative decrease in thermal

vibration amplitude upon freezing compared to metals, semimetals and water. We were unable to

find a distinguishing characteristic to account for this apparent segmentation of organic compounds

using physicochemical properties (e.g. AVm, AHbulk, TfbuIk, or dipole moment).
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Table 10 summarizes the fitted d2 values for the different compound types determined from this

current work. It will be of interest to measure experimental Turnbull coefficients of several more

organic compounds to determine if the correlation and initial groupings continue to hold.

YSL v2/ N1/_ 3R (Mmbulk
(37) mslAd 2 exp

AH. 2AS, blkd 3R

Table 10. Fitted d2 Values for different compound types

Compound type Fitted d2 Value

Metals, Semimetals, Water 0.248

Organics Confined in Nanopores 0.110

Organics Group 1 0.143

Organics Group 2 0.058

To employ these correlations, one can simply use the bulk ASm of the material with the appropriate

d2 value to obtain the Turnbull coefficient, and hence the value of ysdAHm which has been shown to

be relatively invariant with pore size. This coefficient can then be substituted into the Gibbs-

Thomson equation to predict freezing point changes for an organic fluid confined to a nanopore of a

specific size. Using this correlation, a parity plot can be generated for these organic substances

(Figure 46). The calculated ATf at each pore radius using the Turnbull coefficient generated from

Figure 45 is plotted versus the experimental ATf showing fairly good agreement.
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Figure 45. A plot of metal, semimetals, water, and organic substances show that metals, semimetals, and water follow
the correlation found in Digilov's original model. The nano-confined organic substances fall significantly below the
metals, semimetals, and water, and they can be fitted to the correlation in Eq. (37) using a different d2 value. The
organic compounds appear to segregate into two groups, and separate correlations are plotted for each, as indicated by
the dashed lines. The fitted lines have fixed the y-intercept at zero.
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Figure 46. Parity plots showing the predicted ATf versus the experimental ATf. The predicted ATf is found using the
correlations of Eq. (37) and the fitted d2 value in Table 10, with data from Figure 45, to obtain the Turnbull coefficient
(y/AHm), which are used in Eq. (27) to calculate the predicted freezing point depression. In both plots, the fitted d2 value
for metals, semimetals and water is used to compute the Turnbull coefficient for water. (A) ATf calculated using the
fitted d 2 value for all the organic compounds. (B) ATf calculated using separate d2 values for the two organic compound
groups.

An application of this correlation is in predicting the size-dependent melting point for nanosized

active pharmaceutical ingredients (APIs) inside nanoporous materials, as the melting point is related

to solubility, an important property for bioavailability.99 The freezing point of ibuprofen inside

controlled pore glass (CPG) with average pore diameters ranging from 38 to 300 nm was measured

using DSC, resulting in a very linear relationship between melting point depression and inverse pore

radius (Figure 47).'00 Despite a melting enthalpy for the smaller pore sizes that decreases by as much

as 23% compared to the bulk value, the Gibbs-Thomson equation still appears to hold. This data

further supports the claim that the ratio ysJAHm is largely invariant with pore radius. The slope of

the fitted line in Figure 47 is used to compute the non-dimensional Turnbull coefficient, and the bulk

ASm for ibuprofen is used to compute the x-axis value in Figure 45. Interestingly, ibuprofen lies

relatively close to the correlation line for organic compounds (off by 40% of the predicted value),

but it is quite far from the correlation line for metals. We note that ibuprofen appears to fall within

the second grouping of organic compounds consisting of naphthalene and heptane. Thus, the

presented correlation provides a useful estimate of how the melting point will change for organic

compounds with pore size.
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Figure 47. Freezing point depression versus inverse pore radius for ibuprofen inside controlled pore glass (CPG) of
various average pore diameters. A linear relationship is observed.

The validity of the results presented in this paper, namely that the Turnbull coefficient is invariant

with radius and the application of Digilov's correlation to estimate Vs/AHm values, may not

necessarily hold at pore diameters < 4 nm. In fact, there is surprisingly no mention of specific pore

properties (e.g. pore composition) here. However, at smaller diameters, it is predicted that the pore

structure and size can have a dramatic effect on the solid structure. For example, water confined to

carbon nanotubes ranging between 0.9 and 1.7 nm in diameter experience a freezing point variation

that is highly non-monotonic with pore size, and thus could not be explained by the Gibbs-Thomson

model owing to the several discrete solid phases of ice that form at different diameters.68

6.5 Conclusion

The purpose of this study is to provide clarification to the nanopore field regarding the appropriate

use of the Gibbs-Thomson equation for predicting freezing points and interpreting solid-liquid
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surface energies-namely the fact that solid-liquid surface energies and enthalpies are predicted to

vary with pore size, although the ratio of these two values are relatively invariant with pore size (>4

nm in diameter). The use of separate corrections for AHm and ySL were shown to be inadequate for

predicting freezing point depressions in nanopores. We further explain the first-order model for

prediction of the Turnbull coefficient, the non-dimensional form of ysdAHm, being equal to Yz, which

is very dependent on the assumptions regarding which phase is more affected energetically upon

formation of the interface. The metal nucleation literature has decades of studies regarding analysis

of solid-liquid surface free energies, which directly impact nucleation phenomena. We show that

Digilov's model for metal nucleation can also predict fluid freezing behavior of organic substances

inside of nanopores, albeit with a different fitting constant related to the change in thermal

vibrations upon freezing. The results of this study will help enable freezing point estimation of

various fluids inside of nanopores of different sizes.
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7. Conclusions

The previous chapters have described advances on several fronts in nanopore research, specifically

transport and phase behavior.

First, we have demonstrated the ability to study proton and ion transport in individual single-walled

carbon nanotubes. Using voltage clamp techniques, the pore-blocking current, which is a lower-

bound for the proton current, can be measured. The major conclusion is that the pore-blocking

current varies significantly and non-monotonically with the nanotube diameter (1-2 nm).

In order to study transport more easily in nanopores without significant device fabrication effort, we

developed a method to produce nanopores whereby a glass micropipette is patched onto a grooved

PDMS surface. This pore size can be tuned depending on the force applied to the micropipette. The

nanopore was characterized using patch clamp methods, and stochastic current fluctuations were

observed, which were attributed to ionic vapor-liquid transitions.

Because of the possibility of an ionic vapor-liquid transitions in these PDMS nanopores, which isn't

observed under typical conditions for bulk solutions, we explored the possibility of monitoring phase

transitions inside of pure fluids (water) inside of small carbon nanotube nanopores (1-2 nm) where

bulk thermodynamic equations do not apply. Unlike previous studies which explored phase

transitions in bulk quantities of nanopores, we have measured phase transitions in single, isolated

nanopores of well-characterized diameters using Raman spectroscopy as a probe. As with transport

through carbon nanotubes, the change in phase transition temperatures compared to bulk varied

significantly and non-monotonically with diameter.

At larger pore diameters (>4 nm), there has been confusion in the literature about the application

of bulk thermodynamics relations, such as the Gibbs-Thomson equation, for predicting freezing

point temperatures inside pores. Knowing the solid-liquid surface energy (ysL) and enthalpy of fusion

(AHfu) allows one to predict the freezing point depression, but many studies assume AHfus to be

constant inside the pore despite varying significantly with pore radius. We show, using experimental

data in the literature, it is the ratio (vs/ AHfus), not AHfus, that is relatively invariant with pore radius.
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7.1 Future Work

As this work and other studies show, all nanopores are not equal. At very small diameter ranges (<2

nm), where many interesting transport and phase transitions occur, small variations in nanopore

diameter can have dramatic effects on pore properties. Unlike some porous materials which are

made of amorphous material, carbon nanotubes and zeolites, for example, are crystals with well-

defined sizes. The problem is that it is difficult to synthesize or separate carbon nanotubes to be all

of the same chiral index (same diameter), although there has been recent progress towards this

goal. 01 The work done in this thesis lays part of the groundwork for understanding the diameter-

dependence of nanopore transport and phase behavior. Having a membrane consisting of pores of a

single diameter will open up much more efficient membranes for desalination, proton-exchange,

and molecular separations.

Likewise, the ability to control the phase transition temperature of fluids in nanopores and

synthesize specific diameters of nanopores opens up the opportunity to create phase change

materials using bulk quantities of single-diameter nanopores.

The ability to use individual carbon nanotubes as molecular sensors is also an intriguing prospect.

This could be achieved through voltage clamp measurements and functionalizing the nanotube ends

with specific-binding groups which modulate the impedance upon detection. Raman spectroscopy

can also be used as a way to distinguish between different filled liquids inside nanotubes using the

shift in Raman peak properties.
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9. Appendices

Part of my research has focused on other condensed phases, such as those formed by adsorption,

and the following appendix sections detail two of these studies. In section 9.1, titled "Modeling of

Amine-Grafted CO 2 Adsorbents", the adsorption problem faced in solid amine-based CO 2 adsorbents

is analyzed, where a CO 2 molecule can only be adsorbed if there are two adjacent amine groups

present. An adsorption isotherm is developed which can be used to predict the adsorption capacity

of an arbitrary nanostructured amine adsorbent. This model is used to provide insight into the

design of optimal amine-based CO 2 adsorbents.

Section 9.2, titled "The Structubent: A Nanocomposite Solution for Compressed Natural Gas

Storage", details another adsorption problem, which involves the analysis of the shell of a

compressed natural gas (CNG) cylinder which combines a nanoporous adsorbent and structural

material. While maintaining the same structural integrity as an inert container shell, it is shown that

under certain circumstances, it is possible to achieve higher mass- and volume-specific capacities

which are the key figures of merit for CNG vessels.

9.1 Modeling of Amine-Grafted CO 2 Adsorbents

9.1.1 Introduction

There is renewed interested in materials and processes that adsorb and capture carbon dioxide

from, for example, combustion streams or other emission sources.0 2 One of the earliest methods to

capture acid gases, such as CO 2, from gas streams dates as far back as the 1930's where a basic

liquid amine/water solution is used to chemically absorb the acid gas, C0 2; heating the solution

regenerates a relatively pure CO 2 gas stream to be sequestered or used elsewhere. 0 3 0 6 The main

drawback comes from the large energy requirements required for heating the large volume of liquid

to desorb the CO2 .' A proposed solution first carried out by Leal et al. is to use very porous solids

with amine groups grafted on the surface as a CO 2 adsorbent. It is believed that using solids with

grafted amines would increase the efficiency by reducing the energy required to heat up the
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adsorbent compared to water.102, 108 Also, because the amines are covalently bonded to the

substrate, evaporative losses of amines due to heating would be minimal. 02

To date, there has been much experimental work in grafting amines onto porous substrates and

characterizing their adsorption properties. Zelenak et al. and Choi et al. give concise accounts of

most of the recent experimental work involving amine-grafted adsorbents. 02 , 09 However, there has

been little theory developed to explain the equilibrium adsorption characteristics. To the best of our

knowledge, the only adsorption isotherm model developed for CO 2 adsorption was a semi-empirical

one proposed by Serna-Guerrero et al.' 10 It involves separating the total uptake into chemisorption

and physisorption contributions, -and the individual adsorption isotherms for each process are given

the functional form of the Toth equation."' The uptake due to physisorption is approximated as

being the uptake for the ungrafted substrate material corrected for the different surface areas

between the ungrafted and grafted adsorbent materials. Then, the actual adsorption data with

physisorption contributions subtracted is fitted to the chemisorption isotherm equation, and the

fitted parameters are related to the strength of adsorbate-adsorbent interactions and the surface

heterogeneity." 0 The disadvantage of this type of model is that the underlying isotherm equation (in

this case, the Toth equation) does not accurately reflect the chemistry that is occurring at the

surface, namely the reaction of adjacent amine groups, and thus, the fitted parameters do not have

a clear physical connection with the reaction that is actually occurring. Their model also does not

have a built-in reason to explain how increasing amine densities lead to more than proportional

increase in CO 2 uptake (an increase in amine binding efficiency), which is observed experimentally

by Hiyoshi et al." 2

Thus, there have been no models proposed that are related to the chemistry occurring at the

molecular level. In this study, we examine anhydrous, dry CO 2 chemisorption on surfaces grafted

with amines, although the analysis could be applied to any adsorption problem with a similar

chemistry. The analysis also applies to adsorption at temperatures above which there is no adsorbed

water phase on the adsorbent surface. While this model applies strictly to anhydrous CO 2

adsorption, there is still reasonable application of the model to adsorption under humid conditions.

Under a dry CO 2 stream, there is only one chemical reaction taking place, which involves reaction of

two adjacent amine groups with CO 2 to form alkylammonium alkylcarbamates, as depicted in Eq.

(38) and written as:
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k .(3 8) C02(g) + NH2R = +NH2R = 2 NH R = +NHCO(-R =

in the case of a primary amine. The literature supports this claim through experimental FT-IR

studies, thermodynamic considerations, and ab-initio calculations, and they find the possibility of

forming a carbamic acid species (RNH 2CO 2H) or zwitterion species (RNH 3 'CO2~) to be negligible.1 7 " 3

115 Figure 48 shows a single step-mechanism for this reaction, which has been suggested

elsewhere." 3 , 11 Although fitting the adsorption data to existing isotherms may result in a better fit,

the derived parameters have no physical basis (e.g., they might assume a CO 2 molecule can adsorb

to a single amine group). The fitted equilibrium constants in the proposed model are a first-order

approximation to the actual equilibrium constant which controls for the unique requirement that

adjacent amines are required for successful adsorption.

Co 2

aminepair----> NH2 NH2

isolated -- NH2

dy11ie

/-cO

H H

H H

0

HN o +NH3

alkylammonium
alkylcarbamate

p

Figure 48.Schematic of reaction of anhydrous CO 2 on amine-grafted surface.

This situation is unique compared to other chemisorption systems in that: 1) dry CO 2 must adsorb

onto two adjacent amine groups, and 2) the active surface for chemisorption of CO 2 is based on the

prior chemisorption of amine groups on the initial substrate surface. Thus, the initial surface

configuration of amine groups can have a critically important role in how much CO 2 can be

adsorbed.

One reason that an adsorption isotherm taking the chemistry in Eq. (1) into account has not yet

been proposed is the enormous difficulty of solving the problem analytically. Because CO 2 requires
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two sites when it adsorbs, the problem is essentially the adsorption of a dimer on a surface. Given a

fixed chemical potential (or pressure) of the dimer species, the problem of finding the equilibrium

surface coverage of the dimer on an empty, homogeneous lattice with no lateral interactions has

been the subject of significant study, and an analytical solution has only been found in the case of a

1-D line of sites."'-"* Attempts at solving this problem have usually involved complex statistical

mechanical theories where the partition function is evaluated using various approximations, and the

formulae of statistical mechanics are applied to generate the adsorption isotherm of surface

coverage (0) as a function of chemical potential (p). Currently, the most accurate approximation of

the adsorption isotherm on a surface with all sites available for adsorption is the Occupation

Balance method by Roma, et al. 20 2
1 However, when the underlying surface is only partly active

(e.g. there may be patches of active groups available to adsorb a dimer), the problem becomes quite

difficult, as shown in studies of a similar problem which concerns dimer adsorption onto

heterogeneous surfaces.m122-123 Another problem is that the isotherms derived in these studies are

relatively complicated expressions that cannot be written easily in the familiar form of surface

occupancy, 0, as an explicit function of pressure (e.g. the Langmuir adsorption isotherm) and thus,

difficult for an experimentalist to apply. Our goal in this study is to present a novel approach toward

predicting the adsorption characteristics of dimers (CO2 ) for any arbitrary active group (amine)

surface configuration that experimentalists can easily use to describe their data and screen potential

adsorbents based on their expected surface configuration.

9.1.2 Theoretical Basis

As discussed previously, the adsorption of CO 2 requires adjacent amine groups to react, so the

surface configuration of covalently bonded amines is an important consideration. In the following

analysis, we assume: 1) the initial porous substrate material can be represented as a discrete 2-D

lattice, 2) interaction energies are negligible, 3) physisorption is negligible at low pressures, 4) all

potential amine pairs are equivalent, 5) the underlying surface is homogeneous, and 6) the products

formed in Eq. (1) can only pair with each other to desorb (i.e., an alkylcarbamate group cannot pair

with just any alkylammonium group surrounding it). If physisorption is significant, control

experiments on the ungrafted substrate will still make the model applicable, as discussed in the

Results section. Furthermore, the model can also be extended to describe multilayers of amines,
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diamines, triamines and other polyamines using slightly different fitting conditions, as discussed

later.

It is a difficult problem to quantitatively describe an arbitrary surface configuration using less

information than an actual snapshot of the surface. In this study, we wanted to find the simplest set

of parameters to describe a surface that would also sufficiently describe CO 2 adsorption. One option

that was considered was the radial distribution function (RDF), which describes the variation in

density as a function of distance averaged over each occupied site. However, the RDF contains little

useful information about how the number of potential amine pairs will evolve during the course of

the reaction.

A better way to describe a surface is to make a histogram showing the fraction of amines having z

number of nearest neighbors, which will be henceforth referred to as the z-histogram. This study

considers three lattice types: hexagonal, square and triangular, where the maximum number of

nearest neighbors, zmax, is 3, 4 and 6, respectively. For each lattice type, the z-histogram bins range

from z = 0 (no nearest neighbors) to z = zmax (completely surrounded) in integer steps. Also, let az be

the fraction of total amines for each z-value. One might expect that if adjacent amine sites are the

only important factors in CO 2 adsorption, knowledge of the initial distribution of sites with a specific

number of nearest neighbors would give sufficient information. A sample initial surface

configuration and its corresponding RDF and z-histogram are shown in Figure 49 to illustrate the two

methods.
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Figure 49. (A) A random surface configuration (black dot = an amine group, white dot = an empty site). (B) RDF of the
corresponding surface. (C) Nearest neighbor histogram (z-histogram) of the corresponding surface.

Assuming for now that the z-histogram uniquely determines the resulting adsorption isotherm of

the surface, then a surface that is partitioned into smaller sub-surfaces of constant-z (constant

number of nearest neighbors) with the same overall amine density could be devised that recreates

the same z-histogram, and thus, also has the same adsorption characteristics. The essential idea

behind this model simply involves fully characterizing these constant-z surfaces and having the

overall CO 2 uptake equal the uptake due to relative proportions of constant-z surfaces.
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The derivation of the adsorption isotherm equation begins with writing the equilibrium expression

for the reaction in Eq. (39) as

k 9
(39) K = 1= prodpais

k_ PO2 Pairs

where K is the equilibrium constant, eprodpairs is the number of product pairs divided by the total

number of sites on the surface, Opairs is the number of apparent amine pairs divided by the total

number of sites on the surface, and Pco2 is the equilibrium pressure of CO 2 . To put these terms in a

more familiar context, the site balance for this problem at any time may be written as

(40 ) ami,,n = 2 -0Pr,,,s + k -2 -0 , +s. 0.

prs pairs isolatedanns

where eamine,o is the overall amine loading, the factors of two are due to there being two groups

associated for each pair, and isolatedamines is the fraction of surface sites occupied by unpaired amine

groups. This balance requires a non-constant variable k, which relates the number of apparent

amine pairs to the actual number of contributing amine groups; thus, k is some complicated

function of the extent of reaction and the initial surface configuration of amines.

Unlike the case of Langmuir adsorption, the number of potential adsorption sites (amine pairs) is not

conserved. As an example, for a completely filled square lattice, if one amine pair reacts, the

number of amine pairs decreases by seven (one pair that reacted plus six surrounding pairs); for a

lone amine pair, however, a single reaction results in the loss of a single amine pair. At equilibrium,

the value of epairs at a specific 0,,, (net number of forward reactions divided by the total number of

sites) is constant for a given initial surface configuration. Thus, one can write

(41)0 . = f(6,n,)

pairs

where f is some arbitrary, monotonically decreasing function whose form depends on the initial

surface configuration of amine groups.

If one assumes that a single product pair forms with each forward reaction as mentioned in the

assumptions stated above, then

(42) prd,,, Or,. = Oco,
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where 8 C02 is the number of CO 2 molecules adsorbed divided by the total number of sites.

Combining these results, one can rearrange Eq. (39) in terms of OC02:

(43)K- '"prdpairs - O, Co2  _> =( K-P
P8G P 1 /CO 2 pairs CO2 f rx CO2 (C) O o hK2)

Eq. (43) shows that e6 2 can be written as some arbitrary function, h, of non-dimensional pressure,

K*Pco2.
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Figure 50. Constant-z surfaces for different lattice types (black dots = amine group, white dots = empty sites). Rectangles
indicate unit cells for the surface.
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Before proceeding with the derivation, we first determine the constant-z surfaces. The constant-z

surfaces are depicted in Figure 50 for each lattice type, along with the unit cells. These constant-z

surfaces were defined so that they have the maximum density of amines. For example, it is possible

for isolated amine sites in a Zmax = 3, z = 0 surface to be separated further and still be a z = 0 surface,

but as will be discussed later, decreasing the surface density of constant-z surfaces limits the range

of adsorption isotherms that can be predicted or fitted. One should also note that in a large lattice

composed of different proportions of constant-z surfaces, deviations due to edge groups with a

different number of nearest neighbors become completely negligible.

If one knows the initial, overall surface fraction of amines (number of amines divided by the total

number of sites), eamine,o, and the surface is covered by constant-z surfaces, then eamine,o can be

written as

z Az zm

(44) Oamine, I OZ . - _= g OZ.
z=O 4 tal z=O

where Oz is the amine surface fraction of a specific constant-z surface, and Az/Atotai is the fractional

area of the total surface occupied by a specific constant-z surface, which will be denoted as P. This

0, value is related to the corresponding a, value through

(45)a = number of amines with z nearest neighbors 0 -Az _0 -A 0 -pz
total number of amines Zma" Zm"x 6amineO

z=0 z=O

Using these relationships, we can continue from Eq. (44) to write the overall contributions of CO 2

uptake due to constant-z surfaces as

(46) Oco =Z. . Z - Pco- =4 (K-Pco Sf
z= A0) otal z=O

where I K -Pco 2 ) are the adsorption isotherm functions for a constant-z surface in terms of

dimensionless pressure, K*Pco 2, which will be referred to as h-curves. After substituting Eq. (45) into

Eq. (46), one obtains the final form of the adsorption equation:
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(47) Oc02 = 0amne, 0 hz(K -Pc) '
z=0 Z

This equation can be used to predict adsorption isotherms for a given surface configuration and fit

adsorption data. Note that the h-curves for each constant-z surface in Figure 50 only need to be

simulated once.

9.1.3 Simulation Procedure

A simulation was performed to generate empirical expressions for the h-curves. This Monte Carlo

simulation was performed in the grand canonical ensemble using the Metropolis algorithm. The

probabilities of adsorption and desorption of CO 2 are given by

(48) Paddsorption = min eXp (p - ENl + EN)ji = min exp[kl (p-AE)],i

(49)Pdesorpion = min exp[ (-p+ EN -ENl-91 = mif{xp (-p + AE)]

where kb is Boltzmann's constant, T is the absolute temperature, pi is the chemical potential of the

gas, and AE = EN, -EN = EN -EN- is the energy difference of the lattice when a CO 2 molecule is

adsorbed onto the surface.124 Since the model assumes no lateral interactions, the value of AE is a

constant throughout the simulation.

For a single step in the simulation, a list of all potential amine pairs and product pairs (adsorbed CO 2

groups) was generated, and a random pair was chosen. If it was an amine pair, a random number

was generated between 0 and 1; if this random number was less than Padsorption as calculated in Eq.

(48), then a CO 2 molecule was adsorbed onto that amine pair. On the other hand, if a product pair

was chosen and the random number was less than Pdesorption as calculated in Eq. (49), then the CO 2

group was desorbed. After each successful adsorption or desorption, the list of the amine and

product pairs was updated. For the simulation of each constant-z surface, a lattice size was used

such that the surface contained approximately 10,000 amine groups. Periodic boundary conditions

were also employed. These simulation conditions were sufficient to make the finite size effects

115



negligible. For a specific i-AE value, 5 x 105 to 1 x 106 of these steps were performed to reach

equilibrium, and then a further 5 x 105 to 1 x 10 steps were performed, during which the average

OC02 and average epairs were computed. By rearranging Eq. (39), one obtains

(50) K -Pc2 
2pairs

which allows one to calculate the K*Pco 2 value from the equilibrium OC02 and Opairs for each pu-AE

value. For each constant-z surface, the p - AE values that were used ranged approximately from -5

to 5.

From the simulation of each constant-z surface, the set of points (K*Pco2, EC02) was generated which

is the simulated adsorption isotherm in terms of non-dimensional pressure, K*Pco 2. These data were

fitted to an empirical equation given by

9 /\1/m

-zb-(K -Pol
(51)9co =h(K.Pco= 2 C2/

which resembles the Sips equation, 12 where b and m are empirical parameters. There was no

theoretical reason for using this form other than goodness of fit and the following limit is finite:

(52) lim [ C02) 2
(K-Pc -+w CO 2

However, the isotherm does not allow a finite slope at zero pressure, which is physically

inaccurate. 1 In the limit of infinite pressure, the adsorbed layer will become completely

ordered, such that all the amine sites are occupied for constant-z surfaces with z > 0, and Eq. (52)

shows this limit. This functional form fit the data very well, as shown in Figure 51 in the case of a

triangular lattice at both high and low non-dimensional pressures. It should be noted that no

simulation data is needed for a z = 1 surface since pairs are actually conserved in this case, and the

adsorption isotherm reverts to a Langmuir isotherm equation. Additionally, for the z = 0 surface,

there can be no adsorption, so eC0 2 is zero at all values of K*Pco2. The fitted parameters for all lattice

types are shown in Table 11. While the results for honeycomb and square lattices are presented for
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the sake of completeness, it is believed that if no other knowledge of the surface is known, the

triangular lattice allows a close-packed configuration of amine groups and wider range of possible

surface configurations. Thus, the following analysis only employs the triangular lattice for fitting

data and making predictions.
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Figure 51. Fitted simulation data for the constant-z surfaces of a triangular lattice (zmax = 6) in a (A) moderately high

pressure region and (B) a low pressure region.
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Table 11. Fitted parameters (b and m) and amine surface fractions (O) for each constant-z surface

Zmax z b m O2

3 0 0 1/4
1 1 1 1/2
2 1.2232 1.5509 2/3
3 1.4654 1.5735 1

4 0 0.00 1/2
1 1 1 1/2
2 1.2229 1.5497 1/2
3 1.5017 1.3711 2/3
4 1.7106 1.5682 1

6 0 0 1/4
1 1 1 1/3
2 1.2236 1.5476 1/2
3 1.4639 1.5729 2/3
4 1.6403 1.6517 3/4
5 1.8337 1.6727 6/7
6 2.0171 1.6720 1

When fitting the data to the isotherm equation in Eq. (47), one varies K and the vector [az, z =

0,1,..,Zmax-1]. Because the [az] sum to 1, there are only Zmax-I independent a, values. The constraints

that must be satisfied during the fitting process are:

(53)K > 0

(54)0 5 {az, z=0,1,..., z -1} 1

Zmax -1

(55) az < I
z=O

(56) OamineO < z

"' az

The constraint in Eq. (54) is present so that azmax cannot be negative. The constraint in Eq. (55)

comes about because the maximum surface density of amines for a given z-histogram occurs when
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there is no empty space on the surface (i.e., the surface is only made up of constant-z surfaces).

Thus, the overall density must not exceed this maximum surface density given by the z-histogram.

This constraint also demonstrates the reason that the most dense constant-z surfaces were chosen,

as mentioned earlier, since they allow the widest possible range of Oamine,Oto be accommodated.

This constraint in Eq. (56) also gives the condition to determine if a given z-histogram is possible to

reconstruct. For instance, if one wanted to know the adsorption isotherm of a surface with an

arbitrary z-histogram and a specified eamine,a, one could check if such a surface is even possible to

construct by seeing if the constraint in Eq. (56) holds. If such a surface is possible, then one merely

plugs in the z-histogram values, [az], into Eq. (47), the parameters from Table 11, and a specified K-

value to determine the resulting adsorption isotherm.

This model can also be applied to fit data from multilayers of amines, diamines, triamines, and other

polyamines-not just monolayer coverage. The difference is that since surface fractions only make

sense for monolayer amine coverage, one must fit amine efficiencies ((C:N) = Eco2/8amine) versus

pressure data. Furthermore, since there is no concept of surface fraction, the constraint in Eq. (56)

need not apply, which actually makes the fitting process simpler.

9.1.4 Results

This model was used as a predictive tool to determine the surface configurations that give the

maximum and minimum OC02 as a function of K*Pco2, and amine,o, as shown in Figure 52A for the case

of a triangular lattice. This procedure involved maximizing or minimizing EC02 at set values of K*Pco 2

and 6 amine,o by varying [az,z = 0:1:zmax-1I. From this plot, the corresponding C0 2/amine ratio ranges

can be obtained, as depicted in Figure 52B. When the eamine,o is low enough the amine groups can be

arranged in any possible manner, allowing a wide range of C0 2/amine ratios to be achieved.

However, as eamine,o becomes larger, the range of surface configurations possible becomes more

limited because the surface is more crowded, thus making the range of possible C0 2/amine ratios

narrower.

The maximum and minimum OC02 as a function of Oamine,ofor the case of low pressure (K*Pco 2 = 1)

and moderately high pressure (K*Pco 2 = 100) are shown in Figure 52C-E and Figure 52F-H,
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respectively (these are effectively cross-sections of Figure 52A). In addition, the compositions of

each maximum and minimum surface in terms of fractional area of a constant-z surface are

presented. One can see that the maximum surface composition changes between low pressure and

moderately high pressure conditions due to the fact that at low pressures, it is better to have more

apparent pairs (z = 6 surfaces are better than z = 1 surfaces). However, at higher pressures, isolated

amines become more of an issue, and thus, having some z = 1 surfaces (isolated amine pairs) are

preferable at certain amine loadings. This switch in the ideal surface composition occurs around

K*Pco2 = 6. At infinitely high pressures, there is no specific optimal surface configuration for a given

amine loading, since all the amines become occupied as long as z > 0.
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We used our developed isotherm in Eq. (47) to fit several experimental data sets from the literature

to extract meaningful parameters. Information on the data sets that were used is given in Table 12.

Although several data sets were considered, only those that used mono-amine groups, had known

amine loadings, included multiple data points in low pressure regions (< 1 bar), adsorbed under

anhydrous conditions, and provided grafted sorbent surface areas were used. At higher pressures,

physisorption can be accounted for by subtracting the adsorption isotherm of the ungrafted

substrate (an estimate of the physisorption contribution) from the adsorption isotherm of the

grafted substrate, as performed in the analysis by Serna-Guerrero et al.""

Usually, CO 2 uptake and amine loading is reported in mol/g-sorbent or in some other quantity that is

based on measurable values rather than as a surface fraction. Because this model is based on a

discrete lattice, these quantities must be converted into surface fractions, which require an effective

molecular radius or area of the amine and the total area of the surface. Ideally, only amine groups

that are within two radii of each other (up to Zmax groups) will react with a constant K, and

everything beyond two radii will never react (K = 0). The molecular area for 3-aminopropylsilane

(APS) was taken to be 0.30 nm 2,11 2 and the molecular area for pyrrolidinepropylsilane (PyrPS) was

taken to be roughly 1.5 times that of APS, or 0.45 nm 2 . It was also assumed that the total area of

the surface is given by the surface area of the grafted material as opposed to the surface area of the

initial porous material.

For case 1,the data was only fitted to an early part (<0.25 bar) of the adsorption isotherm. The

model was not able to fit the data well if points at higher pressures were included. However, the

entire adsorption isotherm could be reasonably fitted for cases 2 and 3 up to 1 bar. For each data

set, K and [a, z = 0,1,...,Zmax-1] were fitted using X2-minimization. Calculated parameters for each

data set are given in Table 13 along with the molecular structures of the grafted amine groups; the

meaning of these parameters will be discussed later. The 95% confidence intervals for the fitted K-

values were determined using bootstrap methods with 500 resamples. 129 The [aJ values, which are

the fractions of amines in each constant-z surface, can be converted using Eq. (45) to give the [Oz]

values. These values are represented in the form of a histogram, as shown in Figure 54. The z = -1

bin represents the fraction of surface that is just empty space. The error bars indicate 95%

confidence intervals, using the same method indicated previously.
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Table 12. Characteristics of experimental data fitted to the model
Surface Area Surface Area Mean Pore Mean Pore

[Ref.] of Porous Grafted Diameter (A) Diameter (A) Type of Amine Amine Group Temp-Case (A A yeContent
Material Material of porous of grafted Material Group erature (K)

(m 2/g) (m 2/g) material material (mmol/g)
15 672 409 4.2 4.1 Silica APS* 1.6 303

MCM-

210 1290 505 25.8 - 48 APS* 2.45 298

MCM-

130 1290 507 25.8 48 PyrPSt 1.48 298

* = 3-aminopropylsilane
t = pyrrolidinepropylsilane
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Figure 53. Experimental CO 2 uptakes (9) fitted to current model (-). Adsorbent characterization data for each case are
given in Table 12.
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after fitting the experimental data. Error bars indicate 95% confidence intervals.

Table 13. Calculated quantities from each data set case and amine group molecular structures.

95% a for K
Ce 0 Best-Fit K , (C:N)/$.5 q = (C:N)/(C:N) Amine Group

1 0.42 7.1 (4.9,10.9) 0.39 0.61 NH2

2 0.88 1.7 (1.4,1.8) 0.42 0.95

3 0.79 0.11 (0.09,0.12) 0.11 0.85 H

* = 95% confidence intervals (lower bound, upper bound) calculated using bootstrap methods, 500 resamples

9.1.5 Discussion

Interpreting Fitted Experimental Data

The discrepancy in the range that the model can fit could possibly be attributed to the added role

that physisorption plays in the first case, as the pore sizes are significantly smaller (-4 A) than those

of the latter two cases (-25 A). The study containing the first case also tested an adsorbent on
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titania substrate,and titania itself was found to have strong interactions with CO 2, so this case was

omitted from the fitting.

From the plots in Figure 54, one can see the presence of large error bars. This is partly due to the

fact that the adsorption curves of the constant-z surfaces resemble each other in shape, so a z = 4

surface is close to a linear combination of other constant-z surfaces, for example. It should be noted

when interpreting the fitted data that the resulting z-histogram only represents one possible

effective surface that, under the assumptions of the model, would generate the same adsorption

isotherm. There are a multitude of surface configurations that also give close to the same

adsorption isotherm, and they represent local minima in the fitting process.

From Table 13, one can observe the variation in fitted K-values for each case. Despite the large error

bars for the composition of the effective surface, the corresponding K-value range is relatively

narrow, which makes it a useful first approximation to the actual equilibrium constant that accounts

for the requirement of adjacent amine groups. The value of this model is that the K-values obtained

have a clear physical meaning that, if all the model's assumptions are correct, is equal to the

equilibrium constant described by Eq. (39). Although not carried out in this work, these values can

be directly compared to theoretical calculations.

As one might expect, the K-values are not exactly the same, but they are within two orders of

magnitude of each other. The main cause of variation from this limited set of data appears to be

amine type, as the secondary amine PyrPS K-value is roughly one or two orders of magnitude below

that of the primary amines. This may be due to lower flexibility and increased steric hindrance of the

PyrPS, which decreases the strength of attractive interactions in the product pair. Similar

conclusions by Zelenak et al. were obtained from experiment showing a primary amine (3-

aminopropylsilane) to have slightly higher amine efficiencies than a secondary amine (3-

(methylamino)propylsilane). 31

The differences in K-value between cases 1 and 2 could be due to differences in pore size or other

substrate characteristics. Smaller pore sizes would increase the interaction energy between CO 2 and

the substrate, thus increasing the apparent K-value.
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Recommendations for Adsorbents

As mentioned previously, the amine type may significantly affect the equilibrium constant. Given the

limited data set, primary amines appear to have higher equilibrium constants than secondary or

bulky amines. Besides issues of flexibility and steric hindrance, another factor in determining the

effective equilibrium constant is the rotational energy barrier of the amine. If this energy is low, like

for APS, then it can react with nearest neighbors in any direction with equal probability. On the

other hand, high rotational barriers means that given its current orientation, it can only react to a

significant extent with z nearest neighbors, where z is less than Zmax. By lowering the effective Zmax,

even a completely covered surface will appear as a z = 2 surface in terms of adsorption

characteristics (see Figure 51), for example. This reasoning recommends less bulky and more

rotationally free amines, since these characteristics increase the number of apparent amine pairs

available to adsorb CO 2.

Another important factor is the silanol group density on the surface, since this density puts a limit

on the maximum amine density possible and can affect the equilibrium constant. For example,

although the substrate materials for cases 1 and 2 were silica-based, the densities of silanol groups

on which the amines are grafted onto can vary anywhere from 0.7 - 6 silanol groups/nm 2 depending

on the preparation method.1 1
2 For lower densities of silanol groups, the K-value might be expected

to decrease because the nearest neighbors will be farther apart on average, which could make it

more difficult for the amine groups to react with each other, as it requires more alkyl chain

flexibility. Most experimental work on CO 2 adsorbents do not individually characterize the silanol

densities, so it is difficult to make comparisons, but from this model's assumptions, a higher silanol

density on the substrate would be expected to increase both the amine loading limit and the

apparent K-value.

In addition, the use of longer amine groups may allow more separated amine groups to react more

favorably due to decreased bending strain. This could effectively make a formerly z = 0 surface into a

z = 6 surface by increasing the area of reactivity, although the effect is diminished once larger

surface densities are used. Another possibility that has already been tried is the use of polyamines

to increase the amine loading beyond the silanol group content.112, 1-14
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Applying the Model to Constrained Surface Configurations

An interesting application of this model, besides fitting data, is in screening potential adsorbents

based on surface configurations that are constrained to follow certain rules. In other words, if one

can model how amines will arrange in space, the model can offer a first estimate of the adsorbent

efficiency. For instance, amine polymers, especially polyethylinimine (PEI), are used ubiquitously in

the literature for CO 2 adsorption, as summarized by Choi et al.10 2 In this example, a general amine

polymer was analyzed for two cases: 1) all parts of the polymer are grafted to the surface and 2) a

polymer that is physically impregnated into the porous structure135 or a polymer produced from

direct polymerization on the surface 36 . The first case can be modeled as a polymer in two

dimensions, and the second as a polymer in three dimensions. Self-avoiding random walk

simulations on a lattice 37 (a triangular lattice for the 2-D simulation and a simple cubic lattice for

the 3-D simulation) were performed in both cases using 1000 repetitions to approximate the

average z-histogram for the polymers as a function of number of monomers and fraction of tertiary

amines, as shown in Figure 55. The amine efficiency was calculated from the average z-histogram,

and from typical values of K = 1 bar' and PC0 2 = 0.12 bar, using Eq. (47), where the CO2:N ratio =

ec02/amine,o; under these conditions, the maximum C0 2:N ratio is 0.18. It was assumed that each

monomer in the simulation contained one amine, and the next monomer attached onto the amine

of the previous monomer, as in polyethylenimine (PEI).1 02 Thus, a linear monomer consists of all

secondary amines, except for the unreacted end, and a branched polymer contains the ratio

n+1:m:n of primary:secondary:tertiary amines, assuming no cross-linking occurs.

From Figure 55, one can see that as the fraction of tertiary amines increases (branching increases),

the amine efficiency decreases. Despite more amines being closer together as branching increases, a

larger proportion of amines are tertiary, and thus, less reactive. Tertiary amines can only accept a

hydrogen from an adjacent, primary or secondary amine group; they cannot become the carbamate

group. Therefore, while tertiary amines can be effective partners with primary and secondary

amines for CO 2 uptake, adjacent tertiary amines are not effective for reacting with CO 2. This concept

is illustrated in Figure 56. Therefore, linear polymers (zero fraction of tertiary amines) would seem

to have the best amine efficiency under this simple model. In addition, polymers constrained on a

plane appear to have higher efficiencies compared to the corresponding 3-D polymer with the same

size and fraction of tertiary amines.
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Figure 55. Amine efficiency of a 2D (A) and 3D (B) self-avoiding random-walk polymer as a function of the number of
monomers and the fraction of tertiary amines.
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Figure 56. (A) shows the result of a tertiary amine reacting with C0 2, which is assumed to be unlikely under anhydrous
conditions, and (B) shows how a tertiary amine can be the proton acceptor when paired with a primary or secondary

amine.

It is of interest to see if experimental data supports this conclusion that more branching leads to

lower amine efficiencies, and vice versa. Table 14 separates several adsorbent studies based on

whether highly branched polymers (PEI) or linear amine molecules (DEA and TEPA) were used, using

amine efficiencies (C0 2 :N ratios) of amine-impregnated silica adsorbents compiled by Choi et al.10 2.

For physical impregnation, these molecules can be thought of as 3D random walk polymers to a first

approximation. Although different supports were used, the temperatures and pressures were the

same for all studies. One sees that amine efficiencies for linear amine molecules (which contain only

primary and secondary amines) are roughly 50% higher than highly-branched PEI molecules.

Although these efficiencies are not directly comparable to those of Figure 55B, since those

simulations were performed for K = 1 bar-' and Pco2 = 0.12 bar, it illustrates a probable reason

behind large decreases in amine efficiency when moving to highly branched amine polymers.

Table 14. Summary of amine efficiencies for amine-impregnated silicas (adapted from Choi et al.1

Amine*iRefi Support T (K) Pco2 (bar) (C0 2 :N)

PEI138  proprietary inorganic support 348 1 0.26

PEI135  MCM-41 348 1 0.17

PEI1 39  KIT-6 348 1 0.26

PE1I 40  MCM-41 348 1 0.17

Average (C0 2:N) 0.215

TEPA141 SBA-15 348 1 0.3
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Average (C0 2:N) 0.335

PEI = polyethylenimine, TEPA = tetraethylenepentamine, DEA = diethanolamine

Another route toward densely packed amine structures may be to wrap amine polymers around a

nanostructured scaffold such as carbon nanotubes (CNTs) in a cylindrical helix shape. This model

gives qualitative recommendations for the pitch of the helix and quantitative predictions of the

expected amine efficiency for wrapped CNTs. As the pitch (width between consecutive loops)

becomes large, such that amines on adjacent loops cannot react, the surface looks like a z = 2

surface, which has an amine efficiency of 0.12 at K = 1 bar- and PC0 2 = 0.12 bar. However, once the

pitch decreases such that adjacent loops can react with each other, the apparent number of nearest

neighbors increases significantly, making the structure react as a z = 6 surface, which has an amine

efficiency of 0.18, a 50% increase, under the same conditions. In addition, the overall CO 2 uptake per

nanotube (same area) for a tightly wrapped polymer over a loosely wrapped polymer would be

roughly 3 times greater or more, depending on how loosely wrapped (in terms of pitch distance) the

polymer is. From these examples, we demonstrate how this model could allow a more rational

approach toward adsorbent synthesis.
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Figure 57. Schematic of amine-wrapped nanotubes and their corresponding constant-z surfaces for (A) high-pitch and
(B) low-pitch cases.

A New Measure of Amine Efficiency

In using this model in experimental work, it is suggested that a new quantity be reported concerning

amine efficiency:

(CO :N), 0 C02, aual

~1 ( CO2 :N) 0 C02,ideal

where

( 58 )(C0 2 : N jda = maXLXh)(K.-Pco).L

000=0*0 0016NOM

This factor r1 provides a measure of amine efficiency that compares the experimental CO 2 uptake

with the maximum ideal uptake at the same Pic2 and K as the experiment when the optimal surface

configuration of amines is used. The value of K is determined either from fitting adsorption data to

the model or using a previously calculated value. The reason for this quantity is that most
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researchers report (C0 2 :N)actuai and explicitly or implicitly compare it with the ideal stoichiometric

value of 0.5, as if the reaction were irreversible. This new measure of amine efficiency gives a more

realistic estimate of how efficiently amines are being used, because it compares the actual value to

the maximum attainable value at the same pressure, under this model's assumptions, taking into

account the unique chemistry occurring at the surface. Therefore, the quantity is pressure-

independent and more easily comparable. It is possible that n could be greater than 1 due to

limitations of the model, and this would give the extent of other contributions to CO 2 uptake. The

values of q were calculated for the data sets fitted, as shown in Table 14 at an industrially relevant

low CO2 pressure of 12 kPa. One can see that if (CO 2 :N)actual were compared to 0.5, the efficiencies

look rather low. However, in terms of what could possibly be attained, given the amine type (a

certain K-value) and amine loading (Oamneo), the adsorbents are fairly close to the optimal value, in

terms of surface configuration.

9.1.6 Conclusions

In this study, a new isotherm equation was proposed which describes the adsorption of dimers onto

a surface, where the active groups on which dimers can be adsorbed onto can be of an arbitrary

configuration. This model was applied to CO 2 adsorbents, where a CO 2 molecule adsorbs onto two

adjacent amine groups, and amine groups are covalently grafted onto the surface of the porous

substrate. By functionalizing the results of a small number of Monte Carlo simulations, an

adsorption isotherm equation was proposed which can accurately predict the adsorption

characteristics of an arbitrary surface given the surface's z-histogram (which can be computed or

estimated fairly easily), the initial surface fraction of amine groups, and the equilibrium constant of

the reaction of CO 2 with two adjacent amine groups.

This model was then used to fit experimental data in the literature at low pressures, where only

chemisorption would be expected to be significant. The resulting fitted parameters gave the

equilibrium constant that corresponds to the actual reaction occurring at the molecular level as well

as parameters that can be used to visualize the effective surface configuration of amines on the

surface. In addition, the model was used to predict the range of uptake values that can be obtained

through varying the surface configuration. Under the most relevant values of pressure and
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equilibrium constant, a fully filled surface is expected to give the highest CO 2 capacity. The model

was further applied to amine polymers and nanostructured materials to give recommendations for

more efficient materials. A new quantity to describe amine efficiency was introduced which gives

the CO 2 uptake normalized by that expected given an ideal surface configuration. It is hoped that

this study will provide a fundamental model of CO 2 adsorption that highlights the role that surface

configuration plays and points toward ways of exploiting this unique chemistry.
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9.2 The Structubent: A Nanocomposite Solution for Compressed Natural

Gas Storage

9.2.1 Introduction

Natural gas is expected to be the fastest-growing energy source over the next three decades, with

consumption predicted to increase 64% from 2010 to 2040.144 Natural gas has also been cited as a

possible bridge fuel from coal and oil to cleaner, renewable forms of energy.14 5 However, natural

gas, unlike oil, presents more difficulties in storage and transportation due to its gaseous state.

Depending on the economic situation, natural gas recovered at a well may be 1) flared, or burned at

the site of the well, if there are no economically accessible markets or for safety reasons,146 2) taken

by pipeline across land to an end-user, 147 3) up-converted to liquid fuels in a gas-to-liquid (GTL)

process,148 4) cooled to liquefied natural gas (LNG) for long-distance transport, usually overseas,149

or 5) pressurized to form compressed natural gas (CNG) for transport.150

Overseas bulk transport of natural gas has typically relied on liquefaction of the gas to achieve

higher energy density. But LNG has several disadvantages, including the high, initial energy

requirement for cooling to cryogenic temperatures (-162 C), the persistent boil-off gas needed to

keep the LNG cold making long-term storage not possible, and the high costs for LNG plants and

cryogenic storage tanks. The reason LNG continues to dominate compared to CNG is the fact that

the higher energy density, approximately 2.5 times that of CNG compressed to 200 bar (assuming

pure methane), overcomes these economic hurdles.

Alternatives to LNG include CNG and adsorbent natural gas (ANG), where natural gas is stored in an

adsorbent bed. CNG is the more mature technology, and smaller tanks are used for vehicular fuel

storage mainly in trucks and light-duty vehicles under a working pressure of 200 or 250 bar. There

are currently four different types of CNG tanks (I through IV), with type 1 being the heaviest and

most inexpensive, being constructed entirely out of steel or aluminum, and type 4 being the lightest

and most expensive, consisting of a composite wrap with an inner, gas-tight plastic liner.151

Meanwhile, there has been several research studies looking into natural gas storage using
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adsorbents which could potentially achieve similar storage capacities at lower working pressures (35

bar is the standard, which allows for single-stage compression), thus decreasing refueling costs and

improving safety.15 2

The novel concept we are proposing is a combined adsorbent-compressed natural gas system,

wherein the adsorbent not only adsorbs natural gas, but contributes to the structural integrity of the

vessel itself; thus we refer to it as a structubent. The structubent material can be a pure adsorbent

material embedded in a structural material, where the structural material would be a porous

polymeric matrix in order to allow methane diffusion into the adsorbent, as shown in Figure 58.

micropor ous adsorn ..........
p Pj particl es-

PO P ~ nat

P1

P0

outer shell macroporous structural
material

mpressed
ural gas at Pi

structubent layer

outer shell

Figure 58. Schematic of proposed structubent concept for compressed natural gas storage. Microporous methane
adsorbent particles can be embedded inside an annulus of structural matrix with some volume fraction, E. It is assumed
here that the structural material is macroporous, thus ensuring that adsorption takes place at the internal pressure, P1.
However, the radial thickness of the structural matrix is such that the contact pressure, Pc between the shell material
and structubent layer is essentially the outer, atmospheric pressure, P0.

9.2.2 Results and Discussion

To begin, we seek to optimize two figures of merit for compressed natural gas storage tanks: 1) the

volume specific capacity (moles of methane stored per total vessel volume per unit length of
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cylinder) and 2) the mass specific capacity (moles of methane stored per empty vessel mass per unit

length of cylinder). There are several design parameters and material properties that can vary in the

following analysis of structubent-based CNG vessels, as indicated in Table 15. To reduce the number

of degrees of freedom in the problem, certain parameters will be fixed depending on the feasibility

of actually varying them in the real world. This analysis assumes the existence of composite

reinforcing particles that can simultaneously act as high surface area adsorbents for gases

permeating the otherwise permeable composite matrix.

Table 15. List of design parameters and material properties for structubent-based CNG vessels.

Parameters Symbol Units
Vessel outer radius ro [im]
Vessel inner radius ri [im]
Outer shell density Pouter [m]
Outer shell ultimate tensile strength (UTS) UTSouter [MPa]
Outer shell modulus Eouter [MPa]
Matrix thickness tmatrix [im]
Matrix density Pmatrix [kg/I 3 ]
Matrix UTS UTSmatrix [MPa]
Matrix modulus Ematrix [MPa]

Maximum methane adsorption capacity Wmax adsmg-methane/g-

Langmuir constant for adsorption isotherm K [1/MPa]
Adsorbent UTS UTSas [MPa]
Adsorbent density Pads [kg/M 3]
Volume fraction of adsorbent particles inside

structural matrix
Internal working pressure Pi [MPa]
Maximum stress ratio for vessel A --

Mechanical Constraint

We can first determine the feasibility of the structubent concept by finding the parameters of a

structubent layer such that using the structubent design would increase the specific capacities over

the baseline case of just using another structural material for support. We will assume that there is
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only a single layer comprising the vessel, and that layer is of a thickness to just satisfy the safety

criteria.

Although there are several standards that dictate slightly different safety criteria for pressure

vessels, usually the safety factor is defined as the minimum burst ratio, a = burst , which is just the

ratio of burst pressure, Pburst, to the actual internal working pressure, Pi. This safety factor can also

vary by the type of material, but a typical value we will use in the following analysis is 3.0.151 Burst

pressures can be determined experimentally or by finite element analysis, and there have been

numerous relationships developed that attempt to predict the burst pressure, Pburst. Of these

relationships, the simplest is the Barlow equation shown in Eq. (59) which provides reasonable

accuracy.1s3 Here, auTs is the ultimate tensile strength of the material, r. is the outer radius, and ri is

the inner radius. After combining this equation with the minimum burst ratio, we can obtain the

maximum inner radius (or minimum thickness) of the walls to satisfy this safety factor (Eq. (60)).

(59) Psrt,, =as (r, - r)

(60)r = rCUrs

a P P + aus

Volume Specific Capacity

With this constraint on the inner radius, we can express the volume specific capacity per unit length

of the cylinder, CvoI,base, of the baseline case where there is no structubent (e.g. the pressure vessel is

just a steel shell), as shown in Eq. (61). The amount of methane stored is given by the inner volume

of the vessel (nri2) divided by the molar volume of methane at the working temperature and

pressure, vEOS,PI). The molar volume of compressed methane, assuming the stored natural gas is

100% methane, was obtained using the Peng-Robinson equation.s4

The volume specific capacity for the structubent case can be expressed assuming that the

structubent material experiences the internal methane pressure all throughout the layer.
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Furthermore, we assume the structubent follows a Langmuir adsorption isotherm, where the

number of moles adsorbed per unit volume is expressed as: na= max . The Langmuir isotherm
1+KP

fits the adsorption data very well for a variety of adsorbents.155-156 It should be noted that the value

of rimax is different between the base case and structubent case, as 0 UTS,base is not necessarily equal

to 0 UTS,struct-

Ni rmax /VEOS (TFP)
(61) Cvolbase = v 2

) -2 /vEOS 2 Pma x,struct

N5Ol + VUCI ~~,ax E S\'i ~o maxJ
(62 Cvj~smct Nvoid + struct ' struct 'a o 1 P(62 ) C = ____s__ruc_ 71* 2

2V Ir - ro

The ratio of these volumetric capacities, after simplification and substitution of the relation for rimax,

is given by Eq. (63).

(63)

+~~~~~~~ ( P) aP-i4rm,~~K T, P P - aP + ~ GStc
C (U 0sb + a , -a an EOS tnt nt o UPs., sPr

vol volstruct _int2

Cvol base aUTSbase (aEint - aP, T + a rsstruct 2

(OUTS bse + a in0 , - ap ) (a(Pin - J )2(T,P0, )(a~Jt0  - aP +2OquTs~t t +

UTSbas"nt 2 nt o n t o USstruct ) 7TS,struct

a'Urshbase ant - a, + aTS'struct2

When P.i > 1, then it makes sense to employ the structubent design from a performance

perspective optimizing volume specific capacity. One notices the presence of the term, X(T,Pint),

which is the ratio of the molar densities of methane adsorbed in the structubent and compressed

methane at a specific pressure, X(T,Pint) =nstruct/nvoid = nmax,structant vEOS TPnt) Because volume
1+ KPnt

specific capacities do not depend on density, the capacity ratio is not a function of the densities in

any way. We can plot Ovoi as a function of the ultimate tensile strength of the structubent layer,
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GUTS,struct, and the ratio of molar densities, A = nads/nvoid, as shown in Figure 59. In this figure we look

at two internal pressures: 3.5 MPa (35 bar) and 20 MPa (200 bar). The lower pressure has been used

as the testing pressure for adsorbent natural gas storage studies, as this is roughly the pressure

achievable by single-stage compression, and adsorbents reach saturation at lower pressures.

There are a few important observations. The first is that, as expected, the 1 vO ratio increases as A

increases, and the cross-over point at which it is favorable to have a structubent design is around

nads/nvoid -1. The reason for this is that when the structubent layer reaches the same molar density

as that of compressed natural gas, 0,.i reduces to r. 2/ri,max,base 2 1; essentially, one is adding a small

amount of volume, equal to the volume of the base shell, to store methane upon switching to the

structubent design. The second observation which may be counter-intuitive, is that increasing the

strength of the structubent layer actually decreases the capacity of the structubent vessel versus the

baseline case when nads/nvoid > ~1 (or more accurately, ro 2/ri,max,base 2 ). The reason for this result is

that as you increase the structubent layer strength, you need less of it to satisfy the mechanical

constraint. And because the structubent layer actually has a greater molar density than compressed

methane, you actually decrease the relative advantage of the structubent design as you use less

structubent material. If one were optimizing for the highest volume specific capacity, then it would

actually make sense to either use no structubent at all (if nads/nvoi < -1) and have the vessel

constructed entirely of structubent if nads/nvoid > ~1 if one were purely optimizing volume specific

capacities.

138



Pi= 3.5 MPa P.= 2 MPa
300 ..... 0 1-5 2

1.4 1.8
250 250

1.3 1.6
11.6

120 1-4
200 200

11 1.2

S1501 1

09 0.8
08

00.6100 100 0.6
0.7

0.4
50 0.6 50

0.2
0.5

0 0.5 1 1.5 2 0 0.5 1 1.5 2

A nstruct/r void A = nstruct'rvoid

Figure 59. Ratio of volume specific capacities, l3voI, as a function of the structubent layer ultimate tensile strength,

GUTS,struct, and the ratio of molar densities at the specified pressure, nstru/nvoid. Other conditions used are Pint = 20 MPa,
P. = 0.1 MPa, and a = 3.0.

At minimum, to have an increase in volume specific capacity, there must exist adsorbents that have

higher molar densities than that of compressed methane, since incorporating adsorbents into a

structural matrix will only decrease their adsorption molar density. Figure 60 shows data from some

carbon-based and zeolite methane adsorbents compared with compressed natural gas at the same

pressures. Adsorbents generally do better at lower pressures but reach saturation quickly, which is

why most adsorbent-based natural gas storage studies are carried out at lower pressures (usually

3.5 MPa) with the economic benefit that this pressure is achievable by single-stage compressors.
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Mass Specific Capacity

The volume specific capacity optimization is somewhat trivial, as it requires an adsorbent or

structubent layer with a molar density much higher than that of compressed natural gas. Another

important figure of merit to consider is the mass specific capacity per unit length of the cylinder,

Cmass, which is the moles of methane stored divided by the mass of the empty vessel. For the

baseline case of an inert shell material, the amount of methane stored is given by the inner volume

of the vessel divided by the molar volume of methane at the working temperature and pressure,

VEOS(T,P). The empty mass is given by the volume of the shell multiplied by the density of the shell

material, Pbase.

N ~ '/VEOS(T~
(64) Cmassbase 2 

W, 7r -r -rMax Pbase

The mass specific capacity for the structubent case is written in Eq. (65).
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+v -n (2 IEOS 1, maxstruct

(65) C - void struct struct _ 1+J F
mass~struct W r r2 -r 2 .struct i max psruct

The ratio of the two mass specific capacities yield can be simplified to Eq. (66). When mass > 1, then

it makes sense to employ the structubent design from a performance perspective optimizing mass

specific capacity.

(66)

PIas (urs'b.s + a. -aP( ) a (, - P nma,,stru," t ES (Ttrjt + raP -aP)+ ,srt
C,,,, p,,,) +Kt )(c

mTSas suc: n t 1 + KP ' Sstruct

mass,base 2rSb (aP. - aP + 2aUTS,

2rs,ba*J bet - aPa + IuTstrurc

Looking at this expression, we see that this ratio depends on two important parameters: 1) the ratio

of base and structubent densities, y = pbase/pstruct, and, as before, 2) the ratio of the molar densities

of methane adsorbed in the structubent and compressed methane at a specific pressure, X(T,Pint)

n KP
=nstruct/nvoid = nm+tr t vEOS Pint-

The fmass is plotted in Figure 61 as a function of y and A at several different values of 0 UTS,struct. Each

combination of y, A, and OUTS,struct represent some idealized structubent layer that happens to have

this combination of physical and mechanical properties. These plots show that, as expected,

increasing A, y and aUTS,struct have the effect of increasing Imass. It is interesting to note that as the

structubent layer increases in strength, the effect of increasing A decreases. This effect occurs
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because less structubent layer is needed, therefore there is a smaller increase in total moles stored

in the vessel as the structubent layer molar density increases.
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Figure 61. The ratio of mass specific capacities for the structubent and baseline designs, where a value > 1 means the
structubent design offers an enhancement over the baseline case, which is a steel vessel (CuUs,bae = 990 MPa). This ratio
is plotted against the density ratio and molar density ratio for different values of 0 uTs,Struct. Other conditions used are P1 t
= 20 MPa, P, = 0.1 MPa, T = 298K, and a = 3.0.
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Thus, we observe that it is possible to obtain significant enhancements over the baseline case of a

steel pressure vessel, and the previous plots indicate the conditions, namely y and A, that are

required to make the structubent concept feasible. The next step is to determine potentially

achievable values for y and A from real-world materials.

Analysis of Current Adsorbent and Composite Properties
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Figure 62.The structubent layer can be abstracted as a homogeneous layer with overall adsorbent and mechanical
properties, but the layer itself must be made up of adsorbent particles and a support material, each with their own
adsorbent and mechanical properties.

Before, we were considering the structubent layer itself as an adsorbent, but in reality, it would be a

composite consisting of a matrix material and an adsorbent material. Thus, we can substitute in the

following relationships (Eq. (67)-(69)) into Eq. (66) to get the ratio of mass specific capacities as a

function of the volume fraction of adsorbent in the matrix, E for specific potential adsorbents and

matrix materials. The matrix and adsorbent material properties used are listed in Table 16 and Table

17.

(67) Pstruct -
8Pads + 1 - )Pnatrix

Phase Pase
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(68) A / ( &nmax,ads~nt J (T p ) = nstruct nvoid = I + ~nt v EOS ' int 

( 69) (Y UTS ,struct = &CY UTS ,ads + (1- & )CY UTS ,matrix 

Table 16. Table of matrix materials considered to construct the structubent layer in order of increasing auTs,matrix· 

Matrix Common Type Density a UTS,matrix Ematrix References 
Index Name (g/mL) (MPa) (MPa) 

1 Epoxy 1.00 4.00 118.0 157 

0 
2 Polymethylmethacryl 1.18 24.20 750.0 158 

ate (PMMA) 0 
3 Polypropylene (PP) 0.91 33.00 1344. 159-160 

00 
4 SC-15 Epoxy 1.14 60.00 2500. 161 

00 
5 Nylon Polyamide 1.14 85.50 2826. 

6/6 90 
6 Polyimide 1.40 100.0 2500. 162 

0 00 

Table 17. Table of adsorbent materials considered to construct the structubent layer in order of decreasing Wmax· 

Adsorbent Common Type Particle Fitted Fitted Uur,matrix References 
Index Name Density Langmuir Maximum (MPa) 

(g/mL) Constant, Adsorption, 
K(MPa-1

) Wmax 

(mg/g) 

1 Kansai Carbon 0.29 0.60 244.98 ? 155 

Maxsorb 
2 Sutcliffe Carbon 0.60 1.18 157.07 ? 155 

GS/60 
3 Barnebey Carbon 0.71 1.32 132.57 ? 155 

Ml 
4 Kure ha Carbon 0.90 1.44 117.14 ? 155 

BAC 
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5 CaX Zeolite 1.00 1.05 105.35 ? 156

6 Calgon Carbon 0.75 1.48 89.35 ? 155

BPL
7 NaX Zeolite 1.00 1.19 83.71 ? 156

Figure 63 and Figure 64 are constructed using Eqs. (66) and (63) to compute @mass and I301 for each

combination of adsorbent and matrix material. It is assumed that E = 0.4, which is a relatively high

volume fraction of adsorbent particles. Experimental studies of synthesizing composite materials

typically only use E = 0.01-0.05, as the goal is to strengthen the composite material with as little

particulate as possible, so there are fewer studies looking at high loading of filler materials. There is

precedent though, as rubber tires consist of up to 39 wt% carbon black, which increases the

mechanical properties.163 For constructing a structubent, it is ideal to have much higher volume

fractions so that the volume specific capacity is not decreased too significantly. However, there are

major hurdles in creating composite materials with high filler material fractions, especially since

there is increased likelihood of macroscopic aggregation and phase segregation which can diminish

overall mechanical properties. The enhancement of mechanical properties depends on the strength

of the adsorbent particle-matrix interfacial bonds, which in itself is subject of much research.

Another assumption is that the rule of mixtures applies to calculating the composite density and

ultimate tensile strengths.

One observes that for some matrix/adsorbent material combinations, there can be significant

enhancements up to 40% over the baseline case in terms of the mass specific capacity, especially at

lower pressures (Figure 64). Furthermore, at lower pressures, because adsorbent uptake is higher

relative to CNG, the volume specific capacity is kept relatively the same compared to the baseline

case of a steel cylinder. Another observation is that while A is relatively low (0.15-0.25), the ratio of

densities, y, is quite high (6-12) indicating that the structubent layer is much lighter than steel, which

allows it to achieve good specific capacities despite the structubent layer having lower molar

densities relative to standard CNG.
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Figure 63. Structubent figures of merit at 20 MPa, e = 0.4, and GuTs,ads = 200 MPa compared to a steel CNG cylidner. (A)
Ratio of mass specific methane capacities as a function of combining specific adsorbents and matrix materials together.

The indices of materials correspond with those in Table 16 and Table 17. (B) Ratio of volume specific capacities. (C)

Ratios of densities of baseline material and composite structubent layer. (D) Ratio of molar densities of composite

structubent layer for each adsorbent material. (E) Ultimate tensile strength of the composite structubent layer for each

adsorbent/matrix material combination.
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Figure 64. Structubent figures of merit at 3.5 MPa, e =0.4, and GUTS,ads = 200 MPa compared to a steel CNG cylidner. (A)
Ratio of mass specific methane capacities as a function of combining specific adsorbents and matrix materials together.
The indices of materials correspond with those in Table 16 and Table 17. (B) Ratio of volume specific capacities. (C)
Ratios of densities of baseline material and composite structubent layer. (D) Ratio of molar densities of composite
structubent layer for each adsorbent material. (E) Ultimate tensile strength of the composite structubent layer for each
adsorbent/matrix material combination.

A simplification of this model is the fact that we assume the adsorbent particles experience the

internal pressure of methane at all points in the structubent layer, and that there is only a

structubent layer making up the pressure vessel. This type of geometry would result in a leaky

pressure vessel, as methane diffuses out of the structubent layer, although the structubent layer

itself would remain well under the maximum burst ratio. Real implementation of this concept would

require a very thin gastight layer, such as a thin layer of metal, to be adhered to the structubent

layer. Emerging barrier materials such as graphene or other 2D composite fillers could also be

utilized. The continuous, non-void regions of the structubent material would bear essentially all of

the hoop stress, and the interfacial pressure between the structubent layer and outer shell would be

close to atmospheric pressure, allowing the outer shell to be quite thin. However, the void regions

of the structubent layer, at equilibrium, would be all at the internal pressure due to diffusion of
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methane though the matrix. The sealing of multiple layers of materials and composites is not trivial,

but possible. For example, carbon-fiber layers used in current composites are employed alongside a

gastight liner on the inside of the pressure vessel.

9.2.3 Conclusion

In conclusion, we have introduced a new concept that may be enabling for compressed natural gas

(CNG) transportation. The combination of methane adsorbent filler particles for the formation of a

polymer composite shell allows for the unique engineering of a combination of constraints on the

CNG problem. We show that it is possible to increase specific capacity by utilizing a combination of

mechanical reinforcement of a lower density composite layer, and increased volumetric capacity of

that layer for methane. This work derives the appropriate figures of merit for such materials,

relating critical material properties to increased capacity. The structubent concept may find

application to other gas storage problems.
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