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Abstract

The recorded seismic signal contains full information about the source that generated
the seismic waves and the path along which the seismic waves travel and interfere
with subsurface. However, source information is not an explicit part of the seis-
mic record and thus is a large source of uncertainty in seismic imaging and velocity
analysis applications. In this thesis, we develop source-independent methods for seis-
mic imaging, seismic trace interpolation and velocity analysis using the interference

between pure (PP and SS) and converted-phase (PS and SP) waves. For seismic

imaging, we develop amplitude-balancing source-independent converted-phase seis-
mic imaging conditions and introduce a concept of conversion ratio coefficients to

provide a physical and mathematical foundation for source-independent converted-
phase (SICP) imaging. For seismic trace interpolation, we develop a scheme for

migration/de-migration to suppress migration-based artifacts due to sparse station
deployments. For velocity analysis, we present first a source-independent space-lag

domain Extended SICP imaging condition (ESICP-IC). Then, we mathematically de-

rive an optimization scheme for source independent converted-phase wave equation

migration velocity analysis (SICP-WEMVA). We investigate numerically the stabil-

ity and convergence of SICP-ICs, SICP interpolation and SICP-WEMVA with syn-

thetic data. Finally, using the developed methodologies, we investigate the subsurface

structure of the Hengill geothermal area in Iceland using the abundant micro-seismic

activity of the region. The constructed SICP seismic images show detailed subsurface

structure of the Hengill area that is well correlated with previous seismic and resistiv-

ity studies. Also, we find that the amplitudes of the images are well correlated with

a low resistivity region of the geothermal area. The reason for this correlation is not

fully understood, but may provide an additional tool for investigation of the Hengill

site.
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Chapter 1

Introduction

1.1 Thesis structure

This work is composed of four major components which we present in the following

sequence: first, amplitude-balancing source-independent seismic imaging conditions

and their relationship with reflection, transmission and conversion coefficients using a

concept of conversion ratio coefficients; second, source-independent migration-based

seismic trace interpolation of sparse micro-seismic data; third, source-independent

migration velocity analysis for updating elastic wave speed models; and fourth, the

application of the developed source independent seismic imaging methods to micro-

seismic field data obtained from monitoring of Hengill geothermal (volcanic) area in

southwest Iceland.

1.2 Motivation and challenges

This thesis has been motivated by the three component broadband micro-seismic

data from monitoring abundant natural and induced seismic activity of the Hengill

geothermal (volcanic) area in southwest Iceland. My initial research goal has been

to investigate the subsurface structure of the Hengill area using full waveform seis-

mic imaging methods from exploration geophysics. However, when I started my

research, I faced several challenges in achieving this goal. First, the recording sta-
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tions were sparsely distributed on the surface with spacing of about 4 km. Second,

earthquake/source information for location, origin time, and moment magnitude that

I obtained from the Icelandic Meteorological Office for Earthquakes contained a large

source of uncertainty because it was estimated using a simplified 1D wave speed mod-

els. Third, although I received 3D wave speed models for the Hengill area with more

spatial details from my colleagues, Olafur Gudmundsson and Ari Tryggvason from

Uppsala University in Sweden, these models were very sparse; on the order of the

station spacing, and provided poor spatial resolution for seismic imaging. Question-

ing myself on how I could improve the wave speed models without having accurate

source information, and vice versa, in both cases with sparse seismic data, made me

to refocus my research goals by searching for an answer to a more general question:

how can I estimate wave speed models and interpolate sparse seismic data, both with-

out having and using source information? In my opinion, this question is of a great

importance in both earthquake and exploration seismic communities.

1.3 Why new seismic imaging and velocity analy-

sis approach are important?

In general, standard wave equation seismic imaging and velocity analysis methods

all require at least source location information. This information is used either for

forward propagation of point source wave fields for wave-type applications such as

reverse-time migration (RTM) (Baysal et al., 1983; Chang & McMechan, 1986, 1994)

or/and full waveform inversion (FWI) (Tarantola, 1984, 1986; Pratt, 1999; Virieux

& Operto, 2009), for ray-tracing for travel time tomography (e.g., Bording et al.,

1987; Farra & Madariaga, 1988) or for the projection of seismic data along isochrones

for Kirchhoff type imaging (Schneider, 1978; Beylkin, 1985; Bleistein et al., 1987;

Bleistein, 1987), where an isochrone is defined by the source-receiver geometry. How-

ever, source information is in general not an explicit part of seismic data. Thus,

seismic imaging and velocity analysis methods that rely on source information have
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increased uncertainty because of this assumption in both active and passive seismic

source applications.

The principal question this thesis addresses is how to construct seismic images

or update wave speed models using a full waveform seismic signal without having

any information about its source (e.g., location, mechanism, radiation pattern, rise

time, amount of seismic energy release). To answer this question in this thesis we

follow a general reasoning that any active or passive seismic signal from surface, VSP,

micro-seismic or tele-seismic acquisition satisfies the equations of elastic wave propa-

gation, and all types of waves including reflected, transmitted, and converted-phases

generated due to heterogeneous media are recorded by the seismometers. Thus, the

seismic signal can be propagated forward and backward in time using an elastic wave

simulator and the longitudinal (P) and shear (S) body waves can be separated into

independent components. We use the interference between the pure P- and converted-

phase S- (or/and pure S- and converted-phase P-) waves to form an image, where the

pure waves are responsible for generating the converted-phase waves through inter-

actions with medium heterogeneities. To illustrate this P- and S-wave interference, I

show in Figure 1-1 snapshots of the elastic wavefields generated from a single vertical

point force source at the surface, at the location marked with a red asterisk. The

Z- and X-components of the wavefield u = (u,, u_) and decomposed P- and S-wave

components at a fixed time are shown in the left and right columns respectively in

Figure 1-1. The P- and S-wave decomposition is obtained by calculating VV -u and

-V x V x U, respectively. The interference between the pure (i.e., P, S, PP and

SS) and converted-phase (i.e., PS and SP) waves, shown in Figure 1-1 for forward

propagation, occurs when the converted-phase wave is split from the pure wave mode.

This happens when the wave encounters a change in the subsurface medium param-

eters (e.g., wave speed or density). The goal of this work is to image the locations at

which these conversions take place. This is done by applying an imaging condition,

such as zero-lag in time cross-correlation or deconvolution. Since wave propagation is

reversible in time, we can locate the position where these conversions occur by prop-

agating a recorded seismic signal backward in time with the correct P- and S-wave
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speed models. This is the main assumption behind this thesis, and it raises several

questions. First, what is the best imaging condition to apply between the interfering

P- and S-wavefields? Second, how do we ensure that the wave speed models are cor-

rect so that the wavefields propagate accurately backward in time? In other words,

how accurately can we estimate the wave speed models without having source infor-

mation? Third, a more practical question is how to remove spatial artifacts that might

be caused by a sparse station distribution such as is often used for micro-seismic or

other type of seismic monitoring? All of these questions are addressed in this thesis.

1.4 Thesis chapters summary

I now summarize the main chapters of the thesis.

In chapter 2, I present cross-correlational and de-convolutional source-independent

converted-phase (SICP) imaging conditions (ICs) and show the relationship between

them using a concept of conversion ratio coefficients, a concept that I introduce

through reflection, transmission and conversion coefficients. Tests of imaging condi-

tions with the synthetic Marmousi model and field micro-seismic data highlight the

effect of amplitude-balancing in the constructed images.

In chapter 3, I present a source-independent method that alleviates the imaging

artifacts caused by the often very sparse surface receiver deployments used for micro-

seismic monitoring. The method is based on converted-phase elastic seismic migration

and de-migration. We show that despite the spatial aliasing of the recorded data,

we are able to suppress the receiver-side migration-operator aliasing artifacts and

reconstruct the shallow part of the image. The merit of this approach is that it is

elastic, fully data-driven, and does not suffer from migration operator source aliasing,

even when a small number of shots or micro-seismic events is used. I present a

derivation of the method and test it with a synthetic model and a field data set from

the Hengill geothermal reservoir that has abundant natural and induced seismicity.

In chapter 4, I present an approach for source-independent converted-phase elas-

tic wave equation migration velocity analysis (SICP-WEMVA) that is based on the
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Figure 1-1: A snapshot of 2D elastic wave propagation through a horizontal layer,
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extended space-lag domain SICP imaging condition, and is formulated as an opti-

mization problem with a differential semblance criterion objective function for the

simultaneous update of both P- and S-wave velocity models. The merit of this ap-

proach is that it is fully data-driven, uses full waveform information, and requires

only one elastic backward propagation to form an image rather than the two (one

forward and one backward) propagations needed for standard RTM. Moreover, as

the method does not require forward propagation, it does not suffer from migration

operator source aliasing when a small number of shots is used. I present a derivation

of the method and test it with a synthetic model and field micro-seismic data from

Hengill.

In chapter 5, I use the source-independent converted-phase reverse time migration

methodology developed in previous chapters to construct 2D and 3D images of the

Hengill geothermal area in Iceland. Although the sparse station distribution on the

surface produces aliased images at shallow depths, the deeper parts are well imaged.

The application of the method to seismic data produces images that are well correlated

with previous seismic and resistivity studies. In particular, the amplitudes of the

images have good correlation with the low resistivity region of the geothermal area.

The reason for this correlation is not fully understood, but may provide an additional

tool for understanding the Hengill region.

In Appendix A, I review the scheme for numerical solution of the isotropic elastic

wave equation calculated as a second order in time staggered grid pseudo-spectral

method with Perfectly Matched Layers (PML) absorbing boundary conditions that

is used for all my simulations of the elastic seismic waves, presented in this thesis.

In Appendix B, I present the mathematical foundation for the source-independent

converted-phase elastic wave equation migration velocity analysis (SICP-WEMVA).

In Appendix C, I present an analytical sensitivity analysis of the moveout in the

extended domain common image gather used for SICP-WEMVA.
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1.5 Thesis contribution

The contribution of this thesis can be summarized as follows: (1) I present amplitude-

balancing source-independent converted-phase seismic imaging conditions and demon-

strate their superiority to more conventional cross-correlational imaging condition,

(2) I introduce a concept of conversion ratio coefficients to provide a physical and

mathematical foundation for the SICP imaging condition, (3) I develop a scheme for

source-independent migration-based seismic trace interpolation to remove the migra-

tion artifacts caused by sparse station deployment, (4) I present a source-independent

extended space-lag domain imaging condition (ESICP-IC), (5) I derive mathemati-

cally the optimization scheme for source independent converted-phase velocity anal-

ysis (SICP-WEMVA), (6) I numerically investigate the stability and convergence of

SICP-WEMVA with synthetic and field data, (7) I investigate analytically the sensi-

tivity of the moveout used for SICP-WEMVA, (8) I investigate the Hengill geothermal

area using the developed source-independent imaging methodology.

Parts of this thesis work can also be found in Shabelansky et al. (2013c, 2014b,

2015b).

1.6 Additional contribution beyond this thesis

In addition to the chapters of the thesis, there are additional studies of my pre-

general exam projects that have been published, but are not part of this thesis. In

these projects, I present methods and case studies for monitoring a heavy oil reservoir

under steam injection, for monitoring the CO 2 sequestration process, a numerical in-

vestigation of the effect of seismic source mechanism on (source-dependent) seismic

imaging and on experimental investigation of the temperature effect on rock perme-

ability in the presence of two-fluid phases. Here are their short summaries.
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Data-Driven Estimation of the Sensitivity of Target-Oriented Time-Lapse

Seismic Imaging to Source Geometry

The goal of time-lapse imaging is to identify and characterize regions in which the

earth's material properties have changed between surveys. This requires an effective

deployment of sources and receivers to monitor the region where changes are antici-

pated. Because each source adds to the acquisition cost, we should ensure that only

those sources that best image the target are collected and used to form an image of

the target region. This study presented a data-driven approach that estimates the

sensitivity of target-oriented imaging to source geometry. The approach is based on

the propagation of the recorded baseline seismic data backward in time through the

entire medium and coupling it with the estimated perturbation in the subsurface.

We tested this approach using synthetic surface seismic and time-lapse VSP field-

data from the SACROC field. These tests showed that the use of the baseline seismic

data enhances the robustness of the sensitivity estimate to errors, and can be used

to select data that best image a target zone, thus increasing the SNR of the image

of the target region and reducing the cost of time-lapse acquisition, processing, and

imaging. More details can be found in Shabelansky et al. (2011, 2013b).

Monitoring Viscosity Changes from Time Lapse Seismic Attenuation: Case

Study from a Heavy Oil Reservoir

Heating heavy oil reservoirs is a common method for reducing the high viscosity

of heavy oil and thus increasing the recovery factor. Monitoring of these viscosity

changes in the reservoir is essential for delineating the heated region and controlling

production. In this study, we present an approach for estimating viscosity changes in

a heavy oil reservoir. The approach consists of three steps: measuring seismic wave

attenuation between reflections from above and below the reservoir, constructing time-

lapse Q and Q- 1 factor maps, and interpreting these maps using Kelvin-Voigt and

Maxwell viscoelastic models. We used a 4D-relative spectrum method to measure

changes in attenuation. The method was tested with synthetic seismic data that
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are noise-free and data with additive Gaussian noise to show the robustness and

the accuracy of the estimates of the Q-factor. The results of the application of the

method to a field data set exhibited alignment of high attenuation zones along the

steam-injection wells, and indicate that temperature dependent viscosity changes in

the heavy oil reservoir can be explained by the Kelvin-Voigt model. More details can

be found in Shabelansky et al. (2012a, 2015a).

Seismic imaging of hydraulically-stimulated fractures: A numerical study

of the effect of the source mechanism

We presented a numerical study of seismic imaging of hydraulically stimulated frac-

tures using a single source from an adjacent fracturing-process. The source is either a

point force generated from the perforation of the casing of the well or a double-couple

as is typically observed from the induced microseismicity. We assume that the frac-

ture is sufficiently stimulated to be imaged by reflected seismic energy. We show for

a specific monitoring geometry of hydrofracturing that not only different waves (P

and S) but also different source mechanisms from the same region form an image of

different parts of the target fracture and thus add complementary information. The

strategy presented in this work could be used as an additional monitoring tool of the

hydrofracturing process. More details can be found in Shabelansky et al. (2012b)

Temperature Influence on Permeability of Sioux Quartzite Containing

Mixtures of Water and Carbon Dioxide

This work studies the effect of dissolution/exsolution of CO 2 in water in varying tem-

peratures on the permeability of Sioux quartzite saturated with a H2 0/CO2 mixture.

The oscillating pore pressure method (OPPM) was used to minimize overall fluid

motions and was, thus, unlikely to disturb the distributions of the immiscible fluids

in the pore space. In thermally treated Sioux quartzite, a low porosity rock predomi-

nantly containing fissures, the measurements exhibited a counterintuitive increase in

permeability, when CO 2 exsolved. Two possible reasons for this behavior are increases

in interfacial tension of CO 2 and water or decreases in the viscosity of the exsolved
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CO 2 phase. More details can be found in Shabelansky et al. (2014a).
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Chapter 2

Amplitude-Balancing

Source-Independent

Converted-Phase Seismic Imaging

Conditions

2.1 Summary

Source independent converted-phase (SICP) imaging is a powerful tool for study-

ing earth structure. It can be easily applied to both active and passive source data

and has enormous advantages in processing and calibration time and cost, compared

to source-dependent imaging. In this chapter, we present cross-correlational and

de-convolutional forms of a source-independent converted-phase imaging condition

(IC) and show the relationship between them using a concept of conversion ratio

coefficients, a concept that we introduce through reflection, transmission and con-

version coefficients. We test these imaging conditions with the synthetic Marmousi

model and field micro-seismic data. The results show significant advantages to de-

convolutional ICs for high spatial resolution and amplitude-balancing imaging over

'Shabelansky, A.H., Malcolm, A.E., and Fehler, M.C., (submitted), Geophysics
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the cross-correlational form. This opens up the possibility of source-independent

true-amplitude full-wavefield imaging with considerable improvement of quality and

resolution.

2.2 Introduction

Seismic imaging of the earth's interior is of a great importance in exploration and

global seismology. It produces images of subsurface discontinuities associated with

impedance contrasts through reflection, transmission or conversion coefficients of

propagating waves. One of the pioneering studies on seismic imaging was presented

by Claerbout (1971) in which the concept of imaging condition (IC) was introduced.

This concept is based on the fundamental assumption that the acquisition/survey

geometry is well known: both source and receiver locations are known and seismic

waves can be numerically propagated from these locations. This imaging condition

has been extensively investigated for the last five decades with algorithms for post-

and pre-stack migrations such as survey sinking migration (e.g., Claerbout, 1982;

Popovici, 1996), Kirchhoff type migration (Schneider, 1978; Bleistein, 1987), shot

profile migration (Stoffa et al., 1990), and reverse time migration (Baysal et al., 1983;

Chang & McMechan, 1994). However, when source information is not available,

seismic images cannot be constructed using Claerbout's approach. An alternative

approach is to use interference between different wave types propagated backward

in time from receiver locations only (e.g., Xiao & Leaney, 2010; Brytic et al., 2012;

Shang et al., 2012; Shabelansky et al., 2013a, 2014b). We call this imaging condition

Source-Independent Converted-Phase Imaging Condition (SICP-IC). In this chapter,

we discuss the physical meaning of the SICP-IC and present an amplitude-balancing

approach. The chapter is divided into three parts. In the first part, we review the

relationship between both the Claerbout (1971) and SICP imaging conditions with

reflection, transmission and conversion coefficients. In the second part we introduce

the concept of conversion ratio coefficients and show how to associate them with dif-

ferent forms of SICP-IC. In the third part, we present numerical tests of different
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forms of SICP-IC applied to the synthetic Marmousi model and a micro-seismic field

data from geothermal area.

2.3 Relationship between imaging conditions and

reflection, transmission and conversion coeffi-

cients

In this section, we present multiple forms of a Source-Independent Converted-Phase

Imaging Condition (SICP-IC) following the approach of Claerbout (1971) for standard

imaging condition.

2.3.1 Standard imaging condition

The relationship between the reflection (or reflection-conversion) coefficients, R, as-

sociated with impedance contrasts (see Figure 2-1(a)), is defined as the ratio between

the reflected (or reflected-converted) and the incident wavefields

reI U reft
R-p = , R-p = P , (2.1)

Uinc S Uinc
p p

and for the transmission (or transmission-conversion) coefficients T as the ratio be-

tween the transmitted (or transmitted-converted) and the incident wavefields

Utran Utran

= P' T,, = Usnc (2.2)

For the sake of simplicity we omit the vector notation of the wavefield u (e.g., displace-

ment, particle-velocity or acceleration) as well as the spatial and time indices. The

superscripts inc, refl, and tran refer to incident, reflected and transmitted waves,

and their subscripts p and s denote the wave type, P and/or S. Note that we de-

note uprfl and U ;an as reflected-converted and transmitted-converted from p to s,
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respectively.

The imaging condition in Claerbout (1971) attempts to mimic Rp,, where the

incident wavefield is calculated by forward propagation from the source and often

is called the source wavefield, and the reflected (or reflected-converted) wavefield is

calculated by back-propagation in time from the receivers and is called the receiver

wavefield. Note that the wavefield in the denominator of equations 2.1 and 2.2 can be

zero. Many studies have investigated how to avoid the division by zero and suggest

different solutions (e.g., Valenciano et al., 2003; Kaelin et al., 2006; Schleicher et al.,

2008; Chattopadhyay & McMechan, 2008). One of the solutions is to multiply both

the numerator and denominator by the denominator and add a small number to the

denominator (Valenciano et al., 2003). Thus for equation 2.1 we obtain

ref I u flinc
Iadc0" = P P(23PP (up,4c) 2 + 62'

where I is the calculated image and 62 is a small number. This form is called a de-

convolutional imaging condition, denoted with the superscript decon. This imaging

condition depends strongly on the choice of the E2 , which changes for different data

sets, and may still be unstable. As an alternative to the de-convolutional imaging

condition, Claerbout (1971) introduced the cross-correlational imaging condition by

taking only the numerator of equation 2.3 giving

oss reflUinc (2.4)PP PPP

where the superscript cross refers to cross-correlation. Figure 2-1(b) shows schemat-

ically the application of the concept of the imaging condition between forward-

propagating (incident) P and backward propagating (reflected) P wavefields, and

Figure 2-1(c) between forward-propagating (incident) P and and backward propa-

gating (reflected-converted) S wavefields. Note that with Claerbout (1971) imaging

condition we back-propagate only one reflected or reflected-converted wavefield (i.e.,

either PP or PS) at a time and the other wave type, marked with grey line is not
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used.

2.3.2 Source independent converted-phase imaging condition

The source independent converted phase imaging condition (SICP-IC) uses both back-

propagated wavefields simultaneously (see Figure 2-1(d)) in the cross-correlational

form as

Icross = (2.5)

Note that the source location, marked with the star in Figure 2-1(d), is irrelevant

for SICP-IC because we use only the reflected and (reflected-) converted-phase wave-

fields (i.e., the incident wavefield marked with the grey line is not used). Moreover,

the source location can be anywhere along the grey lines (see Figure 2-2), which

makes SICP-IC applicable to both reflection and transmission (active and passive)

seismic data. The sources along these grey lines can in general be outside of the

computational grid and the image is constructed only in the vicinity of the receivers

(i.e., far from the sources). In addition, the SICP-IC is computationally very effi-

cient because it uses only one elastic wave propagation, backward in time, during

which the back-propagated (either displacement or particle velocity) vector wavefield

is simultaneously separated into the P and S wavefield components and the image

is formed (using SICP-IC) without storing (and subsequently reading) any of the

separated wavefields, as is common practice for (both acoustic and elastic) standard

reverse-time migration (RTM).

The images produced with SICP-IC depend on the wavefield separation approach.

Separation using the Helmholtz decomposition produces images with flipped ampli-

tude polarity that thus require correction before or after the construction of the

images (Shang et al., 2012; Shabelansky et al., 2013c). Separation using the vec-

tor wavefield decomposition is computationally more expensive, but produces images

with consistent amplitude polarity (more details are given in appendix 2.8). Thus,
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Figure 2-1: Schematics illustrating (a) elastic wave propagation that samples a point
(blue dot) on a reflector with an incident P-wave, (b) imaging of the reflection point
using Claerbout's imaging condition (IC) with forward and backward propagating P
waves, and with (c) forward propagating P-wave and backward propagating S wave.
(d) SICP-IC with both P and S backward propagating waves. The red arrows in (b),
(c) and (d) indicate the direction of the propagating waves that form an image. The
grey lines mark available wave types that are not used in the image construction.
Although source information, marked with a star, indicates the origin of the waves,
the image obtained with SICP-IC in (d) uses receiver information only.
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Figure 2-2: A schematic showing generalization of SICP-IC for reflection and trans-
mission seismic data with either (or both) incident P- or/and S-wavefield(s). The red
arrows indicate the direction of the propagating waves that form an image. The grey
lines mark available wave types that are not used in the image construction. The
index i marks an incident wave and can be either P or S. Although source informa-
tion, marked with stars, indicates the origin of the waves, the image obtained with
SICP-IC uses receiver information only.

the separated P- and S-wavefields are

uk = VV - U, U -Vx V x u, (2.6)

where ik and u are the P- and S-components of the displacement vector wavefield

u. The gradient, divergence and curl operators are V, V. and Vx, respectively.

As we have shown above, Claerbout's imaging condition is directly related to

reflection, transmission and conversion coefficients. However, SICP-IC is instead as-

sociated with the relative energy between pure reflected (or transmitted) and the

converted-phase reflected (or transmitted) waves. To understand what physical prop-

erty is imaged using this imaging condition, we define the conversion ratio coefficient,

C as the ratio between the reflection or transmission coefficients of the converted and
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pure wave modes. For an incident P-wave, this gives

ref tran

R ps Uc -Ps 0 T . Tp _ _ UPS(

-p Rpp f - reflI PS T !tra - Utran(27

p p

and for an incident S-wave we have

Uref I tan
ep f ref P tran

C __ CT --- TP __ -UsC _ 11' , (2.8)
S- RIS L 'efi' TSP 5  a" Utran

Uinc U in

where the superscripts T and R denote transmitted and reflected wavefields respec-

tively, and the subscripts refer to the wave type conversion (e.g., ps means from P

to S). Note that C is independent of the incident wavefield. It depends however on

the angle of incidence, which can be tracked using Snell's law through reflected and

reflected-converted (and/or transmitted and transmitted-converted) angles.

From equations 2.7 and 2.8 we define the source-independent converted-phase

imaging condition similarly to Claerbout's de-convolution IC as

Uref 1 Urefl
IR ._ PP (2.9)

Ps (ef 1)2 2

tran tran

IPs( . tran2 E210
U U) E

pSpp

SrefIrefI
IR 8 (2.11)

s (Uref2 + E2'

and

tran tran

sp tran)2 + 62
USP S

When we back propagate entire seismic records simultaneously without time win-

dowing different phases, we do not discriminate between reflected, transmitted and
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converted waves and their mode of incidence. We therefore omit the superscript and

the first letter of the subscript of the wavefield u in equations 2.9, 2.10, 2.11 and 2.12

(i.e., we write p instead of pp or sp and s instead of ss or ps). Thus, an explicit form

of de-convolutional SICP-IC for N, sources is

Idcc(~~Ns ~0 uJx .) 3 t
Ideco ' dt, (2.13)

064u~(, W)) + ~

and

rdcoI\ Ns 0 t) .a t)
Ideco) U? U, - S -, 0 dt, (2.14)

sT 2 2X ),+C

where - is the dot product and the subscript of I denotes the wavefield of the denom-

inator, which is called the illuminating wavefield. The spatial and time coordinates

are x and t, and the (new) superscript j is the source index. Note that the ICs in

equations 2.13 and 2.14 construct images only from the combination between the pure

and the converted-phase wave modes (i.e., either pp with ps or ss with sp) as shown

in equations 2.9, 2.10, 2.11 and 2.12. This is because the pure (pp and ss) wave modes

are separated in time during the back-propagation and their combination should not

contribute to image, as well as the combination between ps and sp.

By taking the numerator only, we obtain an explicit cross-correlational SICP-IC

form (Shabelansky et al., 2014b):

Ns 
0

I cros8(g = k_ (1, t) . Ik's(1, t) dt, (2.15)
T

Note that the cross-correlational SICP-IC is unconditionally stable. However, because

the denominator is omitted, the cross-correlational image is not-amplitude balanced

(i.e., not-true amplitude).

To investigate the conversion ratio coefficients and their relationship with SICP-

IC, we choose an example for a free-surface reflection and conversion coefficients

from Aki & Richards (2002, page 137) with P- and S-wave speeds V = 5 km/s and
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V, = 3 km/s, respectively. We plot these coefficients along with their conversion

ratios in Figure 2-3. We observe that when the denominator approaches zero, the

ratio trends toward infinity, and when denominator approaches 1, the ratio goes

toward coefficient of the numerator. We also calculate the reflection, transmission

and conversion coefficients for a two half-space model to test how the conversion ratio

coefficients are correlated with the reflection, transmission and conversion coefficients

(Figures 2-4 and 2-5). We use the same V and V, having AV2 = 0.5 km/s and

AV = 0.2 km/s. We observe in Figure 2-4 that the conversion ratio is completely

uncorrelated with the reflection or reflection-conversion coefficients because neither of

them is around 1. For the transmission case (Figure 2-5) when the pure transmitted

mode (i.e., PP or SS) is generally 1, the conversion ratio has good correlation with

the transmission-conversion coefficients.

The conversion ratio coefficients presented in equations 2.7 and 2.8 and their de-

convolutional imaging condition forms, equations 2.13 and 2.14 go to infinity when

the coefficient or the wavefield of the denominator is zero. This contradicts the idea

behind an imaging condition: when one wavefield is zero the image should be zero.

Another downside of the imaging condition in equations 2.13 and 2.14 is that only one

wavefield is used for normalization/illumination (either P- or S-wave but not both).

To alleviate these two limitations, we propose normalized conversion ratio coefficients

that will be set to zero when one of the waves is zero and will be between -1 and 1:

the values of 1 are when both wavefields are equal in amplitude with the same or

different sign. The normalized conversion ratio coefficients are given as

MR _ 4RysR _ 4 Su (2.16)
P (IRPPl + IRsI2 - Def)2 + + 2

4Tpprs A4Utran tran

MT = 
T Ts _pP U (2.17)

(I + IT8S) 2  (Uan)2 + 2Iutranut"an" + (utan)2'
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Figure 2-3: P-SV reflection, conversion and their conversion ratio coefficients (for

displacements) for a free-surface shown against horizontal slowness, p = sin(O)/V =

sin(O)/V where 6 and # are P- and S-wave incident angles, Vp = 5 km/s and V, =

3 km/s. For (a) P incident wave and (b) S incident wave. The conversion ratio is not

defined (i.e., infinity) when the denominator is zero.
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Figure 2-4: P-SV reflection, reflection-conversion and their conversion ratio coeffi-
cients (for displacements) for a half-space model shown against horizontal slowness,
p = sin(6)/V = sin(#)/V where 0 and 0 are P- and S-wave incident angles, V =
5 km/s, V, = 3 km/s, AV, = 0.5 km/s, and AV, = 0.2 km/s. For (a) P incident
wave and (b) S incident wave. (c) is the zoom in of (b) for R,, and R.P. Note that
the conversion ratios are not correlated with the reflection and reflection-conversion
coefficients.
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Figure 2-5: P-SV transmission, transmission-conversion and their conversion ratio

coefficients (for displacements) for a half-space model shown in Figure 2-4 for (a) P

incident wave and (b) S incident wave. (c) and (d) are the zoom in of their respective

coefficients in (a) and (b). Note that the conversion ratios are correlated with the

transmission-conversion coefficients, Tp, and Tp.
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MR 4RSSRSS 4uSl'uP;' (2.18)
(IR88 1 + IRspI) 2  (?ft2 + 2SS + (Uf2'

and

MT SS Sp 4Utr an U tran

mT =8 4Tss t SP"f" (2.19)
S (1T88  8 + IT8I)2  (Utan)2 + 2LutanuranI + (ut"an)2

In Figures 2-6 and 2-7, we show the coefficients calculated using equations 2.16,

2.17, 2.18 and 2.19 for the free-surface and half-space examples discussed above. We

observe that their behavior is stable.

For imaging purposes, we back-propagate entire seismic records simultaneously

without discriminating between reflected and transmitted waves and drop their mode

of incidence as in equations 2.13, 2.14 and 2.15. Thus, the explicit form for the

normalized SICP-IC is:

I"(!) :d Nsj ( +2Iup(xt). .us(1,t) 2t, (2.20)
(jP(jj, t))2 + 2ux( ) - lks (, t) + (ul(xt))2 + 2

where we have also added a stabilization factor, c2, to the denominator as in equa-

tions 2.13 and 2.14. In the next sections we will investigate numerically each SICP-IC

presented here, and highlight the advantages of the normalized SICP-IC.
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in Figure 2-3.
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2.4 Numerical tests

To examine the stability and illustrate advantages of different forms of the imaging

conditions given in equations 2.13, 2.14, 2.15 and 2.20, we test them with the Mar-

mousi synthetic model and field data from passive source micro-seismic monitoring

of a geothermal area in Iceland. All elastic wave solutions for imaging are modeled

with a 2D finite-difference solver, using a second order in time staggered-grid pseudo-

spectral method with perfectly matched layer (PML) absorbing boundary conditions

(details are shown in appendix A).

2.4.1 Marmousi model

We use the P-wave speed model, shown in Figure 2-8(a) with constant density of

2500 kg/m 3 , and Vp/V, of 2. The number of grid points in the models is N, = 150

and N, = 287, and the spatial increments are Ax = Az = 12 m. In Figure 2-8(b)

we show a model of discontinuities for Marmousi that we use as a perfect reference

for the imaging results: this model was produced from the difference between the

original squared P-wave slowness (Figure 2-8(a)) and a spatially smoothed squared

P-wave slowness. We model two sets of sources; each consists of 27 sources with

vertical point force mechanism, equally distributed horizontally with 120 m spacing

at one of two depths: one at the surface, 0 km, and one at a depth of 1.7 km. The

reason for choosing source sets at two depths is to test both transmission-like and

reflection-like acquisition geometries. We use a Ricker wavelet with a peak frequency

of 30 Hz and time step of 0.0005 s. The seismic data are recorded with two-component

receivers that are equally distributed and span the same computational grid at the

surface. In Figure 2-9 we show imaging results produced with sources on the surface

and the four imaging conditions given in equations 2.13, 2.14, 2.15 and 2.20. Note

that we have applied no vertical gain nor compensation for geometric spreading, in

contrast to common practice (e.g., Claerbout, 1982, page 235), in order to highlight

the differences between different imaging conditions. Figure 2-9(a), obtained with the

de-convolutional SICP-IC with P-wave illumination (equation 2.13), illustrates good
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amplitude balancing with depth, although it amplifies the shallow part, particularly

the top right between 0 and 0.4 km in depth and 2 and 3 km in horizontal distance.

The result in Figure 2-9(b), obtained with the de-convolutional SICP-IC with S-

wave illumination (equation 2.14), is the most similar to the model of discontinuities

(perfect reference shown in Figure 2-8(b)) and illustrates higher resolution because

of the short S-wavelengths. However, it suffers from noise, caused by instabilities in

the imaging condition. Figure 2-9(c), obtained with equation 2.15, clearly shows that

the amplitudes are attenuated with depth. The image in Figure 2-9(d) produced by

equation 2.20 is similar to Figure 2-9(a). However, the amplitudes in Figure 2-9(d)

are considerably better balanced and have better spatial resolution with depth using

both P- and S-illuminating wavefields, compared with those in Figures 2-9(a), 2-9(b)

and 2-9(c) (see particularly the shallow region between 0 and 0.4 km in depth, and

the deep region of anticlines).

To enhance the spatial resolution of the images shown in Figure 2-9, we apply a

Laplacian filter (see Figure 2-10). We observe the same conclusions as those obtained

for Figure 2-9. Nevertheless, the images in Figure 2-10 are more similar to the refer-

ence model than those in Figure 2-9. Again the image with normalized illumination

by both P- and S-wavefields (in Figure 2-10(d)) has the most balanced amplitudes

compared with these in Figures 2-10(a), 2-10(b) and 2-10(c).

In Figures 2-11 and 2-12 we present images generated with sources at a depth

of 1.7 km. We observe again that the image obtained with the cross-correlational

SICP-IC has poorer amplitude recovery compared with those produced with the de-

convolutional SICP-ICs. Also the images with the normalized illumination, Figures 2-

11(d) and 2-12(d), have amplitude balancing most similar to that of the perfect

reference model.
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Figure 2-8: (a) Marmousi P-wave velocity model, (b) Model of discontinuities pro-

duced by taking the differnce between the original slowness squared of (a) and its

smoothed squared model.

2.4.2 Field micro-seismic data from the Hengill geothermal

area, Iceland

The second example uses passive source, micro-seismic field data from a geothermal

area in Iceland that has abundant natural and induced seismicity (see Figure 2-13(a)).

We test SICP-ICs with four stations (SAN, IND, BIT and TRH) along a 2D line at

a latitude of 64.06' and longitude ranging between -21.6' and -21.10'. In Figures 2-

13(b) and 2-13(c), we show four representative traces sorted into a common shot

gather (Z-component) from a single earthquake. Each trace is of a time record of T

= 12 s and At = 0.005 s, and is band-pass filtered between 2 and 12 Hz. The relative

position of the traces in the common shot gather corresponds to the relative locations

of the stations at the surface, obs = (x, Zsurface = 0 km). The computational grid

is N, = 90 and Nx = 300 and the spatial increments are Az = 0.2 km and Ax

= 0.15 km. To construct an image of the geothermal area that is located between

longitudes -21.4' and -21.2', we use 17 earthquakes of moment magnitude between

0.9 and 1.2. Initial P- and S-wave speeds were taken from the model of Tryggvason

et al. (2002), obtained using regional-scale travel-time tomography. By applying

the different forms of SICP-IC, given respectively in equations 2.13, 2.14, 2.15 and
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Figure 2-9: Migrated images produced with 27 sources with 0.12 km horizontal in-
terval at the surface and receivers at the surface using: (a) de-convolutional SICP-IC
with P-wave illumination (equation 2.13), (b) de-convolutional SICP-IC with S-wave
illumination (equation 2.14), (c) cross-correlational SICP-IC (equation 2.15) and (d)
de-convolutional SICP-IC with normalized illumination (equation 2.20). The source
mechanism of each source is a vertical point force and the Vp/V, is 2. Note that
amplitudes in (a) and (c) are attenuated with depth, in (b) the image is noisy, while
in (d) the image amplitudes are most balanced, particularly at the shallow depths
between 0 and 0.4 km and in the regions containing anticlines, compared to these in
(a), (b) and (c).
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Figure 2-10: Migrated images shown in Figure 2-9 after applying the Laplacian filter.
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Figure 2-11: Migrated images produced with 27 sources with 0.12 km horizontal
interval at the surface and receivers at the depth of 1.7 km using: (a) de-convolutional
SICP-IC with P-wave illumination (equation 2.13), (b) de-convolutional SICP-IC with
S-wave illumination (equation 2.14), (c) cross-correlational SICP-IC (equation 2.15)
and (d) de-convolutional SICP-IC with normalized illumination (equation 2.20). The
source mechanism of each source is a vertical point force and the Vp/V, is 2.
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Figure 2-12: Migrated images shown in Figure 2-11 after applying the Laplacian filter.

57



2.20, and followed by a Laplacian filter, we obtain images in Figures 2-14. Note

that the shallow part of the images is completely contaminated by aliasing caused

by the sparse station distribution on the surface. In these images we observe that

SICP-IC with P-wave and normalized illuminations produce images with balanced

amplitudes (see particularly depths between 4 and 6.5 km). We also observe that the

noise level in the shallow part of Figure 2-14(d) is considerably smaller than that in

the other images. These results clearly suggest that different forms of SICP-IC give

different amplitude balancing, and illustrate the importance of correctly normalizing

the imaging condition.

2.5 Discussion

The examples and results presented in this work illustrate the properties and appli-

cability of the SICP imaging conditions. Namely, we showed three very important

properties: first, no source information (e.g., location, mechanism, time-function)

was required to form an image; second the image can be constructed only in the

vicinity of the receivers (i.e., far from the sources); and third, the image can be

constructed during one elastic wave propagation backward in time and no wavefield

storage is required to form an image. These properties reduce the computational cost

and memory storage, and more importantly improve the image quality in comparison

with standard (elastic) RTM. There are still several remaining questions, however. In

this section we will address three of the most pressing.

The first question is how to choose seismic data (i.e., shot gathers) from differ-

ent seismic sources/events such that they produce images from different illuminating

angles. For passive-source surveys where we posses no direct source information, po-

larization analysis of particle motion of three component data (e.g. Vidale, 1986; Jack-

son et al., 1991) could provide information about the back-azimuth. This information

can be used as an approximation to estimate illumination angles. For active-source

acquisition, although source information is directly available, approaches of optimal

acquisition design could be beneficial (e.g., Maurer et al., 2010; Guest & Curtis, 2011;
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Figure 2-13: (a) Map of the investigated area in Iceland with micro-seismic field

data. The blue dots mark the earthquake locations projected onto the surface, the

red triangles refer to locations of the recording stations named with three letters, and

the black diamonds denote the computational grid points of the regional travel time

tomography done by Tryggvason et al. (2002). (b) Representative normalized and

filtered Z-component traces that are recorded at the surface along a 2D line at the

latitude of 64.06' and sorted into (c) a common shot gather. The relative position

of the traces in the common shot gather corresponds to the relative position of their

stations on the surface; the trace #0 from station SAN in (b) is the leftmost trace in

(c).
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Figure 2-14: Migrated images produced with 17 sources recorded at 4 receivers at
the surface and after applying the Laplacian filter using: (a) de-convolutional SICP-
IC with P-wave illumination (equation 2.13), (b) de-convolutional SICP-IC with S-
wave illumination (equation 2.14) (c) cross-correlational SICP-IC (equation 2.15) and
(d) de-convolutional SICP-IC with normalized illumination (equation 2.20). The
seismic data, before migration, were band-pass filtered between 2 and 12 Hz and
normalized based on their maximum amplitude. Note that the amplitudes in (d) are
more balanced including the region at shallow depths as well as depths between 4 and
6 km.
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Shabelansky et al., 2013b) particularly when the imaging target region is known.

The second question, which is related to the key component of deconvolutional

amplitude-balancing ICs, given in equations 2.13, 2.14 and 2.20, is how to choose the

stabilization factor, c. This factor controls the stability and quality of the imaging

process (i.e., ensuring that division by zero is not taking place) and is different for

different ICs and data sets. To our knowledge, there is no good strategy to estimate

this parameter before an image has been constructed. An approach from Marquardt

(1963) may facilitate the procedure for estimating an appropriate stabilization factor

for seismic imaging.

The third question is how sensitive the SICP imaging conditions to uncertainties

in both P- and S-wave speeds, and how these uncertainties can be mitigated. The

sensitivity of the SICP-IC to variations in both wave speeds can be high and the image

can be completely degraded in some cases. However, when the Vp/Vs is preserved the

image degradation is less severe. In chapter 4, I will present an approach based on the

SICP-IC for both P- and S-wave speed reconstruction using the cross-correlational

form. An approach for velocity updating based on the de-convolutional form is a

subject of future research.

2.6 Conclusion

We have presented cross-correlational and de-convolutional forms of a data-driven

source independent converted-phase wave imaging condition (SICP-IC), and inves-

tigated their relationship with reflection, transmission and conversion coefficients

through a newly introduced concept of conversion ratio coefficients. We illustrated

the properties of the conversion ratio coefficients and demonstrated their use through

de-convolutional imaging conditions with different types of illumination compensa-

tion. We tested the imaging conditions with the synthetic Marmousi model and field

micro-seismic data. The results showed clear advantages when appropriate illumina-

tion compensation is applied. This opens up the possibility of source-independent

full-wavefield imaging with true amplitudes; a method which can considerably im-
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prove the quality and resolution of images.
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2.8 Appendix - Wavefield separation using accel-

eration decomposition

The wavefield separation is derived from the isotropic elastic wave equation for a

smooth medium (Aki & Richards, 2002, page 64) as

i = a2VV. U_ 2 V x V x U, (2.21)

where u(x, t) and fi(x, t) are displacement and acceleration vector wavefields, a(!)

and O(x) are the P- and S-wave speeds, and V, V- and Vx are gradient, divergence

and curl operators, respectively. Since the acceleration wavefield is decomposed from

a2VV - u and -_ 2 V x V x u, we define i = P +j, with

iiP(x, t) = a2(x)VV _ U(X, t), iL (X, t) = -3 2 (x)V x V x U(x, t), (2.22)

where i, and ii, are the P- and S-components of acceleration. Note that using

this separation form, the images produced consistent amplitude polarity and do not

require additional treatment. Since a(x) and 0(x) are in general smooth for imaging,

we remove the effect of the P- and S-wave speeds on wavefield separation and obtain

equation 2.6. Note that by removing the (squared) velocities from equation 2.22, we
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obtain units of inverse displacement (i.e., 1/m). Thus for the sake of simplicity, we

denote the separated wavefields ii, and fi, with the velocities removed in equation 2.6

as uk and u.
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Chapter 3

Source-Independent

Migration-based Seismic Trace

Interpolationi

3.1 Summary

Multi-component elastic seismic data collected at large offsets have the potential to

be used in micro seismic imaging and monitoring. However, the types of receiver

surface deployments used for micro-seismic monitoring are generally very sparse, and

thus the data used for imaging from these receivers cause receiver-migration-operator

artifacts that severely contaminate the shallow part of the image. In this chapter,

we present a data-driven method that alleviates these imaging artifacts. The method

is based on converted-phase elastic seismic migration and de-migration. We show

that despite the spatial aliasing of the recorded data, we are able to suppress the

receiver migration-operator artifacts and reconstruct the shallow part of the image.

The merit of this approach is that it is elastic, fully data-driven (i.e, independent of

source parameters), and does not suffer from migration operator source aliasing, when

a small number of shots or micro-seismic events are used. We present a derivation of

'Shabelansky, A.H., Malcolm, A.E., Fehler, M.C., and Rodi, W.L., SEG 84th Annual Meeting,
Denver 2014
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the method and test it with a synthetic model and a field data set from a geothermal

reservoir with abundant natural and induced seismicity.

3.2 Introduction

Surface micro-seismic acquisitions often have sparse receiver geometries and thus

challenge standard seismic imaging by introducing migration operator artifacts, par-

ticularly in the shallow subsurface. Conventional data interpolation methods (applied

before the imaging step), which are based on the exploitation of structure in a prede-

fined space (i.e, Fourier, wavelet, curvelet) (e.g., Spitz, 1991; Gulunay, 2003; Fomel,

2003; Abma & Kabir, 2006; Naghizadeh & Sacchi, 2007; Herrmann & Hennenfent,

2008; Curry, 2010, and others), cannot typically provide a solution as the data are

extremely aliased and noisy. However, imaging using sparse seismic data is still pos-

sible for the deeper part of the earth where aliasing is less of a problem. It has also

been shown that after the migration step, the image can be iteratively refined and mi-

gration artifacts can be suppressed using the so-called least-squares migration (LSM)

approach (e.g., Nemeth et al., 1999; Duquet et al., 2000; Dong et al., 2012), similar to

the data mapping approach of Bleistein & Jaramillo (2000). Key components of the

LSM are migration and de-migration steps in which a migrated image is calculated

from data and data are calculated from the previously computed image. Standard

wave equation based migration and de-migration (the latter obtained by Born model-

ing) require source information (i.e., location, mechanism, time-function), which in an

active source experiment is typically known or can be estimated with high precision.

However, in passive-source monitoring the source properties are not directly avail-

able, and thus need to be estimated generally with high uncertainty. Thus, standard

migration and de-migration from passive sources become cumbersome and uncertain.

To overcome the need to estimate source information, we propose to use the con-

verted phase imaging approach (chapter 2) for migration, during which we store the

back-propagated wavefield in time and then use it in the de-migration in reverse or-

der (i.e., forward) in time as the incident wavefield for Born modeling. Note that for
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reflection acquisition, the subsurface medium is generally sampled only with the scat-

tered wavefield (i.e., a very small portion of the total wavefield). In the transmission

micro-seismic geometry, by contrast, the medium is also sampled with direct waves

that contain a large portion of the total wavefield and are recorded at the receivers,

despite sparse receiver deployment. Thus, to satisfy the Born approximation (i.e,

incident wavefield is of the same order as the total wavefield), it is appropriate to use

the back-propagated transmission wavefield (in reverse order in time) as an incident

wavefield for Born modeling.

In this chapter, we outline a converted phase migration-based interpolation ap-

proach and test it with a synthetic model and a field micro-seismic data from a

geothermal reservoir in Iceland. We show that despite a very limited number of

stations, full waveform micro-seismic imaging can be a powerful tool.

3.3 The algorithm

The imaging/migration step is the source-independent converted-phase elastic reverse

time migration (SICP-ERTM), which is given in equation 2.15 for a single source as

14g) = ITi, (1, t) - -u,(1, t) dt,1 (3.1)

where - is the dot product between vector components, x and t are the space (vector)

and time coordinates, respectively, and T is the maximum recorded time; it is at

the lower limit of the integral (i.e., the data are propagated backward in time). The

wavefields i, and u. are the P- and S-components of the back-propagated vector

wavefields decomposed from the isotropic, smooth, elastic wave equation as

!k = VV - u U =-VxVxU, (3.2)

where V, V. and V x are the gradient, divergence and curl, respectively, l(x, t) is the

displacement vector wavefield (more details are given in appendix 2.8). The reason for

using this imaging approach stems from two important advantages. First, it requires
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only one elastic propagation to form an image as oppose to the two propagations

used in the standard imaging approach (one forward and one backward in time).

The second, more important, advantage is that no source information is needed to

form an image, which reduces the imaging uncertainty and computational cost. Note

also that we decompose the P- and S-wavefields using equation 3.2 rather than using

the more computationally efficient Helmholtz decomposition. The reason for this

choice stems from the fact that the separated wavefields, using equation 3.2, have

consistent amplitude polarity, unlike those obtained by the Helmholtz decomposition

which require additional treatment for signal amplitude (e.g., Du et al., 2012).

The de-migration step (i.e, the Born modeling) is obtained using the Born ap-

proximation of the general form of the elastic wave equation as:

po6 - V -Co : V6V f, (3.3)

with

f = (V - 6C : V - 6p) vo, (3.4)

where : is the double dot (dyadic) product, p(x) is density, C(x) is the fourth order

stiffness tensor and v(x, t) is the forward propagating displacement vector wavefield,

each of which are decomposed as p(x) = po(K) + 6p(x), C(x) = Co(x) + 6C(x) and

v(x, t) = v0 (x, t) + 6v(x, t). The subscript 0 refers to a background quantity and J

denotes a perturbation. The perturbation term, V - SC(x) : V - 6p(_), is non-zero at

discontinuities in the medium and thus is related to the image; we denote this image

as Itack(X). The relation between the displacement wavefields in equation 3.2 and

3.3 is vo(x, t) = u_(x, T - t).

Once the wavefields 6v(x, t) are modeled, their time records at the receiver posi-

tions, Xs,,, are used for SICP-ERTM imaging along with the original time records,

SOng (Xbs, 0, as

dn" (, t) = ydri(Xb t) + 6 V(,Xbs, t), (3.5)

where ane"(b,,, t) are new time records and y is a pre-defined weight. The values for
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-y depend primarily on the data illumination and the presence of the converted-phase

waves in the data and vary between 0 for no weight to the original data and a very

large number, which diminishes the effect of the interpolation.

3.3.1 Description of the algorithm

The proposed algorithm consists of the following steps:

1. Back propagate each elastic shot gather, d' 9 (,,b 8 , t), in time. During the back-

propagation:

(a) Decompose u(x, t), into P-and S- wavefields using equation 3.2.

(b) Construct an image, I(x), using equation 3.1.

(c) Store the displacement (or particle-velocity) vector wavefields, u(x, t).

2. Stack over all images to obtain an image, Istack(X).

3. For each shot (or earthquake):

(a) Forward propagate the stored wavefield, vE(I, t) = 1(j, T - t), multiplied

by the image, Istack (1), to obtain 6v(x, t).

(b) Record the time history of the forward-propagated wavefield at the receiver

depth, 4 (lbs, t), and construct the new shot gather, ie" (ss, t), using

equation 3.5.

4. Repeat steps 1(a), 1(b) and 2 with the new shot gathers.

3.4 Results

To examine the proposed approach for interpolation-based SICP-ERTM, we test it

with two data sets: a synthetic data set based on the field data and a field data set

from the passive source micro-seismic monitoring of a geothermal area in Iceland.

The acquisition geometry is transmission for both tests, i.e., the recording stations
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are placed on the surface and sources are located at depth (n.b., some earthquakes

in the field data occurred outside of the imaging/computational region). All elastic

wave solutions for migration and de-migration are modeled with a 2D finite-difference

solver, using a second order in time staggered-grid pseudo-spectral method with per-

fectly matched layer (PML) absorbing boundary conditions (details are shown in

appendix A).

3800
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2600
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Figure 3-1: Density model used for the synthetic test.

3.4.1 Synthetic model

The synthetic model, shown in Figure 3-1, is the density model which defines the con-

trast of the medium. The P- and S-wave speeds are constant 4.5 km/s and 2.5 km/s,

respectively. The number of grid points in the model is N = 140 and N, = 200, and

the spatial increments are Ax = Az = 0.15 km. We generate 21 isotropic sources

equally distributed at 15.0 km depth with a horizontal increment of 1.2 km using

a Ricker wavelet with a peak frequency of 6 Hz and At of 0.006 s. The data are

recorded with two-component receivers that are equally distributed on the surface,

0 m, and span the computational grid. A representative shot gather (Z-component)

generated from (x, z) = (7.8,15) km is shown in Figure 3-2(a), and the SICP-ERTM

imaging result using 21 shots is shown in Figure 3-2(b).

Having calculated the elastic seismic data records, we decimate them by about

97 % (see a representative shot gather in Figure 3-3(a)), leaving only 4 live traces.

70



0)
E

U

2-

8-

10

12

14

0 5 10 15 20
Distance (kin)

(a)

25 30

E.

C)

0 5 10 15 20 25 30
Distance (kin)

(b)

Figure 3-2: (a) A representative common shot gather recorded at the surface, 0 km,

from a shot at depth (x, z) = (7.8,15.0) km. (b) SICP-ERTM imaging result obtained

with all 21 shots. Although there are a few artifacts, the structures are well-imaged.
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The reason for this small number is to mimic the field data example discussed below.

Next, we construct an image using the 21 decimated shots (Figure 3-3(b)). We

observe that the image is contaminated with noise due to the data sparsity. Using

the obtained image and stored wavefield from back-propagations, v~o(x, t), we apply

Born modeling with a constant density of 3000 kg/m3 for po (see equation 3.3). In

Figure 3-3(c) we show the modeled/reconstructed traces for the shot gather shown

in Figure 3-3(a). We observe that although the direct P-wave is clearly absent and

the data are somewhat noisy, the missing traces are reconstructed to some degree.

To test the quality of the reconstructed data, we add the reconstructed data to the

initial data (comprising 4 live traces) with 7 = 1.8 (equation 3.5), and calculate the

SICP-ERTM image with 21 shots (see Figure 3-3(d)). In Figure 3-3(d), we observe

that although a number of artifacts remain, many are also removed and the noise level

in the shallow part of the image is reduced, without affecting the image quality as

compared to Figure 3-3(b). In this synthetic example the weight, -y, for the original

decimated data is high because most converted waves here are highly dependent on

the direct P-wave, which was clearly missing in the Born-modeled data. However, if

the conversions are primarily generated by other (non-direct) waves, the weight for

the original decimated data can be small or even set to zero. This is illustrated with

the field data example.

3.4.2 A field data example from a micro-seismic monitoring

The second data example is field, passive source, micro-seismic data from a geother-

mal area in Iceland with abundant natural and induced seismicity. Only four stations

along a 2D line are available for 2D imaging. In Figure 3-4(a), we show a represen-

tative common shot gather (Z-component) for these four traces from a single earth-

quake. The relative position of the traces in the common shot gather corresponds to

the relative locations of the stations at the surface, Kobs = (x, Zsurf ace = 0 km). The

extracted time window record of T = 12 s and At = 0.005 s is band-pass filtered

between 2 and 12 Hz. The computational grid is N. = 90 and Nx = 150 and the

spatial increments are Az = 0.2 km and Ax = 0.15 km. To construct an image of the
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Figure 3-3: Same data as shown in Figure 3-2: (a) shot gather with only 4 live traces

(i.e., about 97 percent of original traces were removed), (b) SICP image obtained

with 21 shots using only 4 live traces, (c) modeled data using Born modeling, (d)

SICP image obtained with 21 modeled shots using -y = 1.8.
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geothermal area (using equation 3.1) we use 32 events (i.e., earthquakes) of moment

magnitude between 0.9 and 1.2, and P- and S-wave speeds, previously estimated by

conventional regional-scale travel-time tomography (Tryggvason et al., 2002). In Fig-

ure 3-4(b), we show the SICP-ERTM image stacked over all 32 events. We observe (in

Figure 3-4(b)) that although the deeper part of the image is reasonable, the shallow

part is completely contaminated.

Now, after having generated a stacked image, Istack(g), we use it along with the

stored wavefield L(1, t), for each event, as input for generating the forward propa-

gating wavefield bv(j, t) (i.e, Born modeling using equations 3.3 and 3.4). The result

in Figure 3-4(c) is the modeled seismic shot gather that corresponds to that shown in

Figure 3-4(a). We observe that the relative amplitude of the traces shown in Figure 3-

4(a) are preserved in Figure 3-4(c) and additional data are generated at previously

empty traces. By migrating only these new 32 seismic shot gathers (without using

the original data, y = 0), we obtain the new migrated image that is shown in Fig-

ure 3-4(d). We observe that the deeper part (below 4.0 km) remains almost the same

whereas the artifacts in the shallow part are considerably suppressed.

3.5 Conclusions

In this study, we presented a practical, data-driven, approach for migration-based

seismic trace interpolation of sparse transmission, micro-seismic data using converted-

phases. We demonstrated the approach with synthetic and field data using only an

extremely small number of stations. We showed that, using this approach, it is

possible to image not only the deeper part of the earth but also its shallow part,

without any sort of source information. This opens up the possibility of imaging

with sparsely recorded micro-seismic data without the artifacts such imaging usually

generates in the shallow subsurface.
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Figure 3-4: (a) Seismic traces from four receivers sorted into a common shot gather
(Z-component). The data are band-pass filtered with passband 2 and 12 Hz. (b)
SICP-ERTM image obtained with 32 events (earthquakes). The structure on the
right corresponds to the structure of a volcano. (c) Born-modeled common shot
gather corresponding to that is shown in (a). (d) SICP-ERTM image obtained with

the Born-modeled data and the same 32 events as in (b) (using y = 0). The structure
of the deeper part of the image is preserved and the artifacts from shallow part of the

image are suppressed.
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Chapter 4

Source-Independent Full Wavefield

Converted-Phase

Elastic Wave Equation Migration

Velocity Analysis1

4.1 Summary

Converted phase elastic seismic signals are comparable in amplitude to the primary

signals recorded at large offsets and have the potential to be used in seismic imag-

ing and velocity analysis. We present an approach for converted-phase elastic wave

equation velocity analysis that does not use source information and is applicable to

surface-seismic, micro-seismic, tele-seismic and VSP studies. Our approach is based

on the cross-correlation between reflected or transmitted PP and converted-phase PS

(and/or SS and converted-phase SP) waves propagated backward in time, and is for-

mulated as an optimization problem with a differential semblance criterion objective

function for the simultaneous update of both P- and S-wave velocity models. The

merit of this approach is that it is fully data-driven, uses full waveform information,

'Shabelansky, A.H., Malcolm, A.E., Fehler, M.C., Shang, X. and Rodi, W.L., 2015, Geophysical
Journal International
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and requires only one elastic backward propagation to form an image rather than

the two (one forward and one backward) propagations needed for standard RTM.

Moreover, as the method does not require forward propagation, it does not suffer

from migration operator source aliasing when a small number of shots are used. We

present a derivation of the method and test it with a synthetic model and field micro-

seismic data.

4.2 Introduction

In recent years, full waveform seismic imaging and velocity analysis methods have

become standard and the use of elastic waves is now drawing more attention. Con-

verted phase (CP) waves are an integrated part of the recorded elastic seismic signal

and are investigated in numerous studies in the research areas of VSP data (e.g., Es-

mersoy, 1990; Stewart, 1991; Xiao & Leaney, 2010), surface reflection (e.g., Purnell,

1992; Stewart et al., 2003; Hardage et al., 2011) and transmission seismic data (e.g.,

Vinnik, 1977; Vinnik et al., 1983; Bostock et al., 2001; Rondenay et al., 2001; Shang

et al., 2012; Brytic et al., 2012; Shabelansky et al., 2013c). In particular, e.g., Xiao

& Leaney (2010); Shang et al. (2012) showed that the converted phase seismic im-

ages can be calculated using one elastic propagation without using source information

(i.e., location, mechanism, time-function). Source information is generally considered

mandatory in standard seismic imaging and velocity analysis. However, in passive

monitoring source information is generally not available and in active source sur-

veys seismic data require special treatment for frequency matching due to coupling

differences between soil and vibro-seis or dynamite casing. These factors affect the

accuracy of the imaging and velocity estimation and add computational and process-

ing cost. Moreover, converted-phase elastic seismic imaging is shown to have higher

resolution in Xiao & Leaney (2010) and fewer artifacts than reflection type imaging

in Shabelansky et al. (2012b).

In this chapter we present a source independent converted phase velocity analysis

method that is formulated based on the framework of cross-correlational converted-
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phase imaging (chapter 2) and wave equation migration velocity analysis (WEMVA)

(e.g., Biondi & Sava, 1999; Sava & Biondi, 2004; Albertin et al., 2006; Shen, 2004,

2012). We refer to this method as source independent converted phase WEMVA

(SICP-WEMVA). Like WEMVA, SICP-WEMVA depends strongly on starting (ini-

tial) velocity models (P- and S-wave speeds) and optimization algorithms with their

parameters. SICP-WEMVA is typically less sensitive to the cycle skipping that is a

problem for full waveform inversion, but it has lower resolution than full waveform

inversion. The objective functional for converted P to S phases in source-dependent

WEMVA (i.e., CP-WEMVA using forward/source propagation for P-wave and back-

ward propagation for S-wave) appears to be convex (Yan & Sava, 2010), and thus we

expect SICP-WEMVA to also exhibit favorable properties for estimating large-scale

velocity models. Unlike WEMVA, SICP-WEMVA (and CP-WEMVA) uses interfer-

ence between different wave types (i.e., P- and S-waves), and thus the resolution and

stability of the two methods are not the same. Also, since SICP-WEMVA back-

propagates data solely from receivers and does not depend on source information,

it can be performed locally in the vicinity of the receivers only. This reduces the

computational cost of iterative velocity analysis.

This chapter is divided into three parts. In the first part, we present a source-

independent converted phase imaging condition in an extended domain. We use this

to formulate an objective functional for gradient-based optimization. In the second

part we present the derivation of the SICP-WEMVA velocity model optimization

scheme. In the third part we show results of applying SICP-WEMVA to a synthetic

model and its application to field data from a geothermal reservoir with abundant

natural and induced seismicity.

4.3 Theory of SICP-WEMVA

Source-Independent Converted-Phase WEMVA (SICP-WEMVA) is a gradient-based

iterative optimization scheme whose residuals are calculated from extended-domain

migrated images. The gradients are formed from the backward and forward propa-
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gating in time seismic data and image residuals. We present below the derivation of

the method, a summary of the algorithm and its practical implementations.

4.3.1 Extended source-independent converted-phase imaging

condition (ESICP-IC)

We start our derivation using the isotropic elastic wave equation

S=A + 2p P x1 AAV-u + AVp - [(VU) + (VU)T],(4)
V (4.1)

where u(x, t) and fi(x, t) are the displacement and acceleration vector wavefields,

A(j), p(x), and p(x) are the two Lame parameters and density, V, V., and Vx are

the gradient, divergence and curl, and x = (x, y, z), and t are the spatial and time

variables, respectively. The right hand side of equation 4.1 consists of four terms: two

with Lame parameters and two with their gradients. The terms with the gradients

are significant only at interfaces/discontinuities in subsurface medium and they are

responsible for generation of reflected, transmitted and converted-phase seismic data.

For the purpose of imaging, we assume smooth Lame parameters (i.e., taking

only the first two terms on the right hand side of equation 4.1), and obtain (Aki &

Richards, 2002, page 64)

fi=&VV - -V x V x , (4.2)

where the parameters &(x) and (x) are defined through the P- and S-wave velocities,

a(x) and /3(x), as

& = a2 A + 2/ 2 =. (4.3)
P P

Since we use the isotropic elastic wave equation, the acceleration wavefield can be
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decomposed as ii= i, + ,, where

ii (1, t) &()V uxt, j(xt) = - Ivx V x U(1, t). (4.4)

Then, the source independent converted phase imaging condition (SICP-IC) for

Ne sources (i.e., explosions or earthquakes) is given as the zero lag in time cross-

correlation between the back-propagated P- and S-acceleration vector-wavefields, ii,
and ij,

Ne 0

If) =P 2(1, t) -jL (g , t) dt, (4.5)

where - is the dot product between vector components (e.g., vertical, radial and

transverse), the superscript j refers to the source index, and T is the maximum

recording time; it is at the lower limit of the integral (i.e., the data are propagated

backward in time).

This imaging condition has three very important properties: first, no source in-

formation (i.e., location, mechanism, time-function) is required; second the image

can be constructed only in the vicinity of the receivers (i.e., far from the sources);

and third, the image can be constructed during the backward propagation and no

wavefield storage is required. These properties reduce the computational cost and

memory storage, and more importantly improve the image quality in comparison

with standard reverse-time migration (RTM). Note also that we decompose the P-

and S-wavefields using equation 4.4 rather than using the more computationally effi-

cient Helmholtz decomposition. The reason for this choice stems from the fact that

the separated wavefields, using equation 4.4, have consistent amplitude polarity for

imaging, unlike those obtained by Helmholtz decomposition, which require additional

treatment for signal amplitude (e.g., Du et al., 2012).

To provide intuition for the imaging condition in equation 4.5, we show in Figure 4-

1(a) a snapshot of an elastic wave propagation from a single point source, through a

horizontal interface. Figure 4-1(b) illustrates the wavefields schematically above the

interface. The red dots in Figure 4-1(b) correspond to constructively interfering image
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Figure 4-1: (a) A snapshot of the Z-component elastic wavefield generated from an

isotropic point source at the position (x, z) = (2.0,1.7) km, marked with a star,

and propagating through a horizontal interface at a depth of 1 km. (b) Schematic

illustration of the wavefields shown in (a) above the horizontal interface. The black

curves refer to the transmitted P and S wavefields (PP and PS) through the interface,

marked by horizontal green line. The big red dots mark the points where the two

wavefields interfere constructively and an image is formed.
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points at which the energy of the zero-lag in time cross correlation between P- and

S-wavefields is maximized. When we sum over multiple sources, Ne, in equation 4.5,

the signal to noise ratio (S/N) of the interfering image points increases.

This concept is valid when the P- and S-wave speed models are correct. However,

when the velocities have error, the interference between P- and S-waves does not

occur at the correct image points and energy leaks to adjacent points. To quantify the

leak and interference mis-positioning, we introduce an extended source-independent

converted-phase imaging condition (ESICP-IC) in the so-called subsurface space lag,

h = (h, h z, z), as

Ne 0

I(4, A) = f j(_ -- A, t) -*i (I + , t)dt. (4.6)

The concept of extension is adopted from acoustic reflection imaging where the ex-

tended image is typically called a common image gather (CIG), and the subsurface

space lag, h, is called the subsurface offset (e.g., Rickett & Sava, 2002). However, as

source information is not involved in SICP-IC and ESICP-IC, the notion of offset is

not well defined.

In Figure 4-2 we show schematically the construction of these image gathers, given

by equation 4.6, in 2D for a single source and horizontal space lag, ho, (i.e., we show

I(x = Xf, z; hx, h, = 0) where xf is a fixed horizontal image point) that are obtained

by continuously shifting the P-wavefield (marked PP) to the right and S-wavefield

(marked PS) to the left, as marked with the arrows in Figure 4-2(a). The waves

interfere at new points during the shift (i.e., space-lag); these interference points are

marked with a blue line and are called the moveout. The small red dot in Figure 4-

2(a) corresponds to the initial interference point, marked in Figure 4-1(b) by the big

red dot, and the big red dot in Figure 4-2(a) marks the current point of interference

along the moveout. Figure 4-2(b) shows the same schematic for negative horizontal

space lags, when the P-wavefield is shifted to the left and S-wave to the right. Note

that the curved moveout can appear linear for small lags.

To illustrate numerically the construction of the moveout in the space lag gathers
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Figure 4-2: Schematic illustration of the construction of the space-lag CIG along x

direction, hx, using ESICP-IC (equation 4.6). The black curves are as in Figure 4-1(b)

and the big red dots in (a) and (b) mark the current points of interference between

the wavefields while the small red dots show the hx = 0 position. The blue curve

connecting the big and small red dots follows the points of interference and thus is

called the moveout curve. This moveout is obtained by shifting the wavefields in

opposite directions; these directions are marked with arrows in (a) and (b), and the

length of the shift is called the space-lag.
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for the same horizontal interface model, discussed for Figures 4-1 and 4-2, we generate

a set of isotropic P-sources from below the horizontal layer at a depth of 1.7 km. We

construct the gathers using forward propagated P- and S-wavefields. In Figures 4-

3(a) and 4-3(b), we show moveouts for an image point at xf = 2 km obtained from

sources generated at (x, z) = (1.5,1.7) km and (x, z) = (2.5,1.7) km, below the

interface, respectively. These moveouts verify the behavior presented in Figures 4-

2(a) and 4-2(b) for correct P- and S-wave velocity models. The summation of the two

gathers (Figures 4-3(a) and 4-3(b)) is shown in Figure 4-3(c), where we observe that

only the energy around hx = 0 at the depth of the layer interferes constructively. By

adding more sources, generated from different horizontal positions below the interface,

we obtain more focusing of the energy around hx = 0 (see result in Figure 4-3(d)

obtained with 14 sources).

As mentioned above, this focusing is achieved only when the P- and S-wave veloc-

ities are correct. When the velocities have error, the energy is no longer focused. To

demonstrate this, we add to the correct S-wave model an elliptical lens (i.e., anomaly)

with a maximum perturbation of 15% of the background model and perform the same

numerical experiment. Figure 4-4(a) shows a result obtained with the same 14 sources

as that shown in Figure 4-3(d) with the incorrect S-wave velocity. The idea behind

the SICP-WEMVA is to design an optimization procedure that will minimize the

energy outside of h = 0 (see the residual gather for hx in Figure 4-4(b)) by updating

the P and S velocity models. This optimization procedure is discussed in the next

section.

4.3.2 Derivation of the SICP-WEMVA optimization

To relate the deviation of energy from h = 0 in the extended subsurface space lag im-

age gather (shown in Figure 4-4) to the error in velocity, we formalize a gradient-based

optimization problem by minimizing the energy at h 74 0. We use the differential

semblance criterion (Symes & Carazzone, 1991; Shen, 2004, 2012) for the objective
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Figure 4-3: Converted phase subsurface space lag CIGs at xf = 2 km, I(x =

xf, z, hx, h= 0), obtained with the correct velocity models from a source at po-

sition (a) (x, z) = (1.5, 1.7) km, and (b) (x, z) = (2.5, 1.7) km. (c) The summation

of the two subsurface space lag CIGs from (a) and (b). (d) The summation over 14

sources generated at the depth of z = 1.7 km with a horizontal increment of 0.25 km.
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Figure 4-4: (a) Converted phase subsurface space lag CIGs at Xf = 2 km, I(x

xf, z, hx, hz = 0), obtained with the incorrect S-wave velocity with the same shots

that are shown in Figure 4-3(d). (b) The residual gather used for the SICP-WEMVA

(i.e., signal at hx = 0 was removed).

functional, J, given as

J = - h2 12 (x, h)dhdx, (4.7)
2

where H = (Hx, Hy, H,) is the maximum subsurface space-lag, and hI(x, h) is the

residual subsurface space-lag CIG; Figure 4-4(b) shows a 2D CIG along the horizontal

x direction, hX, with Hx = 9.5 km. The choice of maximum space lag is addressed in

appendix B.1. In general we add additional regularization terms to equation 4.7 as

discussed in e.g., Shen & Symes (2008); Shen (2012). These terms do not affect the

understanding of the derivation and so will not be further discussed.

To formulate our problem as a gradient-based optimization, we use perturbation

theory to calculate the gradients of the objective function with respect to the model

parameters. We seek to obtain

J K(x)6&(x) + K3(x)6(x) dx, (4.8)

where K& and K are the sensitivity kernels, associated with gradients of the objective

function, J, that is perturbed with respect to model parameters, & and ), respectively.
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The model parameters & and 0 are defined in equation 4.3.

The sensitivity kernels (gradients) of equation 4.8 are derived in detail in ap-

pendix B.2, and have the following convolutional forms

1NeO
K&(1) = f Zj 3i (x, t) -E (x, T - t)dt (4.9)

and
Ne 

KfW(x)= j fT (xt) -v(r, T - t)dt, (4.10)

where the vector wavefields EP and k, are calculated by forward propagation using

adjoint sources

T - t) = (L-)* VV &(j)jie(j + 2h, t)R(I + h, h)dh (4.11)
S-H

and

pj (, T - t) = (L-1 )* V x V x J (g)i (x - 2h, t)R(I - h, h)dh, (4.12)

where (L-1 )* is the adjoint of the inverse of the isotropic elastic wave equation op-

erator (here L* is defined as forward propagation) and R(j, h) = h2I(l, h) (see ap-

pendix B.2 for more details).

To reduce computational burden, we replace VV- in equation 4.11 and V x Vx in

equation 4.12 by respective weights a and b (that are obtained from analytic derivation

of spatial derivatives), and calculate the adjoint sources as

K3(x, T - t) = (L- 1)* a f &() +(+ 2h, t)R( + _h, A)dh (4.13)

and

vj(x, T - t) = (L-1)* b J (x)i( - 2h, t)R(I - h, h)dh. (4.14)

With these gradients of the objective function, we set up the standard gradient-
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based optimization scheme as

Mi+ =Ei + Vik& , (4.15)

where the model parameter m - (6 1 )T with & and / sorted into row vectors, p is the

line search direction column vector and v is the step length scalar. The superscript

T denotes transpose and subscripts i and k refer to the indices of the iteration of the

search direction and that of the step length, respectively. The efficient calculation of

the step length, v, for SICP-WEMVA is given in appendix B.3.

The search direction is given by the conjugate gradient method (Hestenes & Stiefel,

1952) as

O= Co_,; (4.16)

p. = -C'g + rlip, (4.17)

where g = (K& K )T, K& and K4 are the gradients found in equations 4.9 and 4.10

and sorted into row vectors, C is a preconditioner (here we use it as a smoothing

operator), and scalar Ti is defined as in e.g., Rodi & Mackie (2001) as

gTCig
i= gTCg. (4.18)

g Ci_1gm

4.3.3 Algorithm

Each iteration of the proposed algorithm consists of the following steps:

" Propagate each elastic shot gather, j, backward in time, and store the acceler-

ation wave fields e (1, t) and ii,(x, t).

" Construct extended image gathers I(x, h) from all shots using equation 4.6.

" Construct residual extended image gathers: R(x, A) = A 2 I(x, h).

= Calculate _, T -t) and -(x, T -t) for each shot from the stored i,(x, t),

L (1, t) and constructed R(x, h).
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. Construct the sensitivity kernels K&(L) and K,(x) (gradients).

* Update model parameters 6(1) and O(x) using the gradients (sensitivity ker-

nels).

4.3.4 Practical considerations and implementation

There are three important practical considerations that need to be addressed during

the SICP-WEMVA calculation. The first consideration is the smoothing and regular-

ization of the gradients, K& and K,. Many studies address the problems associated

with the construction and smoothing of the WEMVA gradient (e.g., Shen & Symes,

2008; Fei & Williamson, 2010; Vyas & Tang, 2010; Shen & Simes, 2013). In our

study, we regularize the gradients in the so-called vertical time domain (e.g., Alkhal-

ifah et al., 2001; Shabelansky, 2007), which stabilizes and speeds up the convergence.

The transformation for vertical time is given by

Ka(x) -- + K&(T")

K(x) - K(), (4.19)

where the vertical times -r and To are defined as

= (TiT,r)=j -= and -) = (7_) = -=.
(-. r' o a X7 Y O'

The second consideration is the presence of the surface waves in the data and

the excitation of false body-wave modes during the back propagation. The back-

propagation of the surface waves may contaminate the image in the shallow part, as

they cannot be separated into purely P and S waves. The false modes are generated

due to the imperfect acquisition geometry, and become less severe with dense receiver

coverage. Nevertheless, this effect is observable and will be addressed and illustrated

below. To alleviate both of these effects and stabilize the optimization procedure, we

apply muting in the space-lag domain. However, more sophisticated approaches may

be beneficial.

90



The third practical consideration is related to the propagation of the adjoint P-

and S-wave sources (equations 4.13 and 4.14). In the 2D examples below we propa-

gate both sources simultaneously using only one propagation where the P-wavefield

propagates in the P-SV plane and the S-wavefield propagates in the SH plane. This

propagation is possible in 2D as the wavefields are completely decoupled in 2D. In

3D, however, each adjoint source wavefield needs to be propagated separately.

4.4 Numerical tests

To examine the proposed algorithm we test it with two data sets: a synthetic data set

and a field data set from the passive source micro-seismic monitoring of a geothermal

area in Iceland. The acquisition geometry is transmission for both tests, i.e., the

recording stations are placed on the surface and sources are located at depth (some

earthquakes in the field data occurred outside of the imaging/computational region).

All elastic wave solutions are modeled with a 2D finite-difference solver, using a

second order in time staggered-grid pseudo-spectral method with perfectly matched

layer (PML) absorbing boundary conditions (details are shown in appendix A).

4.4.1 Synthetic test

We test SICP-WEMVA with a synthetic S-wave speed model, shown in Figure 4-5,

and constant P-wave speed and density of 4500 m/s and 2500 kg/m3 , respectively.

The number of grid points in the model is N = 150 and N, = 200, and the spatial

increments are Ax = Az = 20 m. We generate 35 isotropic (explosive) sources

equally distributed at 1.8 km depth with horizontal increment of 100 m using a

Ricker wavelet with a peak frequency of 45 Hz and At of 0.001 s. The data are

recorded with two-component receivers that are equally distributed and span the

same computational grid at a depth of 0 km (i.e., Xbs, = (x, 0) km). Figures 4-

6(a) and 4-6(b) show representative common shot gathers for Z and X components,

uz(xobs, t) and ux(z,bs, t), from a source at (x, z) = (2.0, 1.8) km. In Figure 4-6(c),

we also present the (scalar) P-component of the seismic shot gather, calculated by
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V - U(bos, t), to support the assumption made in equation B.19 (appendix B.2) that

the P-wavefield is barely affected by a contrast in the S-wave speed, evidenced by the

lack of energy arriving after the direct P arrival.

Having calculated the elastic seismic data (Figure 4-6), we test SICP-WEMVA

with the smoothed background S-wave speed model, shown in Figure 4-7(a) (i.e.,

elliptical velocity inclusions were omitted). In Figure 4-7(b) we show the S wave

model after five iterations. We observe that the smooth part of the true velocity model

is reconstructed. To compare the effect of the inverted velocity model on imaging,

we calculate the converted-phase images using the true, initial and inverted S-wave

speeds, along with the smoothed true S-wave speed. In Figure 4-8(c) we observe that

the migrated image obtained using the inverted model shows significant improvement

and gradual convergence toward the true image compared to that obtained with the

initial model (Figure 4-8(b)). We show the space-lag image gathers for the image

point at xf = 2 km in Figures 4-9 and 4-10. The strong energy extending linearly in

depth (marked with green arrows in Figure 4-9) corresponds to the energy introduced

by the false wave-modes. In Figure 4-10, we show the same gathers after zooming

in and muting the false wave-modes. Note that SICP-WEMVA was applied to the

muted gathers. We observe that although some energy remains at the non zero-lags,

the energy is more focused around zero lags in the gather calculated with the inverted

model compared to that obtained with the initial S-wave speed.

The resolution of the velocity reconstruction depends on the sufficient sampling

of the medium by both P and converted-phase S (or/and S and converted-phase P)

back propagated wavefields (i.e., illumination) and is directly related to the imaging

resolution through data frequency content and receiver aperture. An analytic imaging

resolution analysis for comparison between the PP and PS imaging was conducted

in Xiao & Leaney (2010). This comparison highlighted the superiority of the spatial

resolution for PS over the PP imaging.
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Figure 4-5: True S-wave speed used in the synthetic test. The dashed vertical line

refers to the location of the CIG gathers, xf, shown in Figures 4-6, 4-9 and 4-10.

4.4.2 Field data example

The second example uses passive source, micro-seismic field data from a geothermal

area in a region of Iceland that has abundant natural and induced seismicity (see

Figure 4-11(a)). We test SICP-WEMVA with four stations (SAN, IND, BIT and

TRH) along a 2D line at the latitude of 64.06' and longitudes between -21.6' and

-21.10'. In Figures 4-11(b) and 4-11(c), we show four representative traces sorted

into a common shot gather (Z-component) from a single earthquake. Each trace is

of a time record of T = 12 s and At = 0.005 s that was band-pass filtered between 2

and 12 Hz. The relative position of the traces in the common shot gather corresponds

to the relative locations of the stations at the surface, Xobs = (x, Zsurface = 0 km).

The computational grid is Nz = 90 and N, = 300 and the spatial increments are

Az = 0.2 km and Ax = 0.15 km. To construct an image (using equation 4.5) of

the geothermal area that is located between longitudes -21.4' and -21.2', we use 32

events (i.e., earthquakes) of moment magnitude between 0.9 and 1.2. Initial P- and

S-wave speeds were taken from the model of Tryggvason et al. (2002) obtained using

regional-scale travel-time tomography. These velocity models are shown in Figures 4-

12(a) and 4-12(b), along with the SICP image in Figure 4-12(c). Note that the

shallow part of the SICP image is completely contaminated by aliasing caused by the

sparse station distribution on the surface and thus is muted out. By applying the

SICP-WEMVA optimization for the deep part of the earth (between 2.5 and 10 km),
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Figure 4-6: Common shot gathers calculated at the depth of 0 km due to an isotropic
source from (x, z) = (2.0,1.8) km: (a) Z-component, uz(x, t); (b) X-component,
u (x, t); (c) P-component calculated during the propagation as V -u, shown to support
the assumption made in equation B.19 (appendix B.2) that the P-wavefield is barely
affected by a contrast in the S-wave speed, evidenced by the weak energy arriving at
the times after the direct P-wave arrivals.
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Figure 4-7: S-wave speed models: (a) initial, and (b) after 5 iterations of SICP-
WEMVA. The smooth part of the true velocity model (Figure 4-5) is reconstructed
in the inferred model.

we update the P- and S-velocity models (Figures 4-12(d) and 4-12(e)) and the SICP

image (Figure 4-12(f)). We use 27 iterations of conjugate gradient for updating the

velocity models (see the convergence curve in Figure 4-13(a)). We observe that in the

area of the reservoir (longitudes between -21.38' and -21.22o) the P-wave velocity has

slightly increased while the S-wave velocity decreased along vertical trends. Although

this result indicates a high Vp/Vs and may suggest magma conduits, more study is

needed to understand the geologic implications of this result. The image produced

with the updated velocities (in Figure 4-12(f)) shows more focused structure and

reveals previously obscured structure (e.g., the region within the marked red ellipse).

We also show in Figure 4-13(b) the subsurface space-lag gather along the x-direction,

hx, at longitude of -21.34', where we observe that the energy in the updated gather

is more focused around zero space-lag than that obtained with the initial models.

These gathers, along with the convergence curve, suggest that the SICP-WEMVA

optimization converges toward a reasonable solution.

4.5 Discussion

In this section we address the most pressing assumptions underlying SICP-WEMVA

and discuss their implications for the accuracy, stability, robustness and applicability
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Figure 4-8: Results of the source-independent converted-phase elastic seismic imaging

(SICP-IC) obtained with: (a) true, (b) initial, and (c) inferred S-wave speeds that are

shown in Figures 4-5 and 4-7. (d) SICP image obtained with the smoothed true S-

wave velocity model to show the resolution of the expected image reconstruction with

SICP-WEMVA. P-wave speed and density are constant, 4500 m/s and 2500 kg/m3,

respectively.
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Figure 4-9: Converted-phase space-lag common image gathers with the (a) true, (b)
initial, and (c) inverted S-wave speed model. The strong energy linearly extended in
depth, marked with green arrows in (a), corresponds to the false wave-mode oscilla-
tion.
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Figure 4-10: Converted-phase space-lag common image gathers (CIGs) from Figure 4-

9 shown in different color after the false wave mode energy was muted out and the

horizontal axis was zoomed in. The CIGs are obtained with (a) true, (b) initial, and

(c) inverted S-wave speed model after five iterations of SICP-WEMVA. The input for

SICP-WEMVA is the residual image gathers after the false wave-mode energy has

been muted out. Note that although some energy remains at the non zero-lags, the

energy is more focused around the zero lags (black vertical dashed line) in the gather

after the five iterations of SICP-WEMVA.
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Figure 4-11: (a) Map of the investigated area in Iceland with micro-seismic field

data. The blue dots mark the earthquake locations projected onto the surface, the

red triangles refer to locations of the recording stations named with three letters, and

the black diamonds denote the computational grid points of the regional travel time

tomography done by Tryggvason et al. (2002). (b) Representative normalized and

filtered Z-component traces that are recorded at the surface along a 2D line at the

latitude of 64.060 and sorted into (c) a common shot gather. The relative position

of the traces in the common shot gather corresponds to the relative position of their

stations on the surface; the trace #0 from station SAN in (b) is the leftmost trace in

(c).
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Figure 4-12: Left: the initial (a) P-wave speed, (b) S-wave speed and (c) SICP image

obtained with the P- and S-wave speeds from (a) and (b). Right: the results of

SICP-WEMVA after 27 iterations (d) P-wave speed, (e) S-wave speed and (f) SICP
image obtained with the P- and S-wave speeds from (d) and (e). The blue dots in (c)

and (f) mark the location of natural and induced micro-seismic events and the red

ellipse highlights the region where the structure has improved. The shallow part of

the images are contaminated due to sparse station distribution and thus were muted.

The horizontal axis corresponds to distance of 22 km (i.e., exaggerated by 2.2 times

in comparison to the vertical depth axis).
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Figure 4-13: (a) Convergence curve for SICP-WEMVA. (b) Converted phase subsur-
face space-lag CIG with initial and updated velocity models shown in Figure 4-12.

of the method.

First, SICP-WEMVA is derived based on the assumption of an isotropic medium

in which the total acceleration wavefield is decomposed into the P- and S-wavefield

components. Although the wavefield separation can be achieved in certain anisotropic

cases (e.g., Yan, 2010; Zhang & McMechan, 2010; Yan & Sava, 2011) for imaging

purposes, additional mathematic effort is needed to derive the sensitivity kernel to

update the velocity model for the anisotropic medium. Note however, that there

are studies for reflection type source-dependent anisotropic WEMVA (e.g., Li et al.,

2012; Li, 2013; Weibull & Arntsen, 2013) that could potentially be applied to the

source-independent converted-wave case constructed here.

The second assumption is related to the differential semblance operator (equa-

tion 4.7) for the residual image, which is defined as a multiplication of the extended

image by h. Although this operator is very intuitive and was derived in Shen & Symes

(2008) from the derivative operator that measures the flatness of the seismic energy

in the angle domain CIG, it has been recognized that a more sophisticated operator

is required for better focusing of the energy at zero subsurface space-lag and reducing

noise at large lags (e.g., Shan & Wang, 2013; Weibull & Arntsen, 2013).

The third consideration addresses the source illumination or number of sources
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required to focus the energy around zero space-lag, even with the true velocity model.

It is known that for reflection type WEMVA (and CP-WEMVA), many sources are re-

quired to obtain focusing. For transmission SICP-WEMVA, in contrast, the number

of sources could be smaller (see Figure 4-3(d)) because of the low frequency con-

tent in the data due to the presence of the direct waves. The comparison between

WEMVA/CP-WEMVA and SICP-WEMVA will be discussed elsewhere.

The fourth and last issue is the applicability of the SICP-WEMVA to different

types of seismic data: active source surface-seismic and VSP, and passive tele-seismic

data. For surface-seismic data, where the converted-phase signal in the data is gener-

ally of a reflection type for both P- and (converted) S-waves, reflection SICP-WEMVA

may have similar limitations with source illumination and frequency content as the

standard reflection WEMVA/CP-WEMVA, as discussed above. For VSP studies,

SICP-WEMVA may have limitations with the illumination due to the geometry of

the monitoring wells, and it depends on the wave types that are recorded: reflection,

transmission or both types simultaneously. The use of both wave types simultane-

ously might produce images and velocity models with improved resolution from SICP-

WEMVA but may also introduce additional complexities. For tele-seismic data, the

separation of different body-wave phases should be clearer than with micro-seismic

data, shown in this study, and should produce clear large-scale images and velocity

models, but may be restricted by the high amplitude surface waves in the record and

thus would require procedures for windowing out the surface-waves before using body-

wave information in the SICP-WEMVA. However, SICP-WEMVA does not require

source information, thus it does not distinguish between different types of data and

acquisitions, and can be applied similarly to each data set as long as converted-phase

waves are present in the signal. Nevertheless, more research needs to be conducted

to better understand the method's performance on each individual data type.
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4.6 Conclusion

We have developed a fully automatic, data-driven optimization method for velocity

update using converted phase waves. We presented a converted-phase imaging con-

dition in the extended space-lag domain for the objective functional. We derived a

gradient-based iterative optimization method based on this objective functional and

tested the method using a synthetic model and field micro-seismic data. The results

show the applicability of the method in particular to micro-seismic applications where

source information is not directly available. This opens up the possibility for source-

independent full-wavefield velocity analysis, a methodology that previously was not

available, thus considerably improving the quality of velocity analysis and reducing

the computational and processing cost.
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Chapter 5

Source Independent

Converted-Phase Full Wavefield

2D and 3D Seismic Imaging of the

Hengill Geothermal Area,

Southwest Iceland'

5.1 Summary

The abundance of seismic activity in the Hengill geothermal area in Iceland is a

valuable source of information. In this chapter, we use this seismic information to

construct 2D and 3D images of medium discontinues with the so-called full wavefield

source-independent converted-phase reverse time migration method. This method is

based on three simultaneous steps: propagation of the full waveform recordings from

stations backward in time using a fully elastic wave simulator; separation of the P

and converted-phase S (and/or S- and converted phase P) waves; and applying an

imaging condition by cross-correlation. This method requires no source information

'Shabelansky, A.H., Fehler, M.C., and Malcolm, A.E., AGU 46th Fall Meeting, San Francisco
2013.
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so a large source of uncertainty is removed. Although the sparse station distribution

produces aliased images at shallow depths, the deeper parts are well-imaged. The

application of the method to seismic data produces images that are well correlated

with previous seismic and resistivity studies. In particular, the amplitudes of the

images are well correlated with a low resistivity region of the geothermal area. The

reason for this correlation is not fully understood, but may provide an additional tool

for the Hengill site investigation.

5.2 Introduction

The Hengill geothermal region is one of the biggest geothermal areas in Iceland with

a size of over 100 km2 that has been exploited for last several decades for hot water

production and electricity generation at Nesjavellir and (since 2006 at) Hellisheidi

geothermal power plants (Hardarson et al., 2010). The region lies at the triple junc-

tion formed by the Reykjanes peninsula (RP), South Iceland Seismic Zone (SISZ) and

the Western Volcanic Zone (WVZ), and has three main volcanic centers: Hengill (He),

Hromundartindur (Hr) and Grensdalur (Gr)(see Figures 5-1 and 5-2(a)) (e.g., Miller

et al., 1998; Arnason et al., 2010). The area connecting these three centers is charac-

terized by high temperature (300'-310'C) with a large number of hot springs and is

known as Olkelduhals (Foulger & Toomey, 1989). The Hengill region was extensively

studied using surface and borehole acquisitions with active and passive seismic along

with GPS, InSAR, TEM, MT, DC resistivity methods over the past five decades (e.g.,

Foulger, 1988a,b; Foulger & Julian, 1993; Menke et al., 1994; Evans et al., 1996; Julian

& Foulger, 1996; Tryggvason et al., 2002; Wanjohi, 2007; Gunnlaugsson & Gislason,

2005; Arnason et al., 2010; Franzson et al., 2010; Jousset et al., 2011; Batir et al.,

2012; Haraldsd6ttir et al., 2012; Zakharova & Spichak, 2012). Different physical char-

acteristics of the Hengill volcano system have been discussed including permeability,

temperature, pressure, seismic anisotropy, and stress orientation. Seismic activity in

the Hengill area is abundant (see Figure 5-2(b) for earthquakes for a period between

1991 and 2001 and Figure 5-3 between July 2009 and October 2011), and many
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studies have been conducted to investigate the existence of magma chambers and

supercritical fluids, and to delineate the brittle-ductile zones and elastic wave-speed

structure (e.g., Foulger & Julian, 1993; Miller et al., 1998; Tryggvason et al., 2002).

To our knowledge, all seismic studies of the Hengill region rely on first-arrival travel

times and their picking (i.e. acoustic emission, travel time tomography) (e.g., Menke

et al., 1994; Tryggvason et al., 2002; Jousset et al., 2011). Non of these works use the

full seismic waveform and thus produce results of a limited spatial resolution. Using

the entire waveform should improve the resolution of these studies by utilizing more

information from each recorded signal.

In this chapter, we investigate the subsurface structure of the Hengill region by

producing seismic images using the source-independent converted-phase (SICP) full

waveform seismic imaging method (discussed in detail in chapter 2). We compare

our results with those obtained by resistivity studies (Arnason et al., 2010) and the

interpretation from Miller et al. (1998). The chapter is divided into three parts. In

the first part, we review the data acquisition, processing and SICP imaging method.

In the second and third parts, we present results of 2D and 3D SICP imaging, cor-

relate them with those obtained from DC resistivity measurements, and discuss the

interpretation of the Hengill structure as compared with previous seismic studies.
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Figure 5-1: Reproduced from Miller et al. (1998): Map of the Hengill geothermal

area. (a) Grey shading: the Hengill (He), Hromundartindur (Hr) and Grensdalur

(Gr) volcanic centres; thin lines: outlines of the Hengill and Hromundartindur fissure

swarms; Hu: the Husmuli basalt shield; open triangles: temporary stations deployed

in 1991; filled triangles: stations of the permanent South Iceland Lowland seismic

network. (b) Grey shading: Olkelduhals geothermal area. Also indicated are areas

where reservoir temperature highs have been determined using fumarole geochemistry.

5.3 Seismic data acquisition and processing

The seismic activity at the Hengill region was monitored between July 2009 and

October 2011 with a network of 15 three-component Guralp broadband seismometers

with sampling rate of 100 Hz (At = 0.01 s). The stations were distributed about

4 km apart, covering total area of 25x25 km2 (see Figure 5-3). The earthquake

information (i.e, location, GMT time, moment magnitude) was obtained from the

Icelandic Meteorological Office for Earthquakes. We identified 32 earthquakes of

magnitude between 0.9 and 1.2 (from the extended Hengill area) and extracted 12 s

of the signal. The data then were band pass filtered between 2 and 12 Hz (see the

representative traces from a single earthquake in Figures 5-4 and 5-5). To satisfy the

stability condition of imaging/modeling, we subsample the data to At = 0.005 s (using

Sync interpolation). Next, each seismogram was normalized based on its maximum
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Figure 5-2: Reproduced from Arnason et al. (2010): (a) Three main volcano centers
of the Hengill geothermal area roughly outlined with bold black lines. The Husmuli
basalt shield is marked with a black arrow for reference with Figure 5-1. See also the
coordinate conversion from UTM to geographic (Longitude-Latitude) system, marked
with red color. Locations of TEM and MT soundings marked with small black and
big grey dots, respectively. (b) Density of seismic epicenters from 1991 to 2001 and
inferred transform tectonic lineaments (green lines).
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amplitude (often S-wave) and sorted by source into common shot gathers. The relative

position of the traces in the common shot gather corresponds to the relative locations

of the stations at the surface, mlobs (x, Zsurf ace) (see Figure 5-6).

The P- and S-wave speed models for imaging were obtained from a previous study

by Tryggvason et al. (2002), which span the Hengill region with a 20x20 km 2 horizon-

tal grid extending to 10 km depth with spatial increments of Ax = Ay = 5 km and

Az = 1 km (see black diamonds in Figure 5-3(a) and yellow dots in Figure 5-7). We

mapped the Tryggvason et al. (2002) wave speed models onto our desired computa-

tional grid by interpolating these models and fitting them to a grid with increments

of (Ax, Ay, Az) = (0.121,0.144,0.2) km. In Figures 5-8 and 5-9, we show the depth

slices of the P-wave speed, a, and the P- to S-wave speed ratio, a/0, used for imag-

ing. In addition to these models, we also extracted a single vertical depth stencil,

chosen at (Lon.,Lat.) = (-21.48',64.06') and extrapolated it to construct regional-

scale layered models for a and a/0. The reason for such a construction stems from

the need to verify the sensitivity of the imaging to changes in the wave speed models,

particularly to regions of low a and a/,3 such as that centered at about (Lon.,Lat.)

= (-21.26',64.06').

5.4 Methodology for source-independent converted-

phase seismic imaging

For the seismic imaging of the Hengill geothermal area, we use the source-independent

converted phase imaging methodology given in detail in chapter 2. The main idea

behind this imaging method is to take an entire seismic record and propagate it

backward in time using an elastic wave simulator. During the back-propagation, we

decompose the (vector) wavefield into P- and S-components and apply the zero lag

in time cross-correlation imaging condition between these two wavefields. The formal

form is:
Ne 0

I4) f7 ' (21, 0) - i(X, t) dt, (5.1)
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Figure 5-3: (a) The geography of the Hengill geothermal area. The red triangles mark
the station locations, marked by three letters, the blue dots mark the seismic events
(between July 2009 and October 2011), and the black diamonds the points where the
P- and S-wave speed models were estimated by the travel time tomography study
of Tryggvason et al. (2002). (b) 3D cube showing micro-seismic event relocations
(blue dots). The red circles on the surface mark the location of the stations.
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Figure 5-4: Representative particle-velocity three-component (Z-depth, N-north, E-

east) seismograms (for the station LSK) showing direct P- and S-wave arrivals (black

dot-dashed vertical lines) and those for potential converted-phase waves (blue dot-

dashed vertical lines). The traces were band-pass filtered between 2 and 12 Hz.
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Figure 5-5: Representative traces of particle velocity from an earthquake of moment
magnitude 1.1 recorded along 2D line with stations LME, HVH, LSK, BIT, and KRO.
Traces were band-pass filtered between 2 and 12 Hz.
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Figure 5-6: Representative Z-component traces from Figure 5-5(a) sorted into a com-

mon shot gather along a 2D line containing stations LME, HVH, LSK, BIT and KRO.

The relative position of the traces in the gather corresponds to the relative location

of the stations at the surface (see Figure 5-3(a)).
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Figure 5-7: Geographic map of seismic stations (black triangles) monitoring seismic
activity (blue dots) of the Hengill geothermal area. The orange ellipses mark the
volcano centers: Hengill (He), Hromundartindur (Hr) and Grensdalur (Gr), and the
cyan lines mark the orientation and patterns of fissure swarms, all placed here based
on the study of Miller et al. (1998). The dashed red lines mark projections of the 2D
SICP images formed in this study using the P- and S-wave speed models that were
interpolated and extracted from a previous 3D study (Tryggvason et al., 2002) at the
computational grid points on the surface denoted by yellow dots.
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Figure 5-8: Depth slices of 3D P-wave speed, a, from Tryggvason et al.

to the computational grid used for SICP imaging.
(2002) adapted
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where x and t are the space (vector) and time coordinates, respectively, and T is

the maximum recorded time; it is at the lower limit of the integral (i.e., the data

is propagated backward in time). The - is the dot product between the P- and S-

components of acceleration vector wavefields ii, and i that are decomposed from the

isotropic, smooth, elastic wave equation as

where V, V- and V x are the gradient, divergence and curl, respectively, u(x, t) is the

displacement vector wavefield and cz(x) and 3(x) are the P- and S- wave speeds. To

remove the effect of velocity on imaging, we use:

1, = VV - U li = -V x V x U. (5.2)

The reason for using this imaging condition stems from three important advantages.

First, no source information (e.g., location, mechanism, time-function, rise-time) is

required to form an image. Second, no wavefield storage is required during the back-

propagation as the wavefield decomposition (equation 5.2) and the imaging condition

(equation 5.1) are applied simultaneously. Third, it uses the full elastic waveform to

form an image. For more details see chapter 2.

5.5 Migrated SICP images

5.5.1 Results in 2D

In this section, we present the SICP images along 2D lines that are shown in Figure 5-

7. The idea behind constructing 2D images is to delineate the structure of a particular

volcanic center. Each 2D line was constructed using different sets of earthquakes

because we choose events that fall as closely as possible on the 2D image plane

(depth-distance). In Figure 5-10(a), we present 2D SICP image along latitude 64.06'

obtained using four stations (SAN, IND, BIT and TRH) and 32 seismic events. This
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Figure 5-10: Migrated 2D SICP image along line with stations: SAN, IND, BIT and
TRH with 32 events using P- and S-wave speed models from travel time tomography
(Tryggvason et al., 2002): (a) without and (b) with interpolation between the input
seismic traces, a procedure described in chapter 3. (c) Structure interpretation of the
result (b). Note that the region of BIT station corresponds to Olkelduhals geothermal
area.

line crosses the area connecting the volcano centers, Olkelduhals (Foulger & Toomey,

1989) (between longitudes -21.32' and -21.12'). We observe that although the shallow

part is completely contaminated by spatial aliasing, the deeper part is reasonably well-

imaged. In Figure 5-10(b), we show an image after applying the trace interpolation

scheme that is described in chapter 3, to remove the aliasing noise and reconstruct the

flat near-surface structure. In Figure 5-10(c), we provide our interpretation, marked

with purple lines. We observe that although it is difficult to extrapolate the lines

to the surface, we can clearly tie the vertically inclined lines with the fissure swarms

(cyan lines) in Figure 5-7 as suggested in Miller et al. (1998).

In Figures 5-11(a) and 5-11(b), we show the migrated images along ENG, IND,
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Figure 5-11: Migrated 2D SICP image along line with stations: ENG, IND, LSK and

NUP with 22 events and with P- and S-wave speeds from (a) Tryggvason et al. (2002),

and (b) regional-scale model. (c) The interpretation based on the SICP image from

(a).

LSK and NUP stations obtained with 22 earthquakes using two sets of P- and S-

wave speed models: one from Tryggvason et al. (2002) and the extrapolated layered

(i.e., regional scale) model. In Figure 5-11(a), we observe that although there is one

lineament/fissure swarm at the surface in Figure 5-7 between stations IND and LSK,

in Figure 5-11 this feature appears to develop into a series of lineaments at depth

between 5 and 10 km (see interpretation in Figure 5-11(c)).

The images constructed with 11 earthquakes along the stations SAN, HVD, HVH

and NUP, shown in Figure 5-12 with both sets of velocity models (from Tryggvason

et al. (2002) and the regional scale), also show the split of these lineaments at depth
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(see the interpretation lines in Figure 5-12(c)).

By crossing from south-west to north-east along the (Hr) volcanic center, we form

a SICP image along stations LME, HVH, LSK, BIT, KRO using 13 earthquakes

(Figure 5-13). We observe again the vertical features associated with fissure swarms

from Miller et al. (1998) (cyan lines in Figure 5-7). However, it is difficult to identify

the (Hr) volcanic center between BIT and KRO stations (at about 14 and 18 km on the

horizontal distance axis); the shallow depths are aliased due to sparse station distribu-

tion. By comparing our result with the result of resistivity from Arnason et al. (2010)

shown in Figure 5-13(c) along with the interpretation lines from Figure 5-13(b), we

find good agreement for depths between 4.5 and 10 km. Note that although Arnason

et al. (2000) considered that low resistivity structure corresponds to high tempera-

tures, Arnason et al. (2010) subsequently argued that resistivity structure from the

geothermal systems also strongly depends on rock alteration (i.e., presence of different

minerals at different temperatures) in the Hengill-Nesjavellir area, and that resistiv-

ity might thus increase with increasing temperature. Thus, it is difficult to directly

associate high/low resistivity with low/high temperatures (Arnason et al., 2010).

SICP images over the (Gr) volcanic center along the NUP, GUD, TRH and KRO

stations are shown in Figure 5-14, where the volcanic center is presumably between

GUD and TRH stations. We observe that beneath these stations, vertically inclined

features appear and they may correspond to the (Gr) volcanic center. In Figure 5-

15, we form another SICP image over (Gr) volcanic center along the stations SKD,

BIT, GUD and SOG. Here, we also observe the vertically-inclined lineaments that

were suggested by Miller et al. (1998) (cyan lines in Figure 5-7) that are in good

correlation with those from Figure 5-14.

5.5.2 Results in 3D

To investigate the 3D structure of the Hengill geothermal area, we also construct

3D SICP images with 32 earthquakes using the P-wave speed and the P- to S-wave

speed ratio shown in Figures 5-8 and 5-9. In Figure 5-16, we show depth slices of

the 3D SICP images, where we observe the effect of spatial aliasing at shallow depths
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Figure 5-12: Migrated 2D SICP image along line with stations: SAN, HVD, HVH and
NUP using 11 events with P- and S-wave speeds from (a) Tryggvason et al. (2002),
and (b) regional-scale model. (c) The interpretation based on the SICP image from
(a).
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Figure 5-13: (a) Migrated 2D SICP image along LME, HVH, LSK, BIT and KRO
stations in Figure 5-7 using 13 events with the P- and S-wave speed models from

travel time tomography (Tryggvason et al., 2002), (b) with interpretation, and (c)

2D section of the 3D DC resistivity structure approximately along the same line,
reproduced from Arnason et al. (2010), with added interpretation lines from (b). See

the structure between 5 and 10 km in both results and in particular vertical alteration

in resistivity supported by appearance of vertically inclined lineaments in the SICP

image. Note also that high amplitudes in (a) and (b) correspond to the high resistivity

(blue color) in (c), and vice versa.
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Figure 5-14: Migrated 2D SICP image along line with stations: NUP, GUD, TRH and
KRO using 9 events with the wave speed models from travel time tomography (Tryg-
gvason et al., 2002): (a) without and (b) with interpretation.
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Figure 5-15: Migrated 2D SICP image along line with stations: SKD, BIT, GUD and
SOG with 6 events from using regional wave speed models: (a) without and (b) with
interpretation.
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(down to about 5.0 km). At greater depths, we start observing the amplitude pattern

(marked with blue color) confined by the fissure swarms (see the interpretation of

the depth slice at 6.5 km in Figure 5-17(a) placed based on the study of Miller et al.

(1998)). This pattern can also be tracked in the deeper depth slices. By comparing

these images with the slices of resistivity structure from Arnason et al. (2010) we

observe that regions with (blue) amplitudes in Figure 5-17(a) (depth of 6.5 km) have

good agreement with the low resistivity (reddish color) region in Figure 5-17(b), and

might indicate a link between resistivity and the seismic images produced by SICP

imaging.

In Figures 5-18, 5-19 and 5-20, we show 2D west-east sections of the 3D image at

different latitudes without (left column) and with our interpretation (right column).

The shallow aliased region has been muted. Although it is difficult to extrapolate

our interpretation lines to the surface and connect them with the fissure swarms, as

was the case for the 2D SICP images, it has clear vertically-inclined lineaments on all

images that can be tracked at different latitudes. Of particular interest, in Figure 5-

19(e) (Figure 5-19(f) with interpretation), is the image of the Olkelduhals region at

the latitude of 64.065' and longitudes between about -21.32' and -21.12'. First, the

area characterized by blue color amplitudes is confined (longitudes between about

-21.4' and -21.15'); this area corresponds to the high temperature region indicated in

many studies (e.g., Miller et al., 1998) and suggests potential existence of the magma

body. However, by comparing this line with the 2D SICP image for approximately

the same line (shown in Figure 5-10), we find a large discrepancy. Nevertheless, the

2D SICP image has good correlation with the 2D section taken from the 3D image

at slightly shifted latitudes to the south at 64.0330 (shown in Figures 5-19(a) and 5-

19(b)). This mis-positioning effect might be caused by difference between 2D and 3D

imaging process. By comparing the 2D and the sections of the 3D SICP images with

the section of the resistivity structure (Arnason et al., 2010) from approximately

the same region (see the map on the right of Figure 5-21), we observe the dome-

like structure, and even more interestingly again the low resistivity (reddish color)

corresponds to the seismic amplitudes of the same sign (having the blue color).
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Figure 5-16: Depth slices of three-dimensional SICP image obtained with 32 earth-

quakes, shown at depths: (a) 4.4 km, (b) 5.4 km, (c) 6.4 km, (d) 7.4 km, (e) 8.4 km

and (f) 9.4 km.
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Figure 5-17: (a) Projected interpretation from Miller et al. (1998) on the 3D SICP

image slieced at the depth of 6.5 km, marking the volcanic centers He, Hr, and Gr

(orange lines) and the fissure swarms (black lines). (b) Reproduced from Arnason

et al. (2010) for comparison with (a): Resistivity in the Hengill area at the depth of

6.5 km according to joint ID inversions of TEM and MT data. Red dots: geother-

mal surface manifestations; black dots: MT soundings; thick black lines: resistivity

contour lines; thin black lines: topographic contour lines in meters above sea level.

Note the good agreement between high amplitudes (blue color) in 3D SICP migrated

image in (a) and the low resistivity (red color) in (b).
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Figure 5-18: Three-dimensional SICP image obtained with 32 earthquakes, shown

with and without interpretation at latitude sections: (a-b) 63.987', (c-d) 64.00*, and

(e-f) 64.0130.
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Figure 5-19: Three-dimensional SICP image obtained with 32 earthquakes, shown

with and without interpretation at latitude sections: (a-b) 64.033', (c-d) 64.039',
and (e-f) 64.065'.
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Figure 5-20: Three-dimensional SICP image obtained with 32 earthquakes, shown
with and without interpretation at latitude sections: (a-b) 64.0910 and (c-d) 64.098 .
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Figure 5-21: Reproduced from Arnason et al. (2010): west-east resistivity sections
across the Hengill area for two different depth ranges obtained from stitched joint ID
inversions of TEM and MT data. Inverted triangles: MT stations; V/H: ratio between
vertical and horizontal axes. Section location is shown as a blue line in the map to
the right. Red dots in that map: MT stations. See the similarity with Figure 5-19(e)
(and Figure 5-19(f)) in the dome-like shape and high (blue color) amplitude with the
low (red color) DC resistivity at the depths between 5 and 10 km.
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In Figures 5-22 and 5-23, we present 2D north-south sections at different longi-

tudes. We make two main observations. First, the lines in general are characterized

more with horizontal flat layers. Second, there is a large vertically inclined feature

that is not predicted in Miller et al. (1998); see the vertically inclined lineament that

is between latitudes 64.000 and 64.05' at longitude -21.49' and is present in all other

sections.

5.6 Conclusion

We constructed 2D and 3D images of medium discontinuities using the full wavefield

source-independent converted-phase reverse time migration method without using any

type of source information. Although the sparse station distribution on the surface

produced aliased images at shallow depths, the deeper parts were well-imaged. The

constructed images showed detailed information about subsurface structure of the

Hengill area that is well correlated with previous seismic and resistivity studies. Also,

the amplitude of the images showed good correlation with the low resistivity region of

the Hengill geothermal area. The reason for this correlation is not fully understood,

but might provide an additional tool for volcanic site investigation.

132



Longitude = -21.49

0

5

4 44444 4 4 44
UM SOWUOMSK - ENSRSN 0

4 44 4 44 4 4 4 4 4
UM 0OWAM18K am -NN

0

(a)

Longitude = -21.42

-4 44 444"4 44 44 4

00

63.95 64 64.05 64.1
I .tileft (0%

(c)

101(

63.95 64 64.05 64.1
I sttmula 101

(b)

Longitude = -21A2

0

E

10

4 444 444 4t 44 4
UN UUJWMOSIMa m NS

(d)

Longitude = -21.36

44 44 4 44 4 4
SONffiVHMU LS( MW KWK 0

Longitude = -21.36

444 4 4 4 4
WoWMWnu s M KPAMK

E

10

63.95 64 64.05 64.1

(e)

1 0

63.95 64 64.05 64.1
I atitMula 101

(f)

Figure 5-22: Three-dimensional SICP image obtained with 32 earthquakes, shown

with and without interpretation at longitude sections: (a-b) -21.490, (c-d) -21.420,

and (e-f) -21.360.
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Figure 5-23: Three-dimensional SICP image obtained with 32 earthquakes, shown
with and without interpretationat longitude sections: (a-b) -21.300, (c-d) -21.240 and

(e-f) -21.180.
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Chapter 6

Conclusions and Future Work

6.1 Summary of conclusions

In this thesis, I developed and investigated source-independent methodologies for

seismic imaging, seismic-trace interpolation and velocity analysis, and applied them

to micro-seismic field data from the Hengill geothermal (volcanic) area. I presented

mathematical derivations, numerical verifications, and field data examples. I dis-

cussed strengths and weaknesses of these methodologies, and highlighted the main

goal of this study: the ability to conduct seismic imaging and velocity analysis without

using any sort of source information. I found that the source-independent approach

for imaging and velocity analysis is possible and beneficial as it facilitates the imaging

process by improving the quality of the results and reducing computational and pro-

cessing effort. This is the main general contribution of my thesis. Here, I am giving

the summary of the conclusions for each chapter.

In chapter 2, I presented cross-correlational and de-convolutional forms of a data-

driven source independent converted-phase wave imaging condition (SICP-IC), and

investigated their relationship with reflection, transmission and conversion coefficients

through a newly introduced concept of conversion ratio coefficients. I illustrated the

properties of the conversion ratio coefficients and demonstrated their use through

de-convolutional imaging conditions with different types of illumination compensa-

tion. The results on both the synthetic Marmousi model and field micro-seismic data
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showed clear advantages of each imaging condition when an appropriate illumination

compensation is applied.

In chapter 3, I presented a practical, data-driven, approach for migration-based

seismic trace interpolation of sparse micro-seismic data using converted-phases. I

demonstrated the approach with synthetic and field data using only an extremely

small number of stations. I showed that, using this approach, it is possible to image

not only the deeper part of the earth but also its shallow part, without any sort of

source information.

In chapter 4, I developed a fully automatic, data-driven optimization method for

velocity updating using converted phase waves. I presented a converted-phase imaging

condition in the extended space-lag domain for the objective functional. I derived a

gradient-based iterative optimization method based on this objective functional and

tested the method using a synthetic model and field micro-seismic data. The results

show the applicability of the method in particular to micro-seismic applications where

source information is not directly available.

In chapter 5, I investigated the Hengill geothermal (volcanic) area by constructing

2D and 3D seismic images of medium discontinuities using the full wavefield source-

independent converted-phase reverse time migration method. Although the sparse

station distribution on the surface produces aliased images at shallow depths, the

deeper parts are well imaged. The application of the method to seismic data produced

detailed images of subsurface structure of the Hengill area that are well correlated with

previous seismic and resistivity studies. Also, the amplitude of the images showed

good correlation with the low resistivity region of the Hengill geothermal area found

in Arnason et al. (2010).

6.2 Future directions

This thesis is composed of four main components for source-independent theory and

application: seismic-imaging, seismic-trace interpolation, velocity analysis, and study

of the Hengill geothermal area. Although, the initial purpose of these four components
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was to provide tools for the geothermal site investigation, each component evolved

into a stand-alone research area that can be further investigated. Here, I list several

potential directions for future research for each of these components.

Extension of SICP methodology to an anisotropic medium

To extend the SICP methodology to an anisotropic media, two research directions

need to be considered. First, the ability to separate the propagating waves into

quasi P and S-waves. Second the derivation of the sensitivity kernels of the SICP-

WEMVA for anisotropic model parameters needs to be considered. The first direction

has solutions for VTI media (e.g., Dellinger & Etgen, 1990; Yan & Sava, 2009; Yan,

2010; Zhang & McMechan, 2010), but needs further extension to apply more general

anisotropy. The second direction requires theoretical investigation using techniques

from anisotropic studies for source-dependent WEMVA (Li et al., 2011, 2014).

Further investigation of the conversion ratio coefficients

Although the conversion ratio coefficients were presented in this thesis in the context

of the deconvolutional SICP imaging conditions, these coefficients are a stand alone

physical quantity that need to be treated as complementary to reflection, transmission

and conversion coefficients. In particular, the conversion ratio coefficients may be of

great interest in studies of Amplitude Versus Offset (AVO) or Amplitude Versus

Azimuth (AVA).

Stabilization factor for amplitude-balancing SICP imaging conditions

The key component of deconvolutional amplitude-balancing ICs is the stabilization

factor, C. This factor controls the stability and quality of the imaging process (i.e.,

ensuring that division by zero is not taking place) and is different for different ICs and

data sets. To my knowledge, there is no good strategy to estimate this parameter

before an image had been constructed. An approach from Marquardt (1963) may

facilitate the procedure for estimating an appropriate stabilization factor for seismic

imaging.
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SICP Seismic trace interpolation in the framework of Least Square Migra-

tion

The seismic trace interpolation scheme shown in chapter 3 is based on the concept

that the observed seismic data are used to produce an image, and then this image is

de-migrated to reconstruct the missing data. This loop can be formulated into the

iterative framework of the least squares migration approach, and thus produce a more

balanced interpolated seismic data set along with the migrated seismic image.

Extension of SICP-WEMVA with amplitude-balancing ICs

The SICP-WEMVA method presented in this thesis was based on the cross-correlational

imaging condition. The shown merit of the amplitude-balancing deconvolutional

imaging conditions should be integrated into SICP-WEMVA to facilitate a better

convergence of the SICP-WEMVA optimization scheme, and to suppress the artifacts

generated by false waves, shown in Figure 4-9.

Removal of the false waves from wave propagation

The effect of the false waves in the extended-domain space-lag gathers may be sig-

nificant and thus should also be investigated on the level of the wave propagation.

Combining different initial and boundary conditions during the back-propagation

might eliminate the generation of these false waves.

Integration of the Hessian into SICP-WEMVA optimization

Adding the Hessian information to the optimization scheme should considerably speed

up the convergence of conjugate gradient as well as helping with estimation of an

appropriate step length scalar.

SICP-WEMVA for P- and S-wave attenuation

Extension of SICP-WEMVA for constant (in frequency) P- and S-wave attenuation

should be considered. This can be easily achieved if the solutions of the elastic wave
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equation are calculated in the frequency domain.

Interference between other types of waves

In this thesis, I used interference just between P and converted-phase S- (or/and S

and converted-phase P-) waves propagating through the isotropic elastic medium.

However, if the medium is more complicated, more waves interfere with each other.

One example is the shear wave splitting in the anisotropic medium between S-fast

and S-slow waves that can be used for the SICP methodology. Also interference can

be used between fast and slow Biot waves in poro-elastic medium, or even between

seismic and electro-magnetic waves. All these waves can be of a great interest for

source-independent imaging.

Application of full 3D SICP-WEMVA and trace interpolation to Hengill

data

The 3D amplitude-balancing seismic imaging accompanied with 3D SICP-WEMVA

and SICP seismic trace interpolation should improve the quality and resolution of the

3D SICP images and shed additional light on the subsurface structure of the Hengill

geothermal area.

Quantitative analysis of the amplitudes of the SICP seismic images

The amplitudes of the SICP seismic images carry important information about the

subsurface medium, and thus should be further investigated, particularly in the con-

text of the evaluation of the presence of fluids. Methods based on principal component

analysis may be beneficial for this investigation.
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Appendix A

Elastic Wave Equation Modeling

A.1 Three-dimensional elastic wave equation mod-

eling with PML boundary conditions.

The engine behind the applications described in this thesis is elastic wave propagation,

and the ability to accurately propagate elastic waves is essential for their success.

In this appendix, we review the scheme for solution of the isotropic elastic wave

equation calculated as a second order in time staggered grid pseudo-spectral method

with perfectly matched layers (PML) absorbing boundary conditions.

We will start with the equation for conservation of momentum that is given in the

particle velocity L = (vx, vY, vz) and stress u = (UXX, UYu, a, ZZ , Xc , YZ) representa-

tion as

OVx 1 (Oo*x DcTxy DUxz j-- = + + x X
at P ax ay Oz
avi, 1 (OUXY + ay + cTyz f*\
at p ax ay 0 z

avz _ 1 aozz DTYz oazz
S p( + + D z + , (A.1)

at p ax ay z

where p and f = (fx, fy, fz) denote the density and body force, respectively.

141



Hooke's law for an isotropic body is given with Lame parameter A and shear

modulus y as

-'xx =(A +2p) + avy avz
at ax ay az
a0Y=A ax+ (A +2p) av,+ Aa,
at ax ay azau v AavZ

=z A x + A + (A+2A)'at ax ay az

at ay ax

at az ax

a t y + ay-. (A.2)at az a y

The Lame parameters, A and p, and density, p, define the P- and S-wave speeds

by

a A + 2pI (A.3)
P

and

= . (A.4)

There are many absorbing boundary conditions/layers schemes (e.g., Clayton &

Engquist, 1977; Cerjan et al., 1985; Berenger, 1994; Fichtner et al., 2011). Although

many simlple schemes exist the Perfectly Matched Layer (PML) scheme requires a

very small number of grid points and thus is very attractive. We follow the PML

formulation of Collino & Tsogka (2001); Marcinkovich & Olsen (2003) where each

wavefield in the equations above is split into parallel and perpendicular terms. Thus,

the equations A.1 and A.2 along the x direction are
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at

5 d(x)vlx
at

v + d(x)v =

at

1 axx
p ax
1 Du0,Y

1 ax
p ax

+ fx)
av x
at

_1

avij _Y-
at

+2p) x+ d(x>4 -

+ d(x)< =

+ d(x)ac =

+ d(x)ax =

at

at

1

p
1

p

(ax, + oaxz
ay + azj'

aoy,( y
ay

aoyz+ ,z

Bazz

Vz
A (vy

(A + 2p) y

av
ax '

Dv

Dvz
pax'

Dcljz + d(x)urLx = 0'at y

Oy

=y

_ vx
az'at

uyzli
A4"

a p +vz
= az + ,)

+z

(vz
(z

(A.5)
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along the y direction are

+d(y)v-Ly =
1 Oaxy
p ay

+d(y)v = I ay (p ay

+d(y )v-

+ d(y)orx" =

v
at

at+fy ,

1 Dayz

p ay

A av,ay'

v
at

a 11
at

1
p
1

p

1
p

oax + oo-xz
ax az '

auxy ao-y

a +xz ,+ '
ax az'

(A + 2p) a

+ d(y)ou" = (A + 2pA av

+ d(y)o-<' =

+d(y)ouL -

A a,ay'
ay'
y

ay)

+d(y)oa = 0,

+ d(y)u a

and along the z direction are
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avivat

at

+ A az

= (a=AKaxatat"
at
at

ao--L' z
at

ata a-X- Z

av,
A aL+ (A +Ox

2p) z
azat

at

at

av

avz
az

at avz= , (A.6)
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I.
+d(z)vj

J_+ d(z)v 
-

-L+ d(z)vj

" d(z)ar =_

z -
+ d(z)u-1 -

1 aux.

1 a-zz1 (p z
+fz ,

at

at

atz

at
auax
atat

Bat

Boi

at

at
av~jz
at

avf"
at

at

at;at

at

at~at

at
I"

at

J_Sd(z)- = (A

d(z)al- =0"" '

J-z

"d(z)u- =

avx
az '

azv

1

p

1
p
1

p

a0-xx +
ax

ax

(aoxa
ax

ay

+a-y)+,

A V +(A+2t) Vy
ax 19y

=A ax+ vax ay '
avx +avy
ay ax'

a = p
0 IIZat ay

at ayj7

where the d(x), d(y), and d(z) are the PML functions. Representatively, d(x) is

given as (Marcinkovich & Olsen, 2003):

d(x) = (C + C2nb + c3nb) (A.8)

where r is a free scalar, # is the S-wave speed, Ax is the x grid spacing, nb is the

PML thickness (in nodes), and the polynomial coefficients are: ci = A, c2 = d and

=1C3 = 10.

A.1.1 Discretization of elastic wave equation on staggered

grid

The above equations are discretized using the preudo-spectral staggered grid dis-

cretization that yields
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() l = (V ) + (Vy")n + (V/z) +l

x i3~ -(xx j,,k + d x i31 x zj,k -

_____ __-__ _____ 
-)+ d 2

At 2 2

- (V fl)',k + d_ +i ' + (V )

At 2

Sxx 3 k n

Pi,j,k ax + i x),j,k

(A.10)

(A.11)

(A.12)

1Pi,j,k ay

1~ a(1
Pi,j,k 

9z

(VY)n+l n+l + (vy)n+l,y + (Vz)n+l Iki+',j+.Ik (VYX)i+-! , j+ 1,k i+.! j+ lk y i+ !j+2 2 2 i 2 2 2

(A.13)

(A.14)
2I%1 

2 21~~ +, + dxl
At2

(Vx~ l + (Vx)f 1

1n+l

D., 1 .. (9 x

+1zjnil + (V z
(V vzy+ 4+l k +

Y 1 i) + I ,j +l,k
2 n A151~ ~ (fZ)i+.!

(Vz) l ( =x)nl +(+ n() +

.1 z +.! Ti+.k Z)2

i + ,j,k+! z j,k+} , +ij,k+ z+ j + (A.16)
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z i!,~k.!+ (vz i+.I,j,k+.!

2
n+1

_ 1 1(j2 ) 2
2

Pi+1I,j,k+ 1 a ,

3 2
n+11 +( (zZi~i,jk+

+ -- k+! i Ok

+i3ki+(Vz"+, 

_2

(A.17)

(A.18)

zzn+2
P( zi+,, ,k+! (

p ~Oz+()

(A.19)

(X))2 + + (4Y[+ , + ( ) (A.20)

(Ex, +Ex i+(Zx)7+Ijk - X i 1

At

(Eyx)2nJ~ (lxl~ ,(EI,)~ EXX) +
At

X i+.I ,j,k i .ll

At

11(E xx)n'2jk + (Ex x)ni7Jk

+ d (A.21)
2

a(Vx)n1J
+ 2p1 i+-Ijkk

Ai-~,k , 2 +(I,j, + aXi~~
Ii(,j,k2 A .2

(A.22)

2
ii+.Ijjk

(A.23)
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(V) + (VX) n

At

(Vyf~ Z) .1 ik!

At

(VZ)i+ ~+ 1-(VZZ)+

At

+ do 1
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(A.24)
Zz~) nl .k n~ )f+ (Fz)n+f+ (zzn

- (EZ~i
At

(z) 2
+1,k k - ~ j1

At

-} 2

At

d z~+- 1  n- + a(Vx) n J
,I_ + ___ ___ _ +_ _ j k =++,j,k

+ + 2 +2(k ax
(A.25)

+ +}
+ d - 2

3 2

+I,j,k
i+! ,jlk x

(A.26)

z + 1, +},k -- 2~~ ps~+- d~z~, = (/\i+,k +- 2/[Li+,k) O

2
(A.27)

n+1 x n+-i; n+
"xybi,j+.!k k + xy~ij+,i,k l

y i)k i, x + I-k + -I,k

2 ~ ~ 2+d Pi,j+,k Ox
(A.29)

Y)27+!,k - i )+i1,k
(ZEy)24 + (z Y)1~ 2

XVi +.!, k Xy ik
+d 2

+I,k ~~ y ,j+I,k+,k 2+=k

At 2

i,k
1-Ii,j+I,k 

gy

(A.30)

(A.31)
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1 1
(E xz)n+l 1 = (Fxz)n+2 1 + + -' I + (Ezz)n+ .2

ijk+l x ijk+,, (Eyz)n
X ijk+- X ijk+-2

At -1

(E xz) +- - (E ) ijk

At
(Ezn+! n-I

zi,j,k+-, - Ezx k+

At

)EXij + ( ) 2+~~l

2

( ) 2 +(
da.7 2

n+ n
i,j,k+ j k+2

2

((Vz)nk+l
- ,L~i~j~k -!

3+3 a )
(A.33)

= 0 (A.34)

= j,k+jk
, 25 az

(A.35)

i+Ii"k+~ 1 tl,+!j+l kI-! * I~)7 ,j+!, k+l

Yz i+},j+ I,k+! Yz i+ ,j+ I,k+A

At

Yz +},j+.I,k+} yz +},j+I,k+}

At

+ d1
2+)

yz +I+ k+ yz) + ,j+ ,k+. _0

2

(A.37)

(r, z) + (Ez)n7-J1k+
z i+.Ij+',k+l Yz i+,j+.I,k+E!

2
(A.38)

zi+.,2, +., k+}
(i+ + l k+1

k.++k+! y + +k+$
2'22' 2

(A.39)

+!,j+.,k+! Y i+A,j+,k+l
At

19(VY)
i+Jjz k
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A.1.2 Variables on the mesh.

Each variable is projected on the mesh with the following stencil scheme:

(i, j, k) : V, p, fx

(i + 1, j + 1 , k) :Vy, p, fy

(i + ,I j, k + }):Vz, p, fz

(i + , j, k) :Exx, Ezz, EYYI A, fp

(i, j+ ilk) :Exv,p

(ij, k + ) :Exz

The PLM finctions dx, dy, d_ are defined on each point on the staggered grid.

A.1.3 Calculation of spatial derivatives using the pseudo-

spectral staggered grid

The spatial derivatives are calculated by spectral method according to Carcione

(1999).

1. Apply FFT: Vi -* i.

2. Multiply 1K by jKe' , where K is a wavenumber and j (-1).

3. Apply inverse FFT: Vi Ox *

A.2 Explicit forms of VV- and V x Vx

For any vector u = (Ut, Uy, uz):

2 XuX + OxayUy + OaAU

a,9OUx + &2uy y+ aUzz

(zaXUX + azayuy + o2zuz
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and (90-u" - yU. +Da2iU2 - i zu-
V x V x u = 2 - auy + azayuz - Uy , (A.41)

Oxazux -- a uxz + ayay - a y JU
where each derivative is calculated using the pseudo-spectral method, described above.
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Appendix B

Derivation of the SICP-WEMVA

B.1 Maximum space-lag selection procedure

For choosing the optimal maximum space-lags, H, we need to derive and solve another

optimization problem. Although we do not solve the optimization problem explicitly,

here we give a recipe for the simple selection of a nearly optimal H. We reduce

the space-lag 3D domain to ID along the x direction and take the derivative of

equation 4.7, the objective functional of SICP-WEMVA, with respect to maximum

space-lags, Hz, using the finite difference approximation, and set it to zero as

J 1 (f fHx 2

aHl -2AHx -H 2
h 2 (Ihx)dhxdx - If J '_Hx h I2(xhx)dhxdx =

where AHx = HX2 - Hx1. For the sake of simplicity we omit the dependence

and by manipulating the limits of integration, Equation B.1 becomes

1J 1 (fH 2

alHx 2AHx Hx,

or

ai 1 Hxi+AHx

aH 2AHx JHX,

h I2 (hx)dhx - Hx2

I2 (hx)dhx -
f-H xJ

(B.2)

h I2(hx)dhx = 0. (B.3)
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Thus, to obtain the nearly-optimal solution for H. we calculate the integrals in

equation B.3 solely between --H, and -H, 1 - AH. and between H.1 and H,, +AHz,

which in general are small. We use the regula falsi algorithm (e.g., Stoer & Bulirsch,

2002, page 339) to iteratively solve equation B.3 to select the values of H 1.

B.2 Derivation of the sensitivity kernels for SICP-

WEMVA

To derive the sensitivity kernels, Ke and K , we perturb the objective function (equa-

tion 4.7) and obtain

6J = J I(1, h)R(, h)dxdh, (B.4)

where R(x, h) =h2 I(x, h) and

Ne

6I(x, A) = (6Y (I -Alt) - is(j + h,t) + j3(Ij- ht) - ig((j+ h, t)) dt. (B.5)

Substituting equation B.5 into equation B.4 yields

6J := 6J+ 6J, (B.6)

where

Ne

6 J, := f (6j(x - A, t) -jj3.(x + h, t)) R(, A_) dtdxdh (B.7)

and
Ne

6J, := g x-ht) -Jig (x + h, t)) R(x_, _A)dtdxdh. (B.8)

To find 6i4 and 6iie in equations B.7 and B.8, we perturb equation 4.4 and obtain:

Mi = 66VV - u3 + &VV -u 3 (B.9)
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- - xV x t -'3V X V x 6U3 , (B.10)

both of which depend on 5uj. To evaluate 6uj, we consider equation 4.2 with any

input source function f as a linear system given as

L =-f, (B.11)

where L is the isotropic elastic wave operator defined as

L = &VV - -V x V x -at.

By perturbing equation B.11 we obtain

6LuI + Lou3 = 0,

or

6_j = -L- 16Lu'.

The perturbation of the modeling operator, L, is

6L = 66(VV.) - 6/3(V x Vx),

which turns equation B.14 into

6u3
= -L'Ma

+ iP ),+i

where = VV - u3 and 4 = -V x V x uj (see equation 4.4).
a 13

Substituting equation B.16 into equations B.9 and B.10 yields

ii= - - &VV L1(-i + -i)
a 3
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(B.17)



and

-+ )V x V x L-'(6-- + 6-- ).(B.18)
~3 a

Since model parameters & and 3 are smooth, we assume that the perturbation in

P- and S-wavefields are not affected by perturbations in S- and P-wave speeds, re-

spectively. Thus, we can drop the J term in LIPand the 6& term in 6iP to obtain

.P, (B.19)

and

6u3= +ii+v x Vx xL .j (B.20)

Next, we substitute equations B.19 into B.7 and obtain

6JP =i (x h s(x -h, t) -(j -A)VV -L-' ( ( -h t

- (x+ h, t)R(x h)) dtdxdh

~JJ J (&(jx hA)vLS(
f (x -h, t) - f(x + h, t) R~x dtdhdx (B.21)

h~ )VV -L-1 3(x - h, t)

- (i(x_ + h, t)R(j, h)) dtdxdh.

In the second sum/integral we recognize an inner product and so we can replace it

with an adjoint operator (i.e., (&VV -L-1)= (L- 1 )*VV -, where superscript *

refers to adjoint) in order to isolate (6&)/&:

6Jp ( M?)(xh t) i(x + h, t)R(x, h)dtdhdx

Ne t() -h) (B.22)

-((x + , t)

((L- )*VV -&(j - h)j 3 (j + A, t)R(x, h)) dtdhdx.
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To make the second integral computationally efficient and integrate over h only once

before applying the adjoint operator, we apply a shift in spatial coordinates (e.g.,

Shen, 2004), and obtain

6 J = W( N (xt) -JJ:x + 2h, t)R(x+ h, h)dtdh) dx

-J &(x)
a(x)

( i1(x t) (L-1)*VV {J&(x)i(_ + 2ht)R(x + h,h)d}h dt dx

zi(x,t).-R(x 2hI t)R(xI+ h, h)dtdh) dx

___x, (Ne 0

i (x, t)-vx, T t)dt dx

:=J 6(x) (K61() + Ka(X)) dx. (B.23)

The sensitivity kernels in the first and second integrals are denoted by Kg and K. ,

where the superscripts D and A refer to direct and adjoint, respectively, based on their

computation procedure (i.e., for the direct term, adjoint wavefield is not calculated).

Note that in our experience with the examples above K6 is significantly smaller

than K. and thus are dropped. We therefore use K for the sensitivity kernel used

in equation 4.9. However, if K6 is not small it might underestimate the gradient

calculation.
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Similarly we substitute equations B.20 into B.8 to derive 6J,:

N, (x (x -~ ht (x + h, t) dtR(x, A_)dxd~h

+x- ht )4-(x_+h)VxVxL- . i(x +h, t) R(,A)dtdxdh

Neff +i3( jjLP) x - h t) . +(x+h,t)dtR (x, h)dxdh
(x+h)

+ +JJJ V x V x 0- (x+ + (i (xI -h, t)R(x, h))

-ix + h, t)dtdxdh (B.24)

SI (x - 2h, t) -ii(x, t)dtR(x - h, h)dxdh

+ f E L-) V x V x $(K) j3 (I - 2 h, t) Rx - A, h

- i3(x, t)dtdx

-1 j( ZJJi (x - 2h, t) -.ii(x t)dtR(x - h, h)dxdh

' J IvI(x, T - t) -ji(x, t)dtdx:= JJ(x) (Ks(x) + K W() dx.

As for Ka(x), the sensitivity kernel, K (x), given in equation 4.10, is simply K (x),

and K (x) is dropped because of being significantly small in the examples above.

However the effect of the direct terms on the full sensitivity kernels requires further

investigation.
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B.3 An efficient calculation of the step length for

SICP-WEMVA optimization

To find an optimal step length, v, for the gradient-based optimization in equation 4.15,

we need to choose a step length that will set to zero the derivative of the objective

functional with respect to the step length. In other words, if

J(vik) = EMi+1) = J(Mi + vikP),

then
__J 9J Omi+k (Voptimai) k1 kg. pi = 0. (B.25)

a~~ik a~~i+1 ik-tk

One way to find the optimal v's is to use the line search method: start with

an initial guess and use the bisection method (e.g., Rodi & Mackie, 2001) or the

regula falsi algorithm for iterative update of v, such that equation B.25 is satisfied.

To satisfy this equation we need to calculate gradient, g. , at each iteration of the

line search along a given search direction. Hence the calculation of each gradient (in

SICP-WEMVA) is accomplished with two propagations in equations 4.9 and 4.10.

We propose a faster way to calculate the v's without calculating the gradient at each

iteration; we calculate the objective functional for two consecutive v's (from either

initial guesses or bisection method) with only one propagation and then calculate the

derivative of equation B.25 using the finite difference approximation as

DJ _J(vik) - J(vik-_)

DVik Vik - Vik-1

Note that for equation B.26, we calculate the gradient solely when we define a new

search direction.
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Appendix C

Analytical derivation of the elastic

wave speed sensitivity for the

SICP-WEMVA

C.1 Sensitivity of the SICP-WEMVA moveouts to

wave speed variations

In this appendix, we present an analytical derivation of the sensitivity of the moveouts

in the extended space-lag domain common image gather, discussed in section 4.3.1

for SICP-WEMVA. Our derivation starts with equations for travel times between

a conversion point in the subsurface and recordings of the P- and S-waves at two

receivers at the surface (see Figure C-1). The travel time for the P-wave is given as

_dp V{x -xo)2 + Z___ (x, + dx - xo) 2 + z2
tpI- ,0 / (C.1)

ao ao -yo,3o

and for the S-wave as
dc _/ (x8 - Xo) 2 + zo

18 (C.2)

where dp and d,, are the P- and S-wave distances, ao and /0 are the true P- and

S-wave speeds, and -yo is their ratio (i.e., yo = ao/o). The distance between two

161



receivers is dx = x - x .

The extended SICP imaging condition, given in section 4.3.1, for a single source

is:

I(xo,hx,z) = ji(xo + hx, z, t) - i(xo - hx, z, t)dt, (C.3)

where I(xo, hx, z) is the extended image (i.e., common image gather), and 2j and R,

are the acceleration wavefields. Note that z zo  6z where 6z is defined within the

bars in Figure C-2.

Source Receivers
(0,0) Surface (xs,O) (xp,O)

ds

dp

Reflector

Figure C-1: The path of the interfering P- and S-waves from a conversion point in

the subsurface with two receivers at the surface.

Since the wavefields ii and i propagate using the migration wave speeds, a,

#1, and 1 = a1//01, we analyze the interference of the wavefields in the horizontal

space-lag extended image point (gather) by shifting the S-wave by h to the left (i.e.,

-h) and the P-wave by h to the right (i.e., +h) and keeping the same propagation

travel times as those given in equations C.1 and C.2 (see Figure C-2(a)). We now

compute the travel times for the migration wave speeds. For the P-wave travel time,

we obtain,

_ - (x, + dx - xo - hx) 2 + Z2  (C4)

and for the S-wave,

t (x - x + hx)2 + z 2  (C.5)
1
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Then, we enforce that these travel times are equal to the recorded times. For the

P-wave, we equate equations C.1 and C.4, and obtain:

(x + dx - x) 2 + z= ( 1" [(x, + dx - xO - hx)2 + z 2 , I

(XS - xo )2 + z2 = 2 2
0 7101) [(x, + dx - xO - hx) 2 + z 2 ] - 2(x, - xo)dx - (dx) 2

and by equating equations C.2 and C.5, we obtain:

(x - xO) 2 +z = ('0 
2

Next, we equate equations C.7 with C.8, and obtain,

[(x, + dx - xO - hx) 2 + z2 ] -2(x,-xo)dx-(dx) 2 =

and after several rearrangement steps, we obtain:

(xs - x0 + hx) 2 _ _0) (x, + dx - xO - hX) 2 + 3 (2(xs - xo)dx + (dx) 2 )
( 2)

- 1

(C.10)

(xS - x0 + hX) 2 - (x, + dx - xO - h ) 2 + () (2(x, - xo)dx + (dx) 2 )

(( \2(,^Y - 1)

(C.11)

This equation shows how the depth, z, of the moveout changes as a function of
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(C.6)

(C.7)

[(x - x0 + hx) 2 + z 2] .

( _,O,o ) 2

(C.8)

(,3o0 2 [(xs - xo + hx) 2 + z 2]

(C.9)

2

or

z



the horizontal space lag, hz, for a fixed ratio between the true and migration S-wave

speeds, /0/01, and the ratio between the true and migration P- to S- wave speed

ratio, 'yo/'}i, the subsurface horizontal position xO, the surface position of the S-wave

receiver, x., and its distance to the P-wave receiver, dx. Note that the equations C.10

and C.11 are not well defined when -yo = -i.

The same procedure is applied for analyzing the inference when we shift the S-

wave by h to the right (i.e., +h) and the P-wave by h to the left (i.e., -h) (see

Figure C-2(b). The final equation for this case is

(x5XO x-- h 2 - 2 (x, + dx - xo + hx)2+ (2(x, - xo)dx + (dx) 2 )

(C.12)

C.2 Plots of the SICP-WEMVA sensitivity move-

outs

To show the behavior of the moveout, z(h), in equations C.11 and C.12, we plot

them in Figure C-3 for a fixed xO = 2000 m and x, = 4000 m, and for five varying

dx values between 600 m and 3000 m. The blue color corresponds to equation C.11

and green color to equation C.12. The big red dot marks the interference point

where all energy will constructively interfere by adding more moveouts from different

values of dx. Three main observations can be deduced from this Figure. First, we

observe constructive interference for different values of dx that correspond implicitly

to different numbers of shots (earthquakes). Second, although the depth in Figure C-

3(a) for -yo/1yi = 1.000001 is unrealistic because the equations C.11 and C.12 are

not well-defined, constructive interference occurs at h, = 0 m for correct wave speed

models, as was shown in Figure 4-3(d) (note that this is a limitation of the analytical

derivation, not of the underlying theory of SICP-WEMVA). Third, when the ratios
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A, Surface
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Source Receivers
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(x0-h,z) (x01z0) (x.+h,z)

(b)

Figure C-2: The paths of the interfering P- and S-waves for the extended horizontal
space-lag imaging condition: (a) shifting P-wave to x0 + h and S-wave to x0 - h, (b)
shifting P-wave to x0 - h and S-wave to xo + h. The bars at the points (xo - h, z)
and (xo + h, z) indicate that the interference is depth dependent.
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of # and -y increase and decrease on the same scale, the constructive interference can

also occur at h, = 0 m (see Figures C-3(e) and C-3(f)), and then the SICP-WEMVA

might stop updating the wave-speeds. However, although this effect might exist, the

range of S-wave speed variation is generally not on the same order as that for the P-

to S-wave ratios.

In Figure C-4, we show the squared depths of the moveout, z2 (h). Note that the

moveouts for z 2 (h) are linear in contrast to elliptical moveout for z(h) as shown in

Figure C-3. Although the same observations apply for z2(h) as were given for z(h),

the stability and convergence of the SICP-WEMVA may be considerably different if

the moveout is constructed as a function of z 2 (h). This is a subject of future research.
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Figure C-3: Interference between moveouts in the z-h plane for SICP-WEMVA as a

function of dx for a fixed 0/1 and -yo/-yi. The zone of constructive interference is

marked with the red dot.
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Figure C-4: Interference between moveouts in the z2-h plane for SICP-WEMVA as a

function of dx for a fixed /lo/01 and yo/,y1. The zone of constructive interference is

marked with the red dot.
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