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Abstract

This thesis investigates various aspects of the variability of the stratospheric polar vortex and the
effect of this variability on tropospheric weather and climate patterns on various timescales. In
the first part of this work, an improved idealized model was developed to study the coupled
stratosphere-troposphere system. The model is forced by relaxation to a specified equilibrium
temperature profile, which varies seasonally only in the stratosphere. This model setup permits
the investigation of stratosphere-troposphere interactions on seasonal timescales, without the
complication of an internal tropospheric seasonal cycle. The model is forced with different
shapes and amplitudes of simple bottom topography, resulting in a range of stratospheric
climates. The effect of these different kinds of topography on the seasonal variability of the
strength of the polar vortex, the average timing and variability in timing of the final breakup of
the vortex (final warming events), the conditions of occurrence and frequency of midwinter
warming events, and the impact of the stratospheric seasonal cycle on the troposphere are
explored. The inclusion of wavenumber 1 and wavenumber 2 topographies results in very
different stratospheric seasonal variability. Hemispheric differences in stratospheric seasonal
variability are recovered in the model with appropriate choices of wave-2 topography. In the
model experiment with a realistic Northern Hemisphere-like frequency of midwinter warming
events, the distribution of the intervals between these events suggest that the model has no year
to year memory. When forced with wave-1 topography, the gross features of seasonal variability
are similar to those forced with wave-2 topography, but the dependence on forcing magnitude is
weaker. Further, the frequency of major warming events has a non-monotonic dependence on
forcing magnitude, and never reaches the frequency observed in the northern hemisphere.

In the second part of the thesis, the impact of stratospheric ozone depletion on the Antarctic
polar vortex and its subsequent influences on southern hemisphere surface climate patterns is
investigated. It is verified that stratospheric final warming events have an impact on tropospheric
circulation in a simplified GCM with seasonal variations in the stratosphere only. The model
produces qualitatively realistic final warming events whose influence extends down to the
surface, much like what has been reported in observational analyses. The hypothesis that recent
observed trends in surface westerlies in the Southern Hemisphere are directly consequent on
observed trends in the timing of stratospheric final warming events is tested. It is confirmed that
there is a statistically significant shift towards later final warming events in the years with large
ozone depletion. However it is found that the observed trends in surface westerlies cannot be
attributed simply to this shift towards later final warming events.
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Finally, responses of the idealized AGCM to polar stratospheric cooling that mimics the
radiative effects of stratospheric ozone depletion are studied. It is found that there are two factors
that play a role in setting the magnitude and persistence of the model's surface response to
cooling: the seasonal cycle of tropospheric annular mode timescales, and whether or not the
imposed cooling leads to the presence of stratospheric westerlies at a time when easterlies were
prevalent in the control run. That is, the surface response is sensitive to the timing of the imposed
polar stratospheric cooling.

Thesis supervisor: R. Alan Plumb

Title: Professor of Meteorology

4



Acknowledgements

I have thoroughly enjoyed the last few years working on my Ph.D. in PAOC, and the completion

of this degree would not have occurred without the support of many people, whom I

acknowledge below. I got very lucky in my choice of advisor and I begin by thanking him. Alan

Plumb is a wonderful research advisor, very calm, kind, and perceptive, and also a very clear

teacher. I'm very grateful for the many times that he's suggested a way forward conceptually,

and for reading and helping me improve manuscript drafts multiple times. It has been a pleasure

working with Alan.

I thank John Marshall, for persuading me to come to PAOC for my Ph.D., for including me in

the activities of his own group, and for his general encouragement. His enthusiasm for research

is infectious. I'm also very grateful to Susan Solomon for all her support, for many useful

discussions, for inviting me to her group meetings, and for trying to teach me some chemistry. I

really appreciate Paul O'Gorman's help with answering questions on statistics that came up

periodically during my work. Finally, I thank Ed Gerber, for serving as my external committee

member even though he was on sabbatical. I have had numerous very useful e-mail exchanges

about my research with him and he has patiently dealt with bad internet connections to remotely

attend a number of committee meetings and even my defense. I'm also grateful to Tiffany Shaw

and Gang Chen for useful discussions at conferences and for their general support.

I greatly appreciate all the help I've had from Greg and Linda with regard to elorenz. Many

students and postdocs have contributed in both professional and personal ways to my

development over the last few years. I thank Daniela Domeisen, Lantao Sun, and Eric

Leibensperger for clarifying various questions over e-mail. Marianna Linz and Brian Green have

5



patiently proof read and provided useful comments on various drafts. I thank Yavor Kostov,

Emily Zakem and Brian for a very friendly office environment, and Yavor, Jareth Holt and Kat

Saad, for studying with me for the general examination. I'm also grateful to the other members

of Alan's research group - Daniela, Eric, Andy Miller, Marianna Linz, Erik Lindgren, and

recently Casey Hilgenbrink, for listening to many practice talks. Martha Buckley and Ryan

Abernathey were supportive student mentors in my first year, as were Morgan O'Neill and Marty

Singh in my second. Tim Cronin has been a great source of general advice. The Houghton fund

and Alan have funded many trips to conferences and summer schools.

On a more personal note, I am deeply grateful to my parents (particularly my father, who has

helped me get through every challenge), for their tremendous and constant support for everything

I ever wanted to accomplish. This thesis is dedicated to them. My husband and I got married

while we were graduate students at MIT, and this campus has been a special place for us. I think

our mutual calm acceptance and encouragement of each other's goals and sometimes crazy

schedules has contributed to keeping me sane and happy for the last few years, and I am grateful

for his companionship.

6



Contents

1. Introduction..............................................................................................................18

1.1. Climatological structure of the stratospheric polar vortices....................................19

1.2. Extreme events.......................................................................................24

1.3. Stratosphere-troposphere coupling...............................................................30

2. Seasonal variability of the polar stratospheric vortex in an idealized AGCM with varying

tropospheric wave forcing.............................................................................36

2. 1. Introduction......................................................................................... 36

2. 2. M odel setup.............................................................................................4 1

2. 3. Stratospheric seasonal variability in the presence of wave-2 topography......................49

2. 4. Stratospheric seasonal cycle in the presence of wavenumber-1 topography................71

2. 5. Impact of the stratospheric seasonal cycle on the troposphere...................................77

2. 6. C onclusions.............................................................................................79

3. Does the delay in Antarctic polar vortex breakdown explain recent trends in surface

westerlies?.....................................................................................................................................82

3. 1. Introduction.............................................................................................82

7



3. 2. SFW events in the simplified model................................................................86

3. 3. SFW events in the NCEP/NCAR Reanalysis.....................................................94

3. 4. Sum m ary...............................................................................................10 1

4. Responses of an idealized AGCM to ozone depletion-like polar stratospheric cooling..103

4.1. Introduction ............................................................................................. 103

4. 2. Form of the imposed polar stratospheric cooling................................................103

4. 3. Responses to imposed polar stratospheric cooling..............................................106

4.4. C onclusions.............................................................................................125

5. Summary and future work...........................................................................127

6. References................................................................................................131

8



List of figures

Figure 1-1: (top panel) Latitude-height variation of climatological mean zonal mean zonal winds

for (left) SH in July and (right) NH in January. (Bottom panel) Latitude-month variation of

climatological mean zonal mean zonal winds at 10 hPa. Figure from Waugh and Polvani (2010).

Figure 1-2: Time series of climatological daily minimum polar temperatures at 50 hPa for the a)

Arctic (50-90*N) and b) Antarctic (50-90'S). The daily climatology is determined from the

1979-2008 period. The black line shows the average for each day of the climatology. The grey

shading shows the percentage range of the values (taken from Waugh and Polvani, 2010).

Figure 1-3: Daily values of the NAM index at 10 hPa (black) and 40 day averaged heat flux

anomalies at 100 hPa (grey) for 1 July 1978 to 31 December 1996. From Waugh and Polvani

(2010).

Figure 1-4: Examples of a vortex displacement in the top panel, and a vortex split in the bottom

panel (from Charlton and Polvani, 2007). @American Meteorological Society. Used with

permission.

Figure 1-5: Composites of 50 warm vortex events from NCEP Reanalysis from 1958 to 2007.

For each winter season (November to March inclusive), the strongest geopotential height

anomaly at 10 hPa was used. Contour intervals are spaced by 0.2. Index values between -0.1 and

0.1 are unshaded. The zero level is shown by the heavy black contour. The top plot shows a

composite of nondimensional NAM index (based on geopotential height anomalies and using the

zonal-mean EOF method described by Baldwin and Dunkerton (2009)). The bottom plot shows a

9



composite for the time series of polar-cap averaged geopotential height (60'N-90'N), normalized

by its standard deviation at each level. (Taken from Kushner, 2010).

Figure 2-1: Snapshot of the equilibrium temperature profile (K) at northern hemisphere winter

solstice. The contour interval is 10 K.

Figure 2-2: Seasonal cycle of zonal mean zonal winds (ms') at 10 hPa and 50 hPa from the

model (ho=0), with the equilibrium temperature specifications of Kushner and Polvani (2002) in

the top panel, from the model with the new equilibrium specifications used in this study in the

middle panel, and from ERA-Interim (Southern Hemisphere) in the bottom panel. The contour

interval is 2 m/s for the 50hPa winds and 4 m/s for the 10 hPa winds.

Figure 2-3: Latitude pressure structure of DJF winds (ms 1) for Experiment 1 (no topography, top
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Figure 3-6: Transition in zonal mean zonal wind anomalies averaged from 60'S to 70*S for a 60
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November 20. The magenta contour denotes 95% statistical significance. The contour interval is

0.5 m/s.

Figure 4-11: 850 hPa zonal mean zonal wind response for polar stratospheric cooling uniformly
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17



1. Introduction

In the lowest several kilometers of the atmosphere, temperature falls almost monotonically with

latitude and height, and this region is called the troposphere. Above the troposphere is the

stratosphere, and here temperature typically increases with height (e.g. Vallis, 2006).

Historically, interest in the stratosphere was motivated by concerns regarding the stratospheric

ozone layer, which plays a crucial role in shielding the surface of the earth from harmful

ultraviolet light. Over the last several decades there has been intensive research into the earth's

stratosphere, which has resulted in major advances in our understanding of its dynamics,

transport and chemistry, and its coupling with other parts of the atmosphere.

A prominent feature of the circulation of the stratosphere is the seasonal formation and decay of

an intense cyclonic vortex over the winter pole, known as the stratospheric polar vortex, or the

polar night jet. The strong circumpolar westerly winds at the edge of the polar vortex are in stark

contrast to the weak easterlies that occur in the summer hemisphere (e.g. Waugh and Polvani,

2010). The structure and dynamics of these polar vortices play an important role in setting the

circulation of the stratosphere and are key to determining the distributions of trace gases, in

particular ozone. Because the polar vortices act as containment vessels (transport barriers) and

allow for the occurrence of extremely low temperatures, they play a critical role in polar ozone

depletion and the annual formation of the Antarctic ozone hole (e.g. Newman, 2010, Solomon,

1999). Interest in the polar vortices has further intensified in recent years as numerous modeling

and observational studies have shown that the polar vortices can influence weather and climate

patterns in the troposphere. In this chapter, we briefly review the observed structure of polar

vortices, their variability, and aspects of their coupling to tropospheric circulation. In our
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discussion we borrow from Waugh and Polvani (2010), Kushner (2010), and the introduction

sections of two papers that are based on the results presented in chapters 2 and 3 (Sheshadri et al.

2014 and Sheshadri et al. 2015).

1.1. Climatological structure of the stratospheric polar vortices

The general characteristics of stratospheric polar vortices can be seen in plots of zonal mean

zonal winds. Figure 1-1 shows the latitude-pressure variations of climatological zonal winds for

July in the Southern Hemisphere and January in the Northern Hemisphere in the top panel. For

both hemispheres, there is a strong westerly jet in midwinter. Radiative cooling during the long

polar night leads to extremely low temperatures in the polar stratosphere in the winter, and these

westerly jets shown in Figure 1-1 form because of the resulting strong equator to pole

temperature gradients.

These stratospheric polar vortices form in fall when solar heating of the polar regions is cut off,

reach maximum strength in midwinter, and then decay in later winter to spring as sunlight

returns to the pole. This is illustrated in the bottom panel of Figure 1-1, which shows the latitude-

seasonal variations of the zonal winds in the middle stratosphere (10 hPa), and in which the

seasonal formation and decay of the Arctic and Antarctic vortices is evident. In both

hemispheres, there are weak easterlies during summer months (June-August in the NH and

December-February in the SH), which are replaced by westerlies in fall that grow in strength

until there is a strong zonal flow in midwinter. These strong westerlies then decay through

spring, and the flow returns to easterlies in the summer.
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for (left) SH in July and (right) NH in January. (Bottom panel) Latitude-month variation of

climatological mean zonal mean zonal winds at 10 hPa. Figure from Waugh and Polvani (2010).
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Although radiative processes (e.g. heating by absorption of solar radiation by ozone and cooling

by thermal emission by carbon dioxide) play the forcing role in setting up the large scale

latitudinal temperature gradients and resulting zonal flow, the winter stratosphere is not in

thermal equilibrium. Waves excited in the troposphere (e.g. by topography, land-sea heating

contrasts, or the nonlinear interactions of synoptic scale eddies) propagate up into the

stratosphere and perturb it away from radiative equilibrium, and the zonal winds shown in Figure

1 are weaker than predicted by radiative equilibrium (e.g. Andrews et al. 1987). Additionally, the

propagation of such waves into the stratosphere varies with conditions in the stratosphere itself.

Charney and Drazin (1961) showed that Rossby waves propagate upward only if their horizontal

scale is large and if the flow is weakly eastward relative to their phase speed; that is, stationary

waves only propagate through weak westerlies. As a result, stationary Rossby waves propagate

up into the stratosphere in the winter (when westerlies are prevalent) and not in the summer

(when easterlies are prevalent), and the stratospheric flow is consequently more disturbed in the

winter than in the summer.

Large hemispheric differences in the polar vortices can be seen in Figure 1-1: the Antarctic

vortex is larger, stronger, and has a longer lifespan than its Arctic counterpart. These differences

are caused by hemispheric differences in wave generation and propagation. The larger

topography and land-sea contrasts in the NH excite more/larger planetary scale Rossby waves

that disturb the polar vortex and push it further from radiative equilibrium than in the SH.

There are also significant hemispheric differences in the variability of the vortices, with the

Antarctic vortex being less variable on both intraseasonal and interannual timescales. These

differences can be seen in the evolution of minimum polar temperatures at 50 hPa, shown in

Figure 1-2 (Waugh and Polvani, 2010). Similar features are observed in other temperature
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diagnostics and in high latitude winds (e.g. Yoden et al. 2002). The climatological mean

temperatures (thick curves) in the Antarctic are lower than in the Arctic. The duration of cold

temperatures is also longer. Additionally, there is much larger variability in the Arctic

temperatures than in the Antarctic. As evident from Figure 1-2, a large range of temperatures can

be observed from fall to spring, whereas in the Antarctic there is a fairly narrow range of values

except during late spring. The range and quartiles in Figure 1-2 show that the distribution of

Arctic temperatures is non-Gaussian and highly skewed (Yoden et al. 2002).

The large variability of the Arctic occurs on varying timescales (interannual, intraseasonal, and

weekly timescales). Within a single winter, there can be periods with extremely low

temperatures as well as periods with extremely high temperatures, and the transitions between

these events can occur very rapidly. These extreme events, and, in particular, the so called

stratospheric "sudden warmings" will be discussed in detail subsequently.

The differences in polar temperatures shown in Figure 1-2 explain hemispheric differences in

polar ozone depletion. In the Antarctic, midwinter minimum temperatures are lower than

threshold temperatures for the formation of polar stratospheric clouds (PSCs) every year

(horizontal lines in Figure 1-2), and formation of PSCs and widespread ozone depletion occur

every year (e.g. Newman, 2010). In contrast, Arctic temperatures fall below the threshold for

PSC formation less frequently, and, as a consequence, ozone depletion in the Arctic is much less

frequent and widespread.

22



I - I I I I I I I II

NH
a 230-'

220

210

200

190-

180 4

Type I Ps

Type 1I PS

Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr MayJu

I I I II I I I I I

Jan'Feb' Marl Apr'May'Jun' Jul 'Aug'Sep Oct'Nov'Dec

Figure 1-2: Time series of climatological daily minimum polar temperatures at 50 hPa for the a)

Arctic (50-90*N) and b) Antarctic (50-90*S). The daily climatology is determined from the

1979-2008 period. The black line shows the average for each day of the climatology. The grey

shading shows the percentage range of the values (taken from Waugh and Polvani, 2010).
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Maps of potential vorticity (PV) on isentropic surfaces provide useful information on the

structure and evolution of the polar vortices and the associated transport of trace gases. McIntyre

and Palmer (1983, 1984) examined maps of PV and interpreted features in terms of Rossby

waves. They associated reversible distortions of the vortex with propagating Rossby waves and

contrasted these with irrevsersible deformations where air with high PV is pulled off the vortex

and stirred into midlatitudes. They referred to the latter process as Rossby wave breaking, which

is very common at the vortex edge.

1.2. Extreme events

As was discussed in the previous section, there is large variability in the Arctic vortex from fall

to spring, and there are periods when the vortex is anomalously strong and periods when it is

weak or even nonexistent, with rapid transitions between these states. The principal modes of

variability of the extratropical circulation of the stratosphere and troposphere are usually referred

to as the annular modes (Thompson and Wallace, 1998, 2000). They are derived using empirical

orthogonal function analysis of meteorological fields such as zonal mean zonal wind and

geopotential height. The annular modes of the two hemispheres are referred to as the Northern

Annular Mode (NAM) and the Southern Annular Mode (SAM). The variability of the Arctic

vortex and the existence of extreme events is illustrated in Figure 1-3, which shows the time

series of the Northern Annular Mode (NAM) index for 24 years (taken from Polvani and Waugh,

2004). Since the polar vortex dominates the variability of the stratospheric circulation, the NAM

index at 10 hPa is a rough measure of the strength of the polar vortex, with a positive NAM

index corresponding to a strong vortex and a negative index to a weak one.
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Figure 1-3: Daily values of the NAM index at 10 hPa (black) and 40 day averaged heat flux

anomalies at 100 hPa (grey) for 1 July 1978 to 31 December 1996. From Waugh and Polvani

(2010).
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There is virtually no variability in the NAM index during the summer months but large

variability during winter and spring, with rapid transitions between strong and weak vortices.

Extremely strong and weak events occur on average around once every other winter, although

the occurrence of extreme events is not evenly spread: two weak vortex events can occur in one

winter (e.g. the 1998/1999 winter), and there can be extended periods when there are few weak

events but frequent strong events (e.g. early to the mid-1990s, studied in Manney et al. 2005).

The probability distribution function of the NAM index in winter is close to Gaussian (Polvani

and Waugh 2004).

The occurrence of strong and weak vortex events has been linked to the upward wave activity

entering the stratosphere. Case studies and composite analyses have shown that anomalously

strong wave activity nearly always precedes weak vortex events, with strong vortex events being

similarly preceded by weak wave activity. This is also seen in Figure 1-3, which also shows the

time series of eddy heat flux at 100 hPa integrated over the prior 40 days (a measure of the time-

integrated wave activity entering the stratosphere) in grey. This time series is shown to be

anticorrelated with the NAM index at 10 hPa, with a correlation coefficient of -0.8.

Periods when the NAM index is less than -2.7 are generally associated with what are known as

stratospheric sudden warming (SSW) events, which are traditionally, and more simply, defined

by the reversal of the zonal mean zonal winds at 60*N and 10 hPa. There has been considerable

research into SSWs since they were first reported by Scherhag (1952). Using the simple

definition of a reversal of zonal mean zonal wind at 60*N and 10 hPa, Charlton and Polvani

(2007) reported an average of around six SSWs every decade (29 SSWs in the 44 winters

between 1957/58 and 2001/2001). This study and those of Limpasuvan et al. (2004) and

Matthewmann et al. (2009) also used corposite-based analysis to examine the climatological
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nature of SSWs, including the evolution of temperature, zonal flow, and eddy fluxes during

warming events as well as the three-dimensional structure of the vortices. (The climatological

nature of strong vortex events has also been examined by Limpasuvan et al., 2005.)

Traditionally, SSWs were classified into wave 1 or wave 2 events depending on the amplitude of

the longitudinal wave numbers. However, given the nonlinearity of the flow, such a classification

can be misleading (Waugh, 1997), and it might be more appropriate to use a vortex-oriented

classification. Charlton and Polvani (2007) and Matthewman et al. (2009) used such a

classification and divided the SSWs into either "vortex displacement" or "vortex split" events.

Figure 1-4 (from Charlton and Polvani 2007), shows an example each of a vortex split and a

vortex displacement. Both panels show polar stereographic projections of geopotential height on

the 10 hPa pressure surface, with the top panel showing the vortex displaced off its

climatological position and the bottom panel showing the vortex split into two segments.
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Figure 1-4: Examples of a vortex displacement in the top panel, and a vortex split in the bottom

panel (from Charlton and Polvani, 2007). OAmerican Meteorological Society. Used with

permission.

These studies showed that the two types of events are dynamically different, with differences in

the stratospheric and tropospheric flows before the events and in vortex evolution during the

event. Although the life cycles of the displacement and split events are very different, there is

much less variation between individual events of each class, both in terms of vertical structure

and longitudinal orientation, and characteristics are well captured by the composite events (e.g.

Matthewman et al., 2009). In particular, during splitting events the vortex deformations are

highly barotropic, while for displacement events the vortex tilts westward with height.
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The basic understanding of the dynamics of SSWs, based on the seminal Matsuno (1970 and

1971) studies, involves the anomalous growth of upward propagating planetary-scale Rossby

waves originating in the troposphere. However, the cause of the rapid amplification of the

Rossby wave and the role of the initial state of the stratospheric vortex are not fully understood.

There is evidence that the vortex needs to be preconditioned for SSWs to occur (e.g., McIntyre,

1982; Limpasuvan et al., 2004). While most analyses of SSWs have focused on upward

propagating Rossby waves, alternate theories include resonant excitation of free modes (Tung

and Lindzen, 1979; Plumb, 1981; Esler and Scott, 2005; Esler et al., 2006) and vortex

interactions, in particular interactions between the polar vortex and Aleutian anticyclone (O'Neill

and Pope, 1988; Scott and Dritschel, 2006).

Until recently, it was thought that sudden warming events were exclusively a NH phenomenon.

However, a dramatic event occurred in the SH in September 2002, when the Antarctic vortex

elongated and split into two. This is the only known SSW in the SH, and there has been

considerable research into this event, some of which is summarized in the March 2005 special

issue of the Journal of the Atmospheric Sciences. Although there have been many studies into

the dynamics of this event (see the above mentioned special issue), the exact cause remains

unknown. Most of the focus has been on upward propagating Rossby waves, but Esler et al.

(2006) provide evidence that the event may have been the result of a self-tuned resonance.

Kushner and Polvani (2005) documented the spontaneous occurrence of a sudden warming,

resembling the observed SH event, in a long numerical simulation of a simple troposphere-

stratosphere general circulation model with no stationary forcing, suggesting that the 2002 event

may have been just a rare, random event.
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There is large interannual variability not only in the midwinter vortices but also in the timing and

characteristics of the final breakdown of the vortices (so called "final warming") (e.g., Waugh

and Rong, 2002, Black and McDaniel, 2007a, b). These stratospheric final warming events

influence not only the stratospheric circulation (i.e., a transition from winter stratospheric

westerlies to summer easterlies) but also strongly organize the tropospheric circulation, with a

rapid weakening of high latitude tropospheric westerlies occurring for both NH and SH final

warmings (e.g., Black and McDaniel, 2007a, 2007b).

1.3. Stratosphere-troposphere coupling

Increasing observational and modeling evidence in the last decade suggests that polar

stratospheric vortices can have a significant influence on the tropospheric flow for a range of

time scales (e.g., Baldwin and Dunkerton, 2001; Thompson and Solomon, 2002; Polvani and

Kushner, 2002; Gillett and Thompson, 2003; Charlton et al., 2004).

Much of the evidence for a stratospheric impact on the troposphere is described using the so-

called annular modes: the Northern Annular Mode (NAM) and Southern Annular Mode (SAM)

(e.g., Thompson and Wallace, 2000). As discussed above, these modes are the dominant patterns

of variability in the extra tropical troposphere and stratosphere, and the NAM/ SAM index in the

stratosphere is a measure of the vortex strength. Baldwin and Dunkerton (1999) showed that

anomalous values in the NAM index are found to appear in the stratosphere first and

subsequently progress downward over periods of several weeks. Moreover, subsequent studies

showed that extreme stratospheric events can be followed by anomalous weather regimes at the

surface that persist for up to 2 months (Baldwin and Dunkerton, 2001; Thompson et al., 2002).

Figure 1-5 shows composites of weak vortex events from the NCEP-NCAR Reanalysis taken
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from Kushner (2010). It is evident that anomalous values of the NAM are evident in the

troposphere and at the surface for up to two months after they first appear in the stratosphere.

Composite of Warrn Vortex Events
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Figure 1-5: Composites of 50 warm vortex events from NCEP Reanalysis from 1958 to 2007.

For each winter season (November to March inclusive), the strongest geopotential height

anomaly at 10 hPa was used. Contour intervals are spaced by 0.2. Index values between -0.1 and

0. 1 are unshaded. The zero level is shown by the heavy black contour. The top plot shows a

composite of nondimensional NAM index (based on geopotential height anomalies and using the
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zonal-mean EOF method described by Baldwin and Dunkerton (2009)). The bottom plot shows a

composite for the time series of polar-cap averaged geopotential height (60*N-90*N), normalized

by its standard deviation at each level. (Taken from Kushner, 2010).

The exact dynamical mechanism by which the stratosphere influences the troposphere is

unknown, but there are several proposed theories, the most discussed being the "downward

control" of the extratropical meridional circulation (Haynes et al. 1991). This can be explained as

follows (e.g. Plumb, 2010): when dissipating waves act as a drag on the westerly mean flow in

the stratosphere, the wave drag drives a mean flow poleward. Continuity then requires

corresponding vertical motion - at the poleward side of the wave drag, the flow must turn

upward or downward. It cannot actually go upward, since then it would have to turn back

equatorward at some higher altitude, and there is no reverse wave drag at higher altitudes to

allow it to do so. So, the flow turns downward, and is able to return at lower altitude by virtue

either of frictional or topographic form drag at the surface or of a region of divergent EP flux if

the waves are forced internally.

Other theories include direct PV inversion (Hartley et al., 1998; Ambaum and Hoskins, 2002;

Black, 2002), changes in refractive properties and Rossby wave propagation (Hartmann et al.,

2000) or wave reflection (Perlwitz and Harnick, 2004). The tropospheric response to

stratospheric perturbations has been described as being influenced by eddy-mediated feedbacks

(Kushner and Polvani, 2004; Song and Robinson, 2004; Chen and Held, 2007).

Although anomalous values of the annular mode index appear first in the upper stratosphere, it

should be noted, as discussed earlier, that these the extreme events are preceded by anomalous

wave activity entering the stratosphere. While the fact that stratospheric extreme events are
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preceded by anomalous wave activity might indicate that the stratosphere is slave to the

troposphere, this is not necessarily the case. Numerous studies, using a hierarchy of models, have

shown that internal variability can be generated within the stratosphere, with vacillation cycles of

strong (westerly) and weak (easterly) polar winds (e.g., Holton and Mass, 1976; Yoden, 1987;

Scott and Haynes, 2000; Rong and Waugh, 2003; Scott and Polvani, 2004).

Furthermore, the Scott and Polvani (2004) simulations show cycles in wave activity entering the

stratosphere that resemble those in observations (e.g., Figure 3) even though all forcings in their

simple model are completely time-independent. This therefore suggests that the stratosphere

plays a role in determining the wave activity entering from the troposphere.

Couplings between the stratospheric vortices and tropospheric circulation have also been found

in the southern hemisphere. Observations show a strengthening of westerlies (and corresponding

increase in the SAM) in both the stratosphere and troposphere over the past 2-3 decades. The

largest stratospheric trends occur in spring months, whereas the largest tropospheric trends occur

in the summer. This is consistent with Antarctic ozone depletion strengthening the stratospheric

vortex and a time lag for stratospheric anomalies to descend to the surface (Thompson and

Solomon, 2002; Gillett and Thompson, 2003). By modifying the SAM, a strengthening Antarctic

vortex also has the potential to impact other aspects of the tropospheric circulation, including

subtropical jets, storm tracks, and the Hadley cell width (e.g. Son et al. 2009).

In this thesis, a number of issues related to the variability of the stratospheric polar vortices, and

the impact of this variability on surface climate patterns on various timescales are considered. In

Chapter 2, we build on previous modeling work and develop an improved idealized model to

study the circulation of the stratosphere and its impacts on the tropospheric circulation. This

model is used to study how the strength of the stratospheric polar vortices changes with the
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seasons in various model configurations with different tropospheric wave forcing. We focus

particularly on the timing of maximum variability of zonal mean zonal wind, geopotential height

amplitude and eddy heat fluxes as the wave forcing from the troposphere is increased. The model

is found to have qualitatively different stratospheric seasonal variability when forced with

wavenumber- 1 bottom topography than when it is forced with wavenumber-2 bottom

topography, in terms of the frequency and type of sudden warming events. We also study how

the frequency of major sudden warming events and the timing and variability of the seasonal

breakup of the stratospheric polar vortex, (i.e. final warming events), changes with tropospheric

wave forcing. In addition, since the model configuration includes a seasonal cycle in equilibrium

temperatures that is confined to the stratosphere, it is possible to study the impact of stratospheric

variability on the tropospheric circulation on seasonal timescales. It is found that the

stratospheric seasonal cycle impacts the tropospheric jet continuously, in addition to the more

local (in time) effects of 'events' such as stratospheric sudden warming and final warming

events. In Chapters 3 and 4, we study the impacts of stratospheric ozone depletion on the

variability of the Antarctic polar vortex, and the impact of these stratospheric trends on

tropospheric climate. As previously mentioned in this section, polar stratospheric ozone

depletion is considered to be the primary driver of southern hemisphere tropospheric circulation

changes over the second half of the twentieth century (e.g. Polvani et al. 2011). Stratospheric

ozone depletion cools the polar stratosphere, changing the equator to pole temperature gradient

(e.g. Thompson et al. 2011). In Chapter 3, we begin by showing that stratospheric "final

warming" events induce a coherent circulation change in the tropospheric circulation in a model

that is forced with a seasonal cycle of equilibrium temperatures that is confined to the

stratosphere. The surface impacts of final warming events are then studied in a reanalysis
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product. We find a statistically significant trend in the reanalysis towards a delay in the timing of

the final seasonal breakdown of the Antarctic polar vortex (final warming events). We then test

the hypothesis that the observed trends in surface westerlies in the era of large ozone depletion

are directly consequent on this shift towards later final warming events. In Chapter 4,

tropospheric circulation changes brought about in the idealized model described in Chapter 2

because of imposed polar stratospheric diabatic cooling (that mimics the effects of ozone

depletion) are studied. It is found that the tropospheric response depends on several factors,

including the seasonal cycle of tropospheric annular mode timescales, and whether or not the

imposed cooling induces westerlies at a time when easterlies were prevalent in the control run.

Each chapter will begin with a review of previous literature relevant to the chapter.
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2. Seasonal variability of the polar stratospheric vortex in an

idealized AGCM with varying tropospheric wave forcing'

2. 1. Introduction

One of the most obvious characteristics of the winter stratosphere, aside from the dominance of

planetary scale waves, is its high degree of variability, on both intraseasonal and interannual time

scales. The most dramatic manifestations of this variability are the major stratospheric sudden

warmings (SSWs) that occur on average about 0.6 times per winter in the Northern Hemisphere

(e.g. Charlton and Polvani 2007), but only once in the observational era in the Southern

Hemisphere, though similar events that fail to meet the 'major' criterion are common in both

hemispheres. Major SSW events can be classified into 'displacement' and 'splitting' events, in

approximately equal numbers (Charlton and Polvani 2007). Similar 'final warmings' (FWs),

which occur at the end of winter at the final transition into the summertime circulation, occur in

both hemispheres. These events show many similarities to SSWs, especially in being

characterized by planetary wave amplification; their timing is variable around or after spring

equinox (being delayed by around 2 months with respect to equinox in the southern hemisphere),

with the early events being the most active (Black and McDaniel 2007a,b; Hu et al., 2014b).

While some part of this wintertime variability is undoubtedly a reflection of variability in

tropospheric wave forcing, it is clear from modeling studies that such variability can arise

spontaneously as a consequence of the dynamical interaction between waves and the zonal flow

This chapter is based on Sheshadri, A., R. A. Plumb, and E. P. Gerber, 2015: Seasonal
variability of the polar stratospheric vortex in an idealized AGCM with varying tropospheric
wave forcing, J. Atmos. Sci., doi: 10.1 175/JAS-D-14-019 1.1, in press, with some changes.
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in the deep stratosphere-troposphere system. Even the one-dimensional Holton-Mass model

(Holton and Mass 1976) exhibits such behavior; depending on the amplitude of steady wave

forcing at the bottom boundary, the system can exhibit steady solutions or, at larger forcing

amplitude, quasi-periodic or chaotic behavior (e.g. Yoden 1990). More realistic global models

have revealed similar behavior (Christiansen, 2000; Taguchi et al., 2001; Gray et al. 2003; Scott

and Polvani, 2004, 2006) and have demonstrated that a realistic degree of variability can be

generated even when the tropospheric wave forcing is fixed in time.

Some full GCMs exhibit reasonable stratospheric variability, but shortcomings still exist. Full

GCMs tend to underestimate the wave forcing in the Northern Hemisphere, but slightly

overestimate the wave forcing in the Southern Hemisphere (Eyring et al., 2010, Chapter 4), while

many such models underestimate the frequency of major warming events (Charlton et al., 2007).

Experiments with idealized GCMs permit an investigation of parameter dependence that have

proved useful to better understand stratospheric dynamics in models as well as the real

atmosphere.

In mechanistic studies with global dynamical models run in 'perpetual solstice' mode with

simple planetary-scale surface topography and with the stratospheric state determined by

Newtonian relaxation to a specified equilibrium temperature distribution, Taguchi et al. (2001)

and Gerber and Polvani (2009) documented the dependence of their model's climatology on the

amplitude of the specified topography. Taguchi et al. (2001) found SSW-like variability

appearing at modest topographic amplitude, becoming more frequent and more intense, with a

weaker vortex, with greater amplitudes. Gerber and Polvani (2009), who also explored the role
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of different stratospheric vortex strengths, found similar behavior with forcing at zonal

wavenumber 2, and were able to identify cases with a realistic (for the Northern Hemisphere)

frequency of major SSW events. Unlike Taguchi et al., however, they were unable to find a

realistic regime with wave 1 forcing; rather, at forcings below a certain value, variability was

found to be too weak, with no SSWs, while at larger forcings, the vortex was completely

destroyed and the model climatology was highly unrealistic.

Greater realism and, especially, the key aspects of the observed differences between variability

in the northern and southern hemispheres, has been achieved by imposing a seasonal cycle in the

imposed equilibrium temperature distribution. Using a one-dimensional Holton-Mass-like model,

Plumb (1989) found a transition from a cycle like that of the southern stratosphere, with greatest

wave amplitudes in early and, especially, late winter with weak topographic amplitudes, to one

like that of the northern hemisphere, with peak amplitudes throughout winter. Taguchi and

Yoden (2002), using wavenumber 1 forcing, found similar behavior in a global model,

highlighting the shift of maximum wave amplitudes and of zonal wind variability from late

winter to mid-winter as topographic amplitude was increased.

In fact, Scott and Haynes (2002), in similar calculations in which geopotential wave amplitude

rather than topographic height was specified at the surface, found threshold behavior, with rather

modest changes to the zonal winds below some critical forcing amplitude, changing suddenly to

a state with large variability in early winter, followed by a complete collapse of the vortex, and

of its variability, throughout late winter. This finding raises a question as to whether this

transition corresponds to that found by Gerber and Polvani (2009) with wave I forcing: in
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'perpetual solstice' mode, if such a vortex collapse occurred during the early part of the run, the

collapse may be sustained indefinitely whereas, in the presence of an annual cycle the vortex

may be reinitialized every winter and thus produce a seasonal cycle like that found by Scott and

Haynes.

The simulation of FWs has also been assessed in such models with seasonal forcing. Scott and

Haynes (2002) did not find realistic final warmings in their strongly-forced cases. However, Sun

and Robinson (2009) and Sun et al. (2011) reported realistic FW events in a global model

running from mid-winter into summer. Like observed FWs, these events were associated with

bursts of amplified planetary waves which were demonstrated to play a major role in the events'

dynamics. Increasing tropospheric forcing in such models led to FWs becoming earlier on

average, but with greater variability in their timing.

Both SSWs and FWs have clear impacts on the tropospheric circulation. Fluctuations in vortex

strength are followed by persistent perturbations to surface winds, manifesting themselves as

"annular mode" anomalies (Thompson and Wallace, 1998; Baldwin and Dunkerton 1999, 2001).

Model studies indicate that synoptic-scale tropospheric eddies appear to play an important role in

organizing and amplifying the stratospheric response into this form (e.g. Song and Robinson,

2004; Kushner and Polvani 2004). Gerber and Polvani (2009) explicitly demonstrated a realistic

tropospheric signal associated with SSWs in their global model. FWs are also observed to have a

similar tropospheric impact, although its latitudinal structure differs somewhat from annular

mode form (Black et al., 2006; Black and McDaniel, 2007a,b; Hu et al., 2014), and upper

tropospheric planetary scale waves may play a role (Sun et al. 2011). Similar results have been
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found in simplified global models (Sun and Robinson, 2009; Sun et al., 2011, Sheshadri et al.,

2014).

In this section, we revisit the seasonal behavior of the stratosphere in a global model, paying

particular attention to the dependence of seasonal and interannual variability on the amplitude

and wavenumber of topographic forcing. The model is essentially the same as that used by

Gerber and Polvani (2009), with modifications to the imposed equilibrium temperature

distributions; the model setup is described in Section 2. With wavenumber 2 topography (Section

3) the model reproduces the essential characteristics of the observed stratosphere in the two

hemispheres: with weak topographic forcing, maximum zonal wind variability occurs in late

winter, with a late FW, while both of these characteristics shift towards earlier in the winter as

the forcing is increased. Moreover, like Gerber and Polvani (2009) we find a range of

topographic forcing amplitudes for which a realistic frequency of SSWs is generated. Unlike

Scott and Haynes' (2002) results with wave 1 forcing, however, we find that the evolution varies

smoothly with the wave forcing amplitude; there is no evidence of threshold behavior.

Interestingly we do find, consistent with the results of Taguchi and Yoden (2002), evidence for

saturation of wave amplitudes with stronger forcings, i.e. stratospheric wave amplitudes do not

increase, once topographic forcing reaches a certain value.

As we shall describe in Section 2.4, the story with wavenumber 1 forcing is somewhat different.

The shift, with increased forcing, of the dynamical evolution toward early winter, though

present, is weaker than in the wavenumber 2 case. Realistic FWs are produced, but we are unable

to find any regime with realistic frequency of major SSW events. While Gerber and Polvani
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(2009) could find no such events, some major SSWs do occur within a range of forcing

amplitudes in these experiments, but never with the observed frequency.

Since the imposed equilibrium temperature in this model varies seasonally only in the

stratosphere, any seasonal variations in the tropospheric circulation are obviously of stratospheric

origin. As discussed in Section 5, in some experiments we find a substantial tropospheric signal

not only of SSWs and FWs, but also of the seasonal cycle itself. Just as found by Chan and

Plumb (2009) we find this to be a consequence of the unrealistically long tropospheric annular

mode time scale in some experiments; in experiments with more reasonable time scales, this

tropospheric signal disappears. Conclusions are presented in Section 2.6.

2. 2. Model setup

The model is dry and hydrostatic, solving the global primitive equations with T42 resolution. We

use 40 hybrid levels, transitioning from a terrain-following a = p / p, coordinate at the surface to

pure pressure levels by 115 hPa. The hybrid levels are located at the same mean position as the

levels in Polvani and Kushner (2002). We include bottom topography specified as in Gerber and

Polvani (2009) in the Northern Hemisphere of the model in all experiments. The topography is

specified by setting the surface geopotential height as follows:

gh, sin2 01-0 ) cos(m),0 < < A

0,otherwise

where A and 0 refer to longitude and latitude, and m and ho refer to the wavenumber and height

of topography. $b and 01 are set to 25*N and 65*N, so that the topography is centered at 45'N.
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Linear damping of the horizontal winds is applied in the planetary boundary layer and in a

sponge above 0.5 hPa, exactly as in Polvani and Kushner (2002).

Newtonian relaxation forces temperatures towards a zonally symmetric equilibrium temperature

Teq. In the stratosphere, the radiative relaxation timescale is 40 days. Within the troposphere

there is no imposed seasonal variation; Teq is specified as in Polvani and Kushner (2002):

T,,"(p,0) = max ITT, ki - &-)P / POy (3)

Where To=315 K, po=1000 hPa, and r =2/7, with

9T = 8, sin 2 O+esinp+ 8, log(p/ pO)cos 2 0

Where S, = 60K, 8, = 10K, with the nonzero parameter e =10K providing an asymmetry

between the two hemispheres (our setup makes the Northern Hemisphere colder). Within the

stratosphere, a seasonal cycle in Teq is prescribed following Kushner and Polvani (2006) as

follows:

Te~rat (0, t) (4)
T|saq# )~ )= [I - W (0't O]TUS () + +W (0't OT, ( P) 4

where #is latitude, p is pressure, Tus (p)is the temperature defined by the U. S. Standard

Atmosphere (U.S. Committee on the Extension to the Standard Atmosphere, 1976) expressed as

a function of pressure and Tp (p) is the polar vortex Teq prescription of Polvani and Kushner

(2002). The lapse rate of Tpv (p) is y, which can be varied to produce different strengths of the

polar vortex. Here we use a fixed lapse rate of 4K/km in all experiments. The weighting function

is

W(#, t)= (As (t)l + tanh [(# - ,)i 90 s + AN (t~l + tanhN[(0 - O, )o,) (5)
2
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where As (t) = max{0.0, sin[2ir(t - to)/ ATl and AN (t) = max{0.0, sin(27t / AT)},

with

to = 180 days, AT = 360 days, #O = -50", #ON = 50*, &" = -10* and 80N = 100. Thus, at a given

polar latitude, T s"i varies between polar summer and polar winter over a 360 day year. In the

original Polvani and Kushner (2002) study, there is a smooth transition from tropospheric to

stratospheric specifications of Teq across 100 hPa. Hung and Gerber (2013) reported a number of

problems that result from the use of the Polvani and Kushner (2002) equilibrium temperature

profile. They concluded that the culprit was a bias in the lower stratospheric equilibrium

temperatures, which were too warm. In this study, we deviate slightly from the Polvani and

Kushner (2002) equilibrium temperature profile, in that we cause Tq to transition from

tropospheric to stratospheric specifications at 200 hPa, rather than at 100 hPa. Thus, the cold

anomaly that is the representation of the stratospheric polar vortex in this model comes into

effect lower down in the stratosphere and addresses the bias in lower stratospheric equilibrium

temperatures reported by Hung and Gerber (2013). Figure 2-1 shows a snapshot of Teq at

northern hemisphere winter solstice, and can be compared with Figure 1 in Kushner and Polvani

(2006).
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Figure 2-1: Snapshot of the equilibrium temperature profile (K) at northern hemisphere winter

solstice. The contour interval is 10 K.
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middle panel, and from ERA-Interim (Southern Hemisphere) in the bottom panel. The contour

interval is 2 m/s for the 50hPa winds and 4 m/s for the 10 hPa winds.

This change leads to a marked improvement in the seasonal cycle of lower stratospheric zonal

winds. The improvement is evident in Figure 2-2, which compares the annual cycle of zonal

mean zonal winds at 10 hPa and 50 hPa generated from the model using the Tq specifications of

Polvani and Kushner (2002) in the top panel with the new Tq specifications that we use in the

middle panel. These figures are from a model configuration without topography, and, as will be

described in Section 2.3, this configuration results in a Southern Hemisphere-like stratospheric

seasonal variability. The bottom panel shows the annual cycle of zonal mean zonal winds at 10

hPa and 50 hPa for the Southern Hemisphere from ERA-Interim (Dee et al. 2011), for

comparison. The new equilibrium temperature specifications lead to a stronger polar vortex both

at 10 hPa and 50 hPa. In addition, the persistence of westerly winds in the summer at 50 hPa is

reduced, so that the new Tq specifications result in a sharper seasonal cycle, with a clear

seasonal formation and breakup of the polar vortex. In sections 2.3 and 2.4, we use this

improved model setup to explore the climatology and seasonal and interannual variability of the

polar vortex forced by different amplitudes of wave- 1 and wave-2 topography.

Table 1 summarizes results from the experiments analyzed here. We integrated every model

experiment for 35 years and analyzed the last 30 years. Experiment 4 (with 4000 m wave-2

topography), which resulted in the most Northern Hemisphere-like stratospheric variability, i.e. a

frequency of sudden warming events that matches the observations, was run for a further 20

years, giving us a larger dataset for the analysis of sudden warming events. Figure 2-3 compares

the latitude-pressure structure of the wintertime (averaged from December to February) winds
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for the experiments without topography and wave-1 and wave-2 topography with ho=4000 m.

Increasing the tropospheric wave forcing from the inclusion of increasing heights of topography

of either wavenumber reduces the strength of midwinter westerlies.

Experiment Topography Peak 50 Mean SFW Standard SSWs/year
hPa wind at timing (day of deviation of
60*N (m/s) year) SFW timing

(days)
1 None 28 160 19.4 0
2 2000 m wave-2 32 141 21.3 .17
3 3000 m wave-2 19 98 20.5 .2
4 4000 m wave-2 13 88 31 .62'
5 2000 m wave-1 30 155 21.2 0
6 3000 m wave-1 28 149 17.5 0
7 4000 m wave-1 23 114 10.6 0.033
8 5000 m wave-1 13 97 15 0.1
NH 24 103 (April 13) 15.1 0.612
SH 55 335 12.9 0.033

(December 1)
Or 155 days
after July 1

Table 1: Bottom topography used, the annual maximum of 50 hPa winds at 60'N, mean timing

of final warming events, standard deviation in their timing, and the frequency of midwinter

warming events from 30 years in the model experiments. The corresponding statistics for the

years 1979-2008 (30 years) from ERA-Interim are included in the bottom two rows for

comparison. While comparing the final warming date in the model experiments with that in

reanalysis, it should be noted that the model year has 360 days.

'This value is from a 50 year integration, 20 years longer than the other experiments.

2This value is from a larger set of years, 1958-2013.
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2. 3. Stratospheric seasonal variability in the presence of wave-2

topography

Stratospheric seasonal variability is illustrated here with histograms of the 10 hPa monthly mean

zonal mean zonal wind at 600 (cf similar figures of Naujokat (1981) and Taguchi and Yoden

(2002) showing frequency distributions of polar temperature). The seasonal variability of the

observed Southern and Northern Hemisphere stratospheres (1979-2008 from ERA-Interim) is

shown in Figure 2-4 for reference. The summertime winds are similar in both hemispheres:

winds are weakly easterly and show little variability. Significant differences between the

hemispheres, however, appear in the winter winds. The midwinter westerlies in the Antarctic

polar vortex are much stronger than those in the Arctic, and most of the variability in the

Antarctic winds occurs at the end of the winter and into spring, in contrast to the midwinter

variability evident in the Arctic.

Zonal wind histograms for Experiment 1 (without topography) and Experiments, 2, 3 and 4 (with

increasing amplitudes h, of wave-2 topography) are shown in Figure 2-5. The strength of the

midwinter westerlies in the model experiments reduces with increased h. The experiment

without topography most resembles the observed southern stratosphere, with most of the

variability occurring after spring equinox, and little variability through the winter. Although the

maximum winds do not reduce significantly between the experiments with ho=Om and

ho=2000m, the latter exhibits somewhat more wintertime variability. The experiments with 3000

m and 4000 m topography begin to resemble the real Northern Hemisphere, with weaker

westerlies and significant variability in the strength of westerlies around midwinter. These

experiments also show reduced mean westerlies and much less variability in late winter and early
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spring, similar to the results of Taguchi and Yoden (2002) with wave-I forcing. However,

unlike the threshold behavior reported by Scott and Haynes (2002), also with wave-i forcing,

this shift toward early winter occurs rather smoothly as ho is increased.
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Figure 2-5: Histograms of 10 hPa zonal mean zonal wind at 60*N for Experiments 1 (top left), 2

(top right), 3(bottom left), and 4(bottom right). The ordinate shows the number of occurrences of

a specific value of zonal mean zonal wind.
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The climatological evolution of the geopotential height amplitude of wave-2 in the middle

stratosphere for these experiments is shown in Figure 2-6. Even without topographic forcing the

amplitudes reach 500m, forced presumably by the nonlinear interaction of baroclinic, synoptic-

scale eddies in the troposphere (Scinocca and Haynes, 1998). However, note that the broad peak

in wave amplitudes, occurring between winter solstice and spring equinox, does not coincide

with the peak in zonal wind variability for this case of h0=0 (cf, Figure 5). With topographic

forcing, the amplitudes are greater; while wave growth occurs at about the same time (i.e., about

one month before winter solstice), the timing of peak amplitudes, and of their subsequent

collapse, drifts systematically earlier as ho is increased, now mirroring the similar shift in mean

zonal wind behavior seen in Figure 2-5. One remarkable feature of Figure 2-6, which is also

evident in the results of Taguchi and Yoden (2002), is the apparent saturation of wave

amplitudes, which do not show any marked increase as ho is increased from 2000m to 4000m. At

small ho there is no evidence of the early winter resonance described by Scott and Haynes

(2002), nor of the springtime peak seen in observations and found in models both by Scott and

Haynes and by Taguchi and Yoden. This saturation of wave amplitudes that is seen at 10 hPa is

not evident in the troposphere, as shown in Figure 2-7 (which shows the climatological evolution

of geopotential height amplitude of wave-2 for the four experiments at 95 hPa). Attempts to

identify a saturation limit on wave amplitudes have been made in the past (Lindzen and

Schoeberl 1982, Schoeberl 1982). Our saturated amplitudes do not come close to the limits

calculated by Lindzen and Schoeberl. An open question is whether this saturation can be related

to the distribution of PV gradients in winter.
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Figure 2-6: The climatological evolution of the wave-2 geopotential height amplitude (m) at 10

hPa, 60'N for Experiments 1 (no topography), 2 (2000 m wave-2), 3(3000 m wave-2) and 4

(4000 m wave-2).
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Figure 2-7: The climatological evolution of the wave-2 geopotential height amplitude (m) at 95

hPa, 60*N for Experiments 1 (no topography), 2 (2000 m wave-2), 3(3000 m wave-2) and 4

(4000 m wave-2).

This temporal shift of wave behavior from the end of winter to midwinter is also evident in the

magnitude of wave activity propagation into the stratosphere. Figure 2-8 shows the mean

seasonal cycle of eddy heat flux V T' at 50 hPa, a measure of the vertical component of Eliassen-

Palm flux in the lower stratosphere, for the same four wavenumber 2 experiments. Unlike what

is seen in geopotential height amplitudes in Figure 2-6, here we do see a clear late winter/spring

peak in the heat fluxes for ho=O; the peak shifts systematically towards midwinter with
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increasing ho. It is also evident that the latitude of the maximum heat fluxes migrates with the

seasonal cycle; we will revisit this in the section on final warming events.
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Figure 2-8: The seasonal cycle (calendar average) of 50 hPa heat fluxes (mKs') for Experiments

1 (no topography, top row, left), 2 (2000 m wave-2, top row, right), 3 (3000 m wave-2, bottom

row, left), and 4 (4000 m wave-2, bottom row, right).
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SSW events

All of our experiments exhibit some level of wintertime variability. For our purposes we adopt

the definition of Charlton and Polvani (2007), and define "major" SSWs as those involving a

reversal of the zonal mean westerlies at 10 hPa and 600. Events that occur within 20 days of the

final warming (to be defined below) are excluded.

In observations, the Arctic vortex exhibits major SSWs about every other year on average (in the

combined ERA40 (Uppala et al. 2006) +ERA Interim record from 1958-2013, there are 34 major

SSWs, giving a mean frequency of 0.61 events per winter). Gerber and Polvani (2009) found that

the most realistic frequency of such events (major SSWs every 200-300 days in their perpetual

January integrations) occurred when their model was forced with 3000 m wave-2 topography. In

our model, as seen in Table 1, the inclusion of wave-2 topography of modest amplitude leads to

infrequent major SSWs (Experiments 2 and 3). The frequency of such events increases

monotonically with ho (in the range explored here). We find that major SSWs occur with a

realistic Northern Hemisphere-like frequency when h0=4000 m (Experiment 4, for which the

average occurrence is 0.62 per winter).

We now examine both 'weak' and 'strong' vortex events from Experiment 4. We identify weak

and strong vortex events based on lcy and 2a annular mode anomalies (anomalies of the principal

component time series corresponding to the first EOF of geopotential height at 10 hPa which

exceed 1 or 2 standard deviations). For each year, we identify the largest annular mode

anomalies, i.e. we count at most one weak vortex event and one strong vortex event every year.

Among this set of 'largest' weak and strong vortex events, we group them into 1a and 2T events.

In the 50 model years, there were 50 weak vortex events that met the l( criterion, amongst
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which 30 events also met the 2(y criterion. There were fewer strong vortex events -- 41 events

met the la criterion, amongst which only 6 events also met the 2a criterion. The top row of

Figure 2-9 shows composites of geopotential height anomalies normalized by their standard

deviations for a 60 day period centered on the 20 weak vortex events that met the la criterion

(but not the 2cy criterion) in the left panel and the 30 2y weak vortex events in the right panel.

The 2y events result in both a stronger and a more persistent impact at the surface than the la

events. The bottom row of Figure 2-9 shows the heat flux anomalies at 95 hPa normalized by

their standard deviations and composited on all 50 weak vortex events. There is a burst of

poleward heat flux anomalies just prior to the weak vortex events, followed by equatorward heat

flux anomalies just after. The wavenumber-2 component accounts for most of these heat flux

anomalies.

Figure 2-10 shows geopotential height anomalies normalized by their standard deviations for a

60 day period centered on the 41 strong vortex events, with their associated heat flux anomalies

at 95 hPa, also normalized by their standard deviations. Composites of 2o strong vortex events

are not shown, because of their small numbers. Just as in the case of weak vortex events, we see

anomalously equatorward/poleward heat flux anomalies just before and after strong vortex

events. Our analysis of weak and strong vortex events can be compared with the studies of

Baldwin and Dunkerton (2001) and Gerber and Polvani (2009). However, strong vortex cases

were not analyzed in the perpetual winter configuration of the model by Gerber and Polvani

(2009) because "events" were not well captured by any particular threshold; the vortex tended to

slowly build up and decay, without a marked, event-like structure.
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Figure 2-9: Evolution of weak vortex events, from Experiment 4 (4000 m wave-2). The top row

shows geopotential height anomalies averaged from 65-90'N, normalized by their standard

deviations and composited on weak vortex events. The left and right panels of the top row show

events that are chosen based on la and 23 or greater annular mode anomalies at 10 hPa. The

contour interval is .25. The bottom row shows heat flux anomalies at 95 hPa normalized by their

standard deviations and composited on all 50 weak vortex events. The contour interval is 0.1.

The zero level is shown by the heavy black contour in all panels.
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Figure 2-10: Evolution of strong vortex events from Experiment 4 (4000 m wave-2). The top

panel shows geopotential height anomalies averaged from 65-900 N, normalized by their standard

deviations and composited on strong vortex events, defined as lo annular mode anomalies at 10

hPa. The contour interval is 0.25. The bottom panel shows heat flux anomalies at 95 hPa,

normalized by their standard deviations and composited on strong vortex events. The contour

interval is 0.1. The zero level is shown by the heavy black contour in both panels.
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Major SSW events do not occur every year, either in the model or in the observed Northern

Hemisphere stratosphere. The distribution of the occurrence of these events, or, more generally,

of winters that are highly disturbed, leads to the question: does the stratosphere retain some

'memory' of the previous winter? The model has no external sources of memory (such as sea

surface or land conditions) but the tropical zonal winds may retain memory from year to year

(the "low-latitude fly-wheel" effect; Scott and Haynes, 1998). In the 50 model years, there were

31 years in which the winter was disturbed enough to produce at least one major SSW. In the

left panel of Figure 2-11, we compare the distribution of the interval between years in which

there were major SSWs (shown as blue bars) to the distribution that results from a time series of

1 million randomly generated Os and Is with the probability of occurrence of a "1" fixed at

31/50=0.62 (shown as grey bars). With the random number generator we explicitly specify that

there is no memory from one "year" to the next. We sample the randomly generated O's and l's

in batches of 50 years to generate 20000 batches of 50 years (i.e. we use a Monte Carlo method),

and plot the 95* and 5h percentiles of the distribution of intervals between l's as grey dots in the

left panel of Figure 10. For comparison, we follow a similar procedure for midwinter warming

events identified from the ERA-40 Reanalysis (obtained from Charlton and Polvani, 2007) from

1958-2002, combined with those we identify from ERA-Interim data from 2003-2013; these

results are shown in the right panel of Figure 2-11. The dearth of major SSWs in the 1990s (the

interval of 8 years in the right panel of Figure 10) is the only potentially significant departure

from a random process with no interannual memory; an 8 year gap occurs in only 2.7% of the

random 56 year batches. In our idealized model, however, the occurrence of major SSWs shows

no sign of being significantly different from the null hypothesis of events occurring at random
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with a given probability. Thus, there is no evidence of winter-to-winter stratospheric memory in

our model.
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Figure 2-11: Histograms of the distribution of the interval (in years) between midwinter warming

events from the idealized model (from the experiment with 4000 m wave-2 topography, which

had a realistic Northern Hemisphere-like frequency of midwinter warming events) in the left

panel and from the ERA Reanalyses in the right panel. Blue bars show the actual distribution of

intervals between midwinter warming events in the model run/reanalysis. Grey bars show the

distribution of intervals between midwinter warming events from the random time series of Os

and Is with a given probability. The grey dots are the 95t and 5f percentiles of the samplings

from the random sequences of Os and 1s.
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Final warming events

In our analysis of FW events in the model, we follow Black and McDaniel (2007a, b) in focusing

attention on the 50 hPa level. Examining FW events in the Northern Hemisphere, Black and

McDaniel (2007a) defined the timing of these events as the final time when the 50-hPa zonal

mean zonal wind at 70'N drops below zero without returning to 5 ms~1 until the subsequent

autumn. For southern hemisphere FW events, however, where the zonal wind may remain

weakly westerly at 50hPa through the summer, they found it expedient to alter the definition as

the final time that the zonal mean zonal wind at 50 hPa and 60'S reached the value of 10 m s~1

(Black and McDaniel 2007b). In our case, each choice of the height and wavenumber of

topography results in a different stratospheric climatology in the model. In order to apply a

uniform definition of FW events across all model experiments, we define the timing of these

events as the day that the zonal mean zonal wind at 50 hPa and 600 falls below 25% of its annual

maximum for the last time. For comparison, we apply the same definition to 30 years from ERA-

Interim data (1979-2008) (shown for the Arctic and Antarctic vortices in the last two rows of

Table 1).

As we have seen, Experiment 1 (with no topography) results in a Southern Hemisphere-like

stratospheric seasonal variability with a relatively smooth seasonal cycle of zonal winds and no

major SSW events2. FW events occur on the average shortly before summer solstice (i.e., more

than one radiative relaxation time constant after equinox). As seen in Table 1, there is a

monotonic shift towards earlier final warming events with increasing ho, consistent with the

2 Kushner and Polvani (2005) reported the occurrence of one strong midwinter warming event in
an 11000 day perpetual January integration in a model setup using the Teq specifications of
Polvani and Kushner (2002), with a lapse rate of 2 K/km and no topography. We did not see such
an event in our 30 year integration.
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results of Sun and Robinson (2009) and Sun et al. (2011). In Experiment 4 (with ho=4000 m, for

which we see Northern Hemisphere-like stratospheric variability) the FW happens 72 days

earlier (compared to Experiment 1) on average, i.e. close to vernal equinox, although the FW

date becomes more variable from year to year. However, more modest values of ho do not cause

an increase in the variability in timing of FW events.

The synoptic evolution of final warming events from the experiments without topography and

with different amplitudes of wave-2 topography is illustrated in Figure 2-12. Each row of Figure

2-12 shows a typical example of a final warming event from Experiments 1, 2 and 3 (Experiment

4 is similar to Experiment 3 in this respect and is therefore not shown). In the cases with no

topography and 2000 m wave-2 topography, as the vortex goes through the final warming it

weakens, wanders off the pole and disintegrates into multiple segments. With higher amplitudes

of wave-2 topography, the final warming is always a split of the polar vortex, an example of

which is shown in the third row of Figure 2-12.
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Figure 2-12: Examples of the evolution of 50 hPa geopotential height (m) leading up to and

immediately after final warming events. 50 hPa geopotential height is shown 5 days before, the

day of, and 5 days after the final warming. These are examples of final warming events from

Experiment 1 (no topography, top row), Experiment 2 (2000 m wave-2 topography, second row)

and Experiment 3 (3000 m wave-2 topography, bottom row). Experiment 4 (4000 m wave-2

topography) is similar to Experiment 3. The contour interval is 53 m.
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Figure 2-13 shows the 50 hPa zonal mean zonal wind at 60'N for a 60 day period composited on

FW events for Experiments 1-4 (the experiments without topography and increasing heights of

wave-2 topography). The change in winds as the vortex goes through the final warming is larger

for higher tropospheric wave forcing, with the exception of the 4000 m wave-2 case in which the

vortex is already very weak as it approaches the final warming. The transition in winds as the

vortex goes through the final warming is largest in the case of the 3000 m wave-2 topography.

Both the cases with 3000 and 4000 m wave-2 topography result in weak easterlies following the

final warming.
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Figure 2-13: 50 hPa zonal mean zonal wind at 60*N (ms') composited on the final warming for

Experiments 1 (no topography), 2 (2000 m wave-2), 3 (3000 m wave-2), and 4 (4000 m wave-2).
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Hu et al. (2014a), in their analysis of the timing of midwinter warming events and final warming

events in the NCEP-NCAR reanalysis, suggested that late spring final warming events tend to be

preceded by major SSWs, while early FW events do not. Similarly, in Experiment 4, we find that

final warming events occur on the average 11 days later in years with major SSW events. This

could be related to the transition to easterlies and the consequent suppression of wave

propagation into the stratosphere following a major SSW. However, we note that this difference

is less than half the standard deviation in the timing of FWs in this experiment.

The behavior of lower stratospheric heat fluxes during FWs is qualitatively similar across the

model experiments. Figure 2-14 shows the seasonal cycle of VT'at 50 hPa composited on final

warming events for all the wave-2 model experiments. The heat fluxes become strong around the

time when the lower stratospheric winds start to become variable, and remain strong until the

final warming, when they collapse. The burst of heat fluxes at the final warming is more intense

with increasing tropospheric wave forcing, but is less pronounced in Experiment 4, for which

SSW events occur about every other year and for which the average zonal winds are weaker. The

latitude of the maximum heat fluxes migrates slightly poleward up to the final warming, after

which the planetary scale fluxes collapse, and smaller-scale waves (which maximize at lower

latitudes) then dominate, leading to a sharp equatorward shift of the locus of maximum heat

fluxes.
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Figure 2-14: 50 hPa heat fluxes (mKs') composited on final warming events for Experiment 1

(no topography, top row, left), 2 (2000 m wave-2, top row, right), 3 (3000 m wave-2, bottom

row, left) and 4(4000 m wave-2, bottom row, right). The white contour indicates the 95%

confidence interval for a two sided t-test.
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2. 4. Stratospheric seasonal cycle in the presence of wavenumber-1

topography

Figure 2-15 shows the seasonal cycle and variability of zonal winds at 60*N, 10 hPa, for a range

of forcing amplitudes with m=l topography. As for the m=2 cases, for stronger forcing the

model exhibits weaker mean winds, increased variability, and a general drift of these features

towards earlier in the winter, although less markedly so than for the m=2 case. In fact, the

evolution through the winter of wave amplitudes, shown in Figure 2-16 shows a slight

discrepancy in late winter between cases with forcing below or above ho=3000 m, but otherwise

the timing of the seasonal evolution of wave amplitudes is insensitive to forcing amplitude. Just

as in the m=2 case, geopotential height amplitudes at 10 hPa appear to saturate at values near 800

m with sufficiently large (3000 m) forcing amplitude. The one exception to this statement is for

the case with ho=5250 m, for which substantially larger amplitudes are reached in midwinter;

with greater ho, however, the magnitudes revert to the saturated values. We currently have no

explanation for this non-monotonic behavior.
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Figure 2-15: Histograms of 10 hPa zonal mean zonal wind at 60'N for Experiments 5 (top left),

6 (top right), 7 (bottom left) and 8 (bottom right). The ordinate shows the number of occurrences

of a specific value of zonal mean zonal wind.

73



1500
()

E

-~1000

CD

0
0- 500
a)

CY1

-No tor
-2k wa
-3k wa
-4k wa
-4.5k w

5k wa

S 0 N-5.25k
-5.5kw
--- 6k wa

vel
vel
vel
ravel
/el
wave1
ravel
/el

J A S 0 N D J F M A M J
Months

Figure 2-16: The climatological evolution of the wave-I geopotential height amplitude (m) at 10

hPa, 60'N for Experiments 1 (no topography), 5 (2000 m wave-1), 6 (3000 m wave-1), 7 (4000

m wave-1), 4500 m wave-1, Experiment 8 (5000 m wave-1), 5250 m wave-1, 5500 m wave-i

and 6000 m wave-1.

Another significant difference between these experiments and those with m=2 forcing is that for

m=l forcing we are unable to find a regime with a realistic (northern hemisphere) frequency of

major SSWs. This mirrors the inability of Gerber and Polvani (2009) to find any such events in

their perpetual solstice experiments. We do find some events, however, for

4000 m < ho < 5500 m, though with lower frequency --- no more than 0.3 events per year --- than

observed in northern winter. Some of these are 'displacement' and others 'splitting' events, with

more displacements than splits. Strangely, we find no major SSWs for even stronger forcing

h0>6000 m; in such cases the stratospheric state at 10 hPa exhibits a very high degree of
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interannual variability --- in some winters the vortex never becomes strong --- with violent

midwinter disturbances which, however, fail to meet the 'major' SSW criterion of a wind

reversal at 60*N. This fact may just be an indication of the arbitrariness of this criterion

(Coughlin and Gray, 2009), rather than having any more fundamental implications.

Reasonably realistic FW events are produced in these m=1 experiments. As is evident from

Table 1, they happen about a month earlier for h0=4000 m than for h0 =3000 m, though the shift

towards earlier FWs is less dramatic than for the m=2 case, as is suggested by Figures 14 and 15.

Figure 2-17 illustrates the synoptic evolution of FW events for h0 =3000 m (other experiments

are similar), compared with the case without topography. The two are similar in showing no

clear wavenumber preference after the event: in both cases, the vortex weakens, meanders off the

pole, and disintegrates into multiple segments as it goes through the final warming.
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Figure 2-17: Evolution of 50 hPa geopotential height (in) leading up to and immediately after

final warming events. 50 hPa geopotential height is shown 5 days before, the day of, and 5 days

after the final warming. These are examples of final warming events from Experiment 1 (no

topography, top row) and Experiment 5 (3000 m wave-I topography, bottom row). Experiment 6

(4000 m wave-I topography) is similar to Experiment 5 (not shown). The contour interval is 53

m.
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2. 5. Impact of the stratospheric seasonal cycle on the troposphere

Figure 2-18 shows the seasonal variation of 515 hPa winds for Experiments 1 (no topography), 2

(2000 m wave-2), 3 (3000 m wave-2), 5 (2000 m wave-1) and 6 (3000 m wave-1) as

climatological averages. Since (as noted in Section 2. 2) the seasonal cycle in imposed

equilibrium temperature is confined to the stratosphere, any seasonal variations in the

tropospheric circulation must be of stratospheric origin. At 515 hPa, the zonal flow is

dominated by the model's subtropical jet near 300 latitude. In the absence of topography,

however, the jet exhibits strong seasonal variation, shifting poleward by almost 100 and

weakening in spring, evidently revealing a strong seasonal coupling from the stratosphere. As

Figure 2-18 shows, this seasonal variation becomes substantially weaker with increasing surface

topography.

It seems that this behavior arises because of the impact of topography on the time scale T of the

model's annular mode, which is shown on each frame of the figure for each experiment. (We

determined the annular mode as the first EOF of daily zonal mean zonal wind at 850 hPa. The

time scale t was then defined from the principal component autocorrelation function, as the best

least squares fit to an exponential decay.) Increasing the topography produces a marked

reduction in r, consistent with the arguments of Gerber and Vallis (2007). In turn, this leads us

to expect a significant reduction in the sensitivity of the tropospheric jet to perturbation from the

stratosphere, since Ring and Plumb (2008) and Gerber et al. (2008) found that the response of the

tropospheric jet to external forcing increases with T, as suggested by the fluctuation-dissipation

relationship.
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Figure 2-18: Seasonal cycle of 515 hPa winds (ms-') from Experiments 1 (top row, left, no

topography), 2 (top row, right, 2000 m wave-2), 3 (middle row, left, 3000 m wave-2), 5 (middle

row, right, 2000 m wave-1) and 6 (bottom row, 3000 m wave-1) shown as calendar averages.

The tropospheric annular mode timescale for the experiment is also indicated. Experiments with

higher heights of topography of both wavenumbers are similar to Experiment 3 (not shown).
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Our interpretation of this behavior as a consequence of decreasing r, rather than as a direct

consequence of the presence of topography, is supported by experiments in which, following

Chan and Plumb (2009), we fix topography but change r by altering the distribution of

equilibrium temperature in the troposphere; results (not shown here) show the same reduction in

tropospheric seasonality with reduced r. The seasonal jet shift (the difference between the most

equatorward and the most poleward locations of the maximum winds) varies from 1-3* for the

lowest values of r that we were able to obtain in this model (20-40 days) to 8-12' for the cases

with T in the range of 130-150 days. The shift is about 5' for intermediate values of r (40-100

days). Note from Figure 2-18 that, even in the presence of large topography, the time scale r

exceeds values appropriate to the observed atmosphere by a factor of 2 or 3, implying that even

for these cases the potential for coupling with the stratospheric seasonal cycle is likely

exaggerated compared with the real atmosphere.

2. 6. Conclusions

One of the more surprising outcomes of these experiments is the different response of the

model's stratosphere to wave-1 and wave-2 forcing. With wave-2 forcing, the response evolves

smoothly from southern-hemisphere-like behavior, with strong midwinter westerlies and with

eddy heat fluxes and zonal wind variability that peak in spring, to a northern-hemisphere-like

state in which zonal winds are much reduced on average, and both eddy heat fluxes and zonal

wind variability maximize in midwinter, as the wave forcing (in the form of imposed surface

topography) is increased. This behavior is similar to that found, using wave-1 forcing, by

Taguchi and Yoden (2002). Given sufficiently strong forcing (topographic height of 4000 m)

the model produces a realistic frequency of major warmings (as compared with the observed
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northern hemisphere). All of these major warming events take the form of vortex splits, which

is not surprising, given the wave-2 forcing. We do not, however, find a climatological

springtime amplification of the wave geopotential magnitude (as opposed to the heat flux) with

weak forcing, in contrast both to Taguchi and Yoden's results and to observed behavior in the

southern hemisphere. One striking characteristic of our results is that the stratospheric wave

amplitudes saturate, in the sense that increasing topographic height beyond a modest magnitude

does not lead to increased geopotential wave amplitude in the middle stratosphere; there are

suggestions of the same behavior in Taguchi and Yoden (2002; their Figure 3). Unlike the wave-

1 experiments of Scott and Haynes (2002), we find no suggestion of threshold behavior in the

response of the system to different levels of topographic forcing, nor of resonant behavior in

early winter when the topographic forcing is weak.

The behavior of the model stratosphere's response to wave-i forcing is rather different. The

zonal winds do weaken, and the pattern of their variability shifts somewhat earlier in the winter,

as topography is increased, but less markedly so than with wave-2 forcing. More strikingly, the

dependence on topographic forcing is non-monotonic. For peak topography ho up to about 5000

m, the winter vortex becomes increasingly disturbed, and some major warmings occur (in

contrast to Gerber and Polvani (2009) who were unable to find any such events in an almost

identical model run in perpetual solstice mode) but never with the frequency observed in the

northern hemisphere. However, their frequency then decreases with further increases in forcing,

although the winter vortex remains highly disturbed. Our difficulty in reproducing the observed

frequency with wave-1 forcing is curious, since about half of the observed midwinter warming

events in the Northern Hemisphere are displacement events (Charlton and Polvani 2007). When
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major warmings do occur in the runs with wave-1 forcing, some are displacement events, while

some are splits.

Since we are considering a model setup in which the seasonal cycle in equilibrium temperatures

is confined to the stratosphere, we were able to study stratosphere-troposphere coupling on

seasonal timescales. We found that the stratospheric seasonal cycle induces a seasonal

tropospheric jet shift, the magnitude of which increases with the model's tropospheric annular

mode timescale. This suggests that full GCMs will tend to overestimate stratospheric influences

on the tropospheric circulation (and, indeed, tropospheric circulation responses to any external

forcings) unless their tropospheric annular mode timescale matches observations (most GCMs

have tropospheric annular mode timescales that are larger than those in the observed

atmosphere).

Full GCMs tend to underestimate the wave forcing in the Northern Hemisphere, but slightly

overestimate the wave forcing in the Southern Hemisphere (Eyring et al., 2010, Chapter 4), while

many such models underestimate the frequency of major warming events (Charlton et al., 2007).

Reaching an adequate understanding of the dependence of the modeled stratosphere on

tropospheric forcing should help in understanding the behavior of climate models; however,

while progress is being made, more clearly remains to be done.
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3. Does the delay in Antarctic polar vortex breakdown explain

recent trends in surface westerlies? 3

3. 1. Introduction

In both hemispheres, stratospheric polar vortices form in the fall, reach maximum

strength in midwinter, and decay in late winter-spring. The breakdown of these vortices is known

as the Stratospheric Final Warming (SFW). Observational and modeling evidence suggests that

fluctuations in the polar stratospheric vortices in both hemispheres have an effect on the

troposphere (e.g. Baldwin and Dunkerton, 2001, Thompson and Solomon, 2002, Polvani and

Kushner, 2002, Gillett and Thompson, 2003). Various studies linking the strength of the

Northern Hemisphere winter stratospheric polar vortex to tropospheric climate (e.g. Baldwin and

Dunkerton 2001, Thompson and Wallace 2000, Thompson et al., 2005), indicate that a stronger

stratospheric polar vortex is associated with stronger tropospheric westerlies in the vicinity of

600N.

Black et al. (2006) in their exploratory study of SFW events in the Northern Hemisphere

reported that these events provide a strong organizing influence upon the large-scale circulation

of the stratosphere and troposphere during the period of spring onset and Black and McDaniel

(2007a) studied the dynamics of these events in the Northern Hemisphere. Black and McDaniel

(2007b) investigated the organizing influence of SFW events on the circulation of the Southern

Hemisphere. They found that part of the annual weakening of the high-latitude circumpolar

3 This chapter is based on Sheshadri, A., R. A. Plumb, and D. I. V. Domeisen, 2014: Can the
delay in Antarctic polar vortex breakup explain recent trends in surface westerlies? J. Atmos.
Sci., 71, 566-573.

82



westerlies in the uppermost troposphere and stratosphere occurs within a short time surrounding

SFW onset, and that a coherent annular circulation change occurs during SFW onset with zonal

decelerations (accelerations) observed at high (low) latitudes. These studies used reanalysis data

and in an attempt to filter out other factors that influence tropospheric circulation and focus on

the relatively short-term signal around final warming events, considered circulation anomalies

from an average seasonal cycle defined by the first six Fourier harmonics. From these studies, it

also emerged that the tropospheric circulation response to stratospheric final warming events is

structurally distinct from the annular mode in both hemispheres.

A tendency towards an increase in the positive phase of the Southern Annular Mode

(SAM) has been reported in the Southern Hemisphere (e.g. Thompson et al., 2000 and Fogt et

al., 2009). This positive phase of the SAM is associated with a poleward shift of the Southern

Hemisphere midlatitude jet and storm tracks (Archer and Caldeira, 2008). It has been suggested

that stratospheric ozone depletion is the cause of these changes (e.g. Thompson and Solomon,

2002, Polvani et al., 2011 and Thompson et al., 2011). Polvani et al. (2011) suggest that

Southern Hemisphere tropospheric circulation changes in austral summer over the second half of

the twentieth century have been caused primarily by polar stratospheric ozone depletion, and, in

particular, that ozone depletion leads to a poleward jet shift that extends all the way to the

surface. Waugh et al. (1999) and Black and McDaniel (2007b) have noted a trend in the timing

of Southern Hemisphere SFW events, with the warming occurring later in recent years. This

trend could be a response to the radiative effects of Antarctic ozone depletion (Thompson et al.

2011). Therefore, in this paper we investigate the question of whether the observed changes in

surface westerlies could be due to this delay in SFW timing.
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We begin our analysis by demonstrating explicitly that stratospheric final warming events

have an impact on the troposphere. We do this by investigating final warming events in a

simplified general circulation model. In reanalysis data, unambiguous separation of the

tropospheric response to stratospheric final warming events from the internal seasonal cycle of

the troposphere is difficult. Therefore, we use a model setup that enables the tropospheric

response to be attributable explicitly to seasonal changes in the stratosphere. As will be described

in Section 2, the model is forced by relaxation towards an equilibrium temperature distribution

that varies seasonally within the stratosphere, but not in the troposphere. Thus, seasonal

variations in the tropospheric circulation, including those occurring around the time of the

breakdown of the stratospheric polar vortex in spring, are unambiguously stratospheric in origin.

In the model configuration used here, a surface topography of zonal wavenumber 2 is included in

one hemisphere only, in order to force quasi-stationary waves. This makes this hemisphere

similar to the observed northern hemisphere in its wintertime stratospheric behavior. Even

without topography, the model generates enough long-wave activity to make the final warming

quite variable in its timing, though it does not produce strong midwinter warming events. We

analyze here the model hemisphere with topography. Our interest in this part of the paper is to

demonstrate, in a general sense, unambiguous stratospheric influence on the troposphere during

the time of the final warming. It is not intended that the results from this component of the

research should be interpreted as being especially applicable to the southern hemisphere of the

real atmosphere. Our model results in Section 2 also resemble that of Black and McDaniel

(2007a and 2007b) in that the tropospheric response to final warming events is structurally

distinct from the annular mode.
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Having demonstrated in Section 2 that stratospheric final warming events do impact the

circulation of the troposphere, we proceed in Section 3 to use NCEP/NCAR Reanalysis data to

investigate the question of whether the observed changes in surface westerlies could be due to

this delay in SFW timing. To do this, we examine differences between years of large ozone

depletion and the pre-ozone-hole years.
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3. 2. SFW events in the simplified model

a. Model description

The model we use is similar to that of Kushner and Polvani (2006). The model is dry and

hydrostatic, solving the global primitive equations with T42 resolution in the horizontal and 40

levels in the vertical. Linear damping of the horizontal winds is applied in the planetary

boundary layer and in a sponge above 0.5 mb. The bottom boundary in one hemisphere only

includes wave-2 topography (identical to run 9 in Gerber and Polvani, 2009), centered on 450S

and 3000 m high. Newtonian relaxation forces temperatures toward a zonally symmetric

equilibrium-temperature field Teq. Within the stratosphere, a seasonal cycle in Teq is prescribed

using the specification of Kushner and Polvani (2006, their equations (1) and (2)), with the lapse

rate fixed at 4K/km. This produces a winter stratosphere in the hemisphere with topography that

is qualitatively similar to that of the Northern Hemisphere (Gerber and Polvani, 2009). Within

the troposphere (below 100 mb), there is no imposed seasonal variation; Teq is specified as in

Polvani and Kushner (2002) with the parameter e = -10K providing an asymmetry between the

Northern and Southern Hemispheres. Teq varies smoothly from tropospheric to stratospheric

specifications across 100 mb.

b. Model results

33 final warmings were simulated in the model run. Five years in the model in which

sudden warming events occurred that took more than ten days to recover were excluded from the

analysis. Black and McDaniel (2007a) who used NCEP/NCAR Reanalysis data to examine SFW

events in the Northern Hemisphere identified SFW events as the final time when the 50 mb zonal

mean zonal wind at 70'N drops below the value of zero without returning to 5 m/s until the
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subsequent autumn. The same authors (Black and McDaniel ,2007b), used ERA-40 data to

analyze Southern Hemisphere SFW events and based their definition for the timing of these

events on when the zonal mean zonal wind at 50 mb and 60'S reached the value of 10 m/s. The

criterion used in this study for the model run was based on the day on which the zonal mean

zonal wind at 50 mb and 60'S reaches the value of 2 m/s. This yields a final warming date for

the model at approximately the same phase of the zonal wind cycle of the model as that used by

Black and McDaniel (2007a and 2007b) for the ERA-40 and NCEP/NCAR Reanalysis data.

Varying this definition did not change our results significantly.

Figure 3-1 shows the timing of SFW events for the 28 years analyzed from the model

run. A similar run with no topography does not produce sudden warmings (Gerber and Polvani

2009) but the variability in the timing of final warmings is not profoundly different from the case

with topography reported here.
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Figure 3-1: Timing of SFW events from the 28 years simulated in the model run.
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The top panel of Figure 3-2 shows the zonal mean zonal wind averaged from 60OS-700S

over a 60 day period centered on final warming events and averaged over the 28 years that were

analyzed from the simplified GCM run. We see a clear transition from westerlies to easterlies in

the stratosphere and a weakening of the westerlies below. The bottom panel of Figure 3-2 is

similar, but now presents the time evolution of zonal mean zonal winds averaged from 60OS-700S

relative to day -30. We see from the bottom panel of Figure 3-2 that SFW events in the model

have a statistically significant impact that extends to the surface after day 0. Since there is no

imposed seasonal cycle in the troposphere, these surface effects are unambiguously of

stratospheric origin.
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Figure 3-2: Top panel: Transition in zonal mean zonal wind averaged from 600S to 70'S for a 60

day period centered on SFW events for 28 years from the GCM run. The contour interval is 2

m/s. Bottom panel: Time evolution of zonal mean zonal wind averaged from 60'S to 70'S for a

60 day period centered on SFW events for 28 years from the GCM run, as differences from day -

30. The contour interval is 0.25 m/s up to -2 m/s (shown as filled colored contours) and 5 m/s

thereafter (shown as unfilled black contours). Magenta and brown contours denote the 90% and

95% confidence intervals for a two-sided t test.
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The latitude-pressure structure of the change in zonal mean zonal winds between days

+10 and -10 is seen in panel a of Figure 3-3. A dipole structure can be seen in the stratosphere,

with the winds being decelerated southwards of about 400S. This dipole extends downwards into

the troposphere and all the way to the surface, in qualitative agreement with the analysis of Black

and McDaniel (2007b). Also in agreement with Black and McDaniel (2007b) is the fact that the

zonal mean tropospheric wind anomaly, though dipolar, does not match the structure of the

model's annular mode. To illustrate this, we define the model EOF in two ways. In the first,

shown in panel b of Figure 3-3, we consider the first EOF of zonal mean zonal wind at 585 mb,

which is the first model level above the extent of the topography. This peaks at 23.70S and

36.7 0S, whereas the tropospheric dipole in Figure 3a is displaced significantly poleward of this.

The dipole structure in Figure 3-3a also does not match the latitude structure of vertically

integrated anomalous tropospheric (from the surface to 200 mb) horizontal momentum flux

divergence over the same time period (shown in panel c of Figure 3-3). Nor does it match the

structure of the vertically integrated tropospheric horizontal momentum flux divergence

regressed on the first EOF of zonal mean zonal wind at 585 mb (shown in panel d of Figure 3-3).
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Figure 3-3: Panel a: Latitude-pressure structure of the change in zonal mean zonal winds

between days -10 and +10. The contour interval is 0.5 m/s. Panel b: First EOF of zonal mean

zonal winds at 585 mb. Panel c: Vertically integrated tropospheric (from the surface to 200 mb)

horizontal momentum flux divergence as anomalies from the climatology averaged over a 21 day
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period centered on the final warming (same time period as shown in panel a). Panel d: Vertically

integrated tropospheric (from the surface to 200 mb) horizontal momentum flux divergence

regressed on the first EOF of zonal mean zonal winds at 585 mb. These figures are from the

model run, and the white patch in the top panel shows the extent of the bottom topography.
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Figure 3-4: Latitude pressure structure of the zonal mean zonal wind regressed on the first

EOF of geopotential height at 585 mb (the first model level above the extent of the

topography). Latitude pressure structure shown for all data in the left panel and for a 90 day

period centered on final warming events in the right panel. These figures are from the model

run, and the white patch at the bottom of both figures shows the extent of bottom topography.
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To confirm that this conclusion is not based on this definition of the annular mode, we

show in Figure 3-4 the structure of zonal mean zonal wind regressed on the principal component

time series corresponding to the first EOF of 585 mb geopotential height. The left panel of

Figure 3-4 shows the structure of the regression for all data. The right panel shows the structure

of the regression using the first EOF of 585 mb geopotential height computed using springtime

data only (a 90 day period centered on the final warming event). By either definition of the

annular mode, the tropospheric response to the final warming is shifted poleward of the annular

mode. Indeed, the lower latitude lobe of the dipole of the tropospheric SFW signal (Figure 3-3a)

almost coincides with the node of the dipole seen in Figure 3-4.
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3. 3. SFW events in the NCEP/NCAR Reanalysis

a. Data and Methods

We use daily data from the NCEP/NCAR Reanalysis. We study the years 1960-2009,

with the exception of 2002, because of the unusual nature of the stratospheric winter in this year

(in late September 2002 the Southern Hemisphere underwent its first recorded sudden warming

event, see, e.g. KrUger et al., 2005, Newman et al., 2005 and Baldwin et al., 2003). We use the

term 'late years' to refer to the years of large ozone depletion (taken to be 1995-2009 with the

exception of 2002) and the term 'early years' to refer to the pre-ozone-hole years (which we take

to be 1966-1979). The average annual cycle of zonal mean zonal wind at 50 mb and 60'S had a

maximum of 55 m/s. The criterion for the timing of SFW events was based on the day on which

the zonal mean zonal wind at 50 mb and 60'S reaches the value of 10 m/s (this is a stage in the

vortex breakup that is similar to the 2 m/s criterion in our model). Again, changing this definition

did not affect our results significantly.

b. Results

Figure 3-5 shows the timing of all SFW events from 1960-2010 with the exception of the

anomalous event in 2002, determined from NCEP/NCAR Reanalysis data. The slope4 of a least

squares linear fit for the timing is 0.383 days/year and it is statistically different from 0 at the

99% confidence level, using a Student's t-test. The late years (years of large ozone depletion)

and early years (the pre-ozone hole years) are indicated. The timing of SFW events is later on

average in the years of large ozone depletion as compared to the pre-ozone-hole years (the ozone

4 This value is less than half that reported by Black and McDaniel (2007b) over the period 1978-
2000, but is consistent with the same change in timing over the longer period analyzed here.
Thus, the change over the full period is more akin to a step change, rather than a sustained linear
trend.
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hole cools the polar stratosphere, leading to stronger westerlies in the polar vortex and thus

delaying SFW events, see, e.g. Thompson et al. 2011).
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Figure 3-5: Timing of warming for SFW events from 1960-2010, determined from NCEP/NCAR

Reanalysis data.

95

j

60



Figure 3-6 shows the transition in zonal mean zonal wind anomalies (from NCEP/NCAR

Reanalysis data) averaged from 60OS-70 0S 30 days before and after SFW events. Zonal mean

zonal wind anomalies are calculated as anomalies from an average seasonal cycle (defined as the

sum of the first six Fourier harmonics of a seasonal cycle derived from an annual time series of

long-term daily averages; this is also the method used in Black and McDaniel, 2007b). We note

that this method does not eliminate the effects of seasonal changes in annular mode decorrelation

timescales (see, e.g. Baldwin et al., 2003). The top panel of Figure 3-2 and Figure 3-6 are

qualitatively similar. Figure 3-6 can also be compared with Figure 3a from Black and McDaniel

(2007b), noting that this study used ERA-40 Reanalysis data and analyzed 24 SFW events from

1978-2001. In both the top panel of Figure 3-2 and Figure 3-6, the contours slope downwards as

the criterion is met first in the stratosphere, after which the effects progress downwards with

time.
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Figure 3-6: Transition in zonal mean zonal wind anomalies averaged from 60'S to 700 S for a 60

day period centered on SFW events, averaged for 49 SFW events from the NCEP/NCAR

Reanalysis data. The contour interval is .3 m/s.

To address the question of whether the influence of stratospheric ozone depletion on

surface westerlies is through the delay in timing of SFW events, we examine differences between

the years of large ozone depletion and the pre-ozone-hole years. The ozone hole cools the polar

stratosphere, changing the north-south temperature gradient, and extending the persistence of the

polar vortex (Thompson et al. 2011), leading to SFW events being delayed. Therefore, on the

average, SFW events are later in the years of large ozone depletion.

Figure 3-7 shows composite differences in geopotential height between the late and early

years. Here geopotential height is shown as anomalies from an average seasonal cycle, as defined

earlier in this section. Figure 3-7a is centered on the average day of occurrence of SFW events
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for all years, and Figure 3-7b has all the years centered on the SFW event day of that year. Daily

data smoothed using a centered moving average which averaged data 15 days before and after a

given day were used to make this plot. In Figure 3-7a, the difference in the geopotential anomaly

is strongly negative following day 0 and these contours extend all the way to the surface up to

two months after the mean warming day. Decreases in the geopotential height indicate

strengthening of the eastward flow in the polar vortex (corresponding to the high-index polarity

of the SAM). Figure 3-7a is qualitatively similar to Figure lb from Thompson et al. (2011),

noting that their figure is terminated at 30 mb and is centered on January, while day 0 in Figure

3-7a is November 14 (the average day of occurrence of SFW events). If these signals seen in

Figure 3-7a are caused purely because of the delayed timing of the final warming, they would

disappear in composites where every year is centered on the day where the criterion for SFW is

met. The similarity between figures 7a and 7b after day 0 leads us to conclude that the

tropospheric signal is not being caused by the difference in the timing of final warming events

alone.
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Figure 3-7: Polar mean (averaged from 650S-90'S) geopotential height, shown as anomalies

from an average seasonal cycle (defined as the sum of the first six Fourier harmonics of a

seasonal cycle derived from an annual time series of long-term daily averages), difference

between the late and early years, centered on the mean warming day in panel a and on the SFW

event in panel b. The contour interval is 30 m. Magenta and white contours denote the 90% and

95% confidence intervals for a two sided t test.
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This conclusion is reinforced in Figure 3-8. Figure 3-8 shows the difference in the 850

mb zonal mean zonal wind (smoothed as in Figure 3-7) at 600S (in Figure 3-8a) and 400S (in

Figure 3-8b) between the late and early years, centered on the mean warming day (solid line) and

the SFW event for each year (dashed line).

The zonal flow is more westerly at 600S in the late years than in the early years, which

corresponds to the high-index polarity of the SAM. Figure 3-8b shows that the difference is

negative at 400S after the warming (smaller eastward flow). These figures clearly indicate that

the difference in surface winds between the late and early years does not change significantly

because of the delay in SFW timing.
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Figure 3-8: Difference between the late and early years 850 mb zonal mean zonal wind anomaly

from time mean at a) 600S and b) 40 0S.
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3. 4. Summary

In the model experiments described here, the imposed seasonal cycle of equilibrium

temperature was, by design, confined to the stratosphere. Thus, the tropospheric signal evident in

the model is unambiguously of stratospheric origin, and there reinforces the conclusions of Black

and McDaniel (2007b) that the tropospheric signal seen in observations is similarly a response to

stratospheric events.

Our analysis of data from the NCEP/NCAR Reanalysis confirms that there has been a

statistically significant shift towards later final warming events in the Southern Hemisphere over

the last five decades. This shift, widely attributed to the impact of springtime ozone depletion in

the Antarctic lower stratosphere, has been largely coincident with the observed trends in surface

winds, which themselves have been attributed to ozone depletion (e.g. Polvani et al., 2011 and

Thompson et al., 2011). The results of Black and McDaniel (2007b), as well as our simplified

model study, indicate that the lower tropospheric response to final warming is evident for

relatively short time-scales (of the order of 10 days), indicating a dynamical response to

stratospheric changes rather than a radiative one. These ideas led to the hypothesis that it is the

delay in the final warmings that has led to the surface trends. However, since composites made

with respect to the variable final warming date show a tropospheric trend that is little changed

from those made with respect to calendar date, our results indicate that the surface trends cannot

be explained as being caused simply by the trend in the timing of final warming events - i.e., it is

not simply a matter of the delay of an otherwise unchanged tropospheric response to

stratospheric events. That is not to say, of course, that the behavior of the final warming is not

responsible for the surface trends: the warmings themselves may have changed in ways other
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than mere timing (and there is some evidence for this). The point is that the trend in the

tropospheric signal is not simply a matter of timing.
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4. Responses of an idealized AGCM to ozone depletion-like polar

stratospheric cooling

4. 1. Introduction

In the previous chapter, we found that the trends in surface westerlies over the second half of the

twentieth century could not be explained as a direct consequence of the delay in the timing of

stratospheric final warming events. To clarify the mechanisms by which stratospheric

circulation changes brought about by ozone depletion are communicated to the troposphere and

to the surface, in this chapter we consider circulation responses of the idealized model (described

in Chapter 2, section 2) to imposed polar stratospheric cooling that mimics the effects of ozone

depletion. We will begin by describing the form of the imposed cooling in section 4. 2, and then

consider responses of the idealized model to this cooling and its dependence on the tropospheric

annular mode timescale. Recent work involving full GCMs (e.g. Sigmond and Fyfe's recent

analysis of 6 CMIP5 models with ozone-only forcing, 2014) reports some inconsistencies in

model responses to imposed ozone depletion. In Section 4.3 we test whether this could possibly

be explained by the timing of their imposed ozone depletion and its relation to their model's

dynamics.
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4. 2. Form of the imposed polar stratospheric cooling

We use the idealized model setup in 2.2, but use pure sigma co-ordinates instead of a hybrid

vertical co-ordintae. Following the steady-state cooling used by Butler et al. (2010) and the time-

dependent cooling used by Sun et al. (2014), to mimic the effects of ozone depletion, we impose

diabatic cooling in the polar stratosphere as follows:

ea[={(o-#0)2 + (-70001n a+70001n o) 2 + (t-t0 )2 - (1)
2q02 2o-a 2 qt

With

q 0 = -0.5K /day

00 =-
2

co = 0.28

0 = 0.05

= 4000

to= 231 (This day corresponds to October 20, but will be varied over the course of the analysis.)

, =20
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where 0o, og, 0o, and a define the spatial pattern and to and o, = 20 days define the peaking time

and persistence. Figure 4-1 shows the horizontal and vertical extents of the imposed diabatic

cooling, peaking October 20.
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Figure 4-1: The vertical and horizontal extents of the imposed polar stratospheric diabatic

cooling (K day-'). (Top) vertical extent shown averaged over the polar cap (65-90*S), and

(Bottom) latitudinal cross-section at 50 hPa.
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4. 3. Responses to imposed polar stratospheric cooling

When the model is used in the configuration described in Chapter 2, section 2, (with the

tropospheric asymmetry factor E set to 10K), the tropospheric annular mode timescale is

unrealistically long (135 days). This results in exaggerated responses of the tropospheric jet to

external forcings. To avoid this issue, we swept through a range of values of e, and investigated

tropospheric responses to imposed polar stratospheric cooling in a model configuration with the

minimum annular mode timescale that we found (in the range of values of E considered). The

temperature response of the idealized model to the applied polar stratospheric cooling is shown

in Figure 4-2. A statistically significant negative temperature response is evident in the

stratosphere, which extends to the end of January. As expected, the imposed cooling also leads to

an extension of the lifetime of the Antarctic vortex in the model. In the control run, the mean

date of the final warming was day 340 (December 10), which is delayed to a mean date of day

365 (January 5) is the perturbed run. Additionally, the standard deviation in the timing of final

warming events increases (this is also evident in the observations, when one compares variability

in the final warming date in the years with and without large ozone depletion). Figures 4-3 and

4-4 show the corresponding changes in winds and geopotential height for the same time period.

Also as expected, the polar vortex strengthens and extends downwards into the troposphere in

the summer - positive zonal mean zonal wind anomalies are evident at the surface from 40-60*S

until the end of March. The model's responses are qualitatively consistent with both observations

and results from fully coupled chemistry climate models (cf. Keeble et al. 2014). Quantitatively,

the imposed cooling leads to changes in the model that are smaller than is evident in observations

of composite differences between the years of large ozone depletion and the pre-ozone hole years
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(cf. Thompson et al. 2011). The model shows about a 25 m reduction in geopotential height at

the surface over the polar cap, about 60% of the 40 m difference evident in Figure 1 of

Thompson et al. Figure 4-5 shows the surface geopotential height response in December. There

are decreases in geopotential height over the polar latitudes up to 45*S, and increases between

45'S and 15'S. It is evident that the surface response extends well beyond the polar latitudes.

The apparent wave-6 structure of the response in Figure 4-5 is due to single years and is not

robust across the years. This structure would presumably disappear in a longer model integration,

as there is no source of zonal asymmetry in the model setup.
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Figure 4-2: Temperature response to the imposed polar stratospheric cooling averaged over the

polar cap (65-90'S). The magenta contour denotes 95% statistical significance. The contour

interval is 1 K.
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Figure 4-3: Zonal mean zonal wind response to the imposed polar stratospheric cooling averaged

over 40-60'S. The magenta contour denotes 95% statistical significance. The contour interval is
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Figure 4-4: Geopotential height changes averaged over the polar cap (65-90'S). The magenta

contour denotes 95% statistical significance. The contour interval is 25 m.
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Figure 4-5: Polar plot of the December changes in geopotential height at 850 hPa.
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Figure 4-6 shows the changes in eddy heat fluxes v' T at 95 hPa, a measure of the upward

propagating planetary wave activity entering the stratosphere. Since the imposed polar

stratospheric cooling increases the persistence of the Antarctic vortex in the model (the final

warming is delayed by about a month), there are westerlies in the perturbed run at a time when

there were easterlies in the control run. This, in accordance with the Chamey-Drazin criterion,

now permits wave propagation into the stratosphere for longer. Therefore, there are increased

heat fluxes at 95 hPa from November through to March. Also, it is evident that the heat fluxes

have now moved poleward.
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Figure 4-6: Change in eddy heat fluxes (Km/s). The magenta contour denotes 95% statistical

significance. The contour interval is 0.5.
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The 850 hPa wind responses are shown in the left panel of Figure 4-7. These wind changes are

smoothed using a moving centered 20 day average. The response consists of a dipole (decreases

in zonal mean zonal winds in the vicinity of 20*S and increases around 40'S) that matches the

latitudinal structure of the model's annular mode (first EOF of zonal mean zonal winds at 850

hPa, shown in the right panel of Figure 4-7).

Figure 4-7 reinforces the conclusion drawn from Chapter 3, that the surface westerly wind

trends that are evident in observations are not related to the tropospheric response to the

stratospheric final warming. In Chapter 3 we concluded that the tropospheric response to

stratospheric final warming events does not match the latitudinal structure of the model's annular

mode (Figures 3-3a and 3-3b). However, the model's response to the imposed diabatic cooling

(the left panel of Figure 4-7) matches the latitudinal structure of the model's annular mode (the

first EOF of zonal mean zonal winds, shown in the right panel of Figure 4-7).
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Figure 4-7: (Left panel) 850 hPa zonal mean zonal wind response. The magenta contour denotes

95% statistical significance. The contour interval is 0.5 m/s. (Right panel) First EOF of zonal

mean zonal winds at 850 hPa.

To summarize, when an imposed polar stratospheric cooling is applied in the model, the polar

stratospheric cooling leads to stratospheric temperature and circulation responses that are

consistent with observations. The stratospheric changes are also consistent with those seen in

fully coupled chemistry climate models (e.g. Keeble et al. 2014). There is a statistically

significant negative temperature anomaly in the lower stratosphere, which in turn causes a

strengthening of the polar vortex, and delays its breakdown (the final warming) by about a

month. These changes to the zonal wind structure alter the propagation of planetary waves,

which increase in magnitude and move poleward through December, January, February, and

March. Stratospheric changes result in tropospheric circulation changes that extend to the

surface, and are also qualitatively consistent with observations in the austral summer. The

magnitude of the surface response is smaller in the model than in observations.
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a. Sensitivity of the surface response to the timing of polar stratospheric cooling

Those of the CMIP5 models that have output available from ozone-only forcing experiments

show inconsistent responses to ozone depletion (Sigmond and Fyfe 2014). In this section, we

examine the sensitivity of the surface response to imposed polar stratospheric cooling applied at

different times of the year. We consider the responses to cooling that peaks August 20,

September 20, November 20, and cooling that is applied uniformly all year round and compare

them to those of the run in which cooling peaked on October 20 (in which the temperature and

circulation responses match the observed trends). Figures 4-8 to 4-11 show the smoothed 850

hPa change in zonal mean zonal winds for each of these model experiments.
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Figure 4-8: 850 hPa zonal mean zonal wind response for polar stratospheric cooling that peaks

August 20. The magenta contour denotes 95% statistical significance. The contour interval is 0.5

m/s.
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Figure 4-9: 850 hPa zonal mean zonal wind response for polar stratospheric cooling that peaks

September 20. The magenta contour denotes 95% statistical significance. The contour interval is

0.5 m/s.

-60

-80

J F M

2

1

0

-1

-2
A M J A S N

Month

116

C

2

1

0

-1

-2



Figure 4-10: 850 hPa zonal mean zonal wind response for polar stratospheric cooling that peaks

November 20. The magenta contour denotes 95% statistical significance. The contour interval is

0.5 m/s.
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Figure 4-11: 850 hPa zonal mean zonal wind response for polar stratospheric cooling uniformly

applied through the entire year. The magenta contour denotes 95% statistical significance. The

contour interval is 0.5 m/s.

There is a complete lack of a statistically significant surface wind response in the case of the

experiment with cooling peaking August 20. In the September 20 case, there is some statistically

significant surface response in November and December, but its persistence is less than in the

case of the cooling that peaks October 20. Similarly, the cooling that peaks November 20 results

in small, less persistent, but statistically significant, changes in March and April. In the

experiment with cooling applied uniformly through the year, the maximum surface wind

response is early in the year, with very much smaller responses in September and October.
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There appear to be two factors that are playing a role in setting these responses. The first is that

there is a seasonal cycle of tropospheric annular mode timescales, shown in Figure 4-12. We

calculate the annular mode timescale on a given day by using the principal component time

series corresponding to the first EOF of zonal mean zonal wind for a period of 90 days centered

on the day of interest. We then calculate the decorrelation time of the autocorrelation function as

the best least squares fit to an exponential decay. The annular mode timescale is then averaged

on that day for all 30 years of model data to get a mean seasonal cycle of 850 hPa annular mode

timescales t. Daily values of t were smoothed using a centered moving average of 20 days

(similar to the smoothing applied to the 850 hPa wind changes). It is important to note that in our

model setup, there is no internal seasonal cycle in the troposphere, and therefore these seasonal

variations in the tropospheric annular mode timescale are set by stratospheric variability. The

seasonal cycle is somewhat similar to the results of Baldwin et al. (2003), keeping in mind that

the final warming is delayed in this model in comparison to the observed Antarctic vortex

breakup. The 850 hPa annular mode timescales are around their minimum values from July

through October, and get larger towards December, January and February. The peak tropospheric

annular mode timescale corresponds to the timing of the maximum variance in the annular mode

around 200 hPa.
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Figure 4-12: The seasonal cycle of 850 hPa annular mode timescale (days).

If the stratospheric cooling attempts to cause a tropospheric response at a time when the annular

mode timescale is at its annual minimum, it is unlikely to evoke a response that is either large in

magnitude or persistent in time. In the model experiment with cooling applied uniformly through

the year (Figure 4-11), the smaller responses in October and November might be related to the

lower tropospheric annular mode timescales at this time. For a response to be sustained for a

period of three months (as is seen in observations in December, January and February), the

response might need to be at a time that coincides with the annual maximum of tropospheric

annular mode timescales in the spring. This would also be a factor in the complete lack of a

statistically significant surface response in the case of a polar stratospheric cooling that peaks

August 20 (Figure 4-8). Figure 4-12 shows only about a 30% increase of the tropospheric
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annular mode timescale at any time from its minimum value. However, the responses in Figure

4-11 vary through the year by larger amounts.

The other factor that could be playing a role in setting the surface response is the delay in

Antarctic polar vortex breakdown. We have established earlier that the delayed tropospheric

response to the stratospheric final warming does not explain observed surface trends. However,

if the polar stratospheric cooling causes weak westerlies to exist at a time when easterlies were

prevalent in the control run, according to the Charney-Drazin theorem, planetary scale waves are

now permitted to propagate into the stratosphere for an additional period of time. This then

permits EP flux divergence in the stratosphere to influence the tropospheric circulation for longer

than in the control run. If the cooling due to ozone depletion makes the vortex stronger at its

peak, rather than at the end of its lifetime, the increased westerlies, again in accordance with the

Charney-Drazin theorem, might become strong enough to inhibit wave propagation. In the case

of the run with cooling that peaks August 20, this factor might also play a role in the lack of a

statistically significant surface response, since in this case the final warming is only delayed on

the average by 6 days.

b. Responses to doubled cooling

In this section we present the model's responses to polar stratospheric cooling that is similar to

equation (1), but now with q0 = -1K / day, i.e. with double the magnitude of imposed cooling.

All the previous model experiments (polar stratospheric cooling that peaks August 20,

September 20, October 20, November 20 and with the cooling uniformly applied through the

year) were run for 30 years with the doubled cooling. In this case, the temperature perturbations

were sufficiently high to delay the final warming in all cases (as in shown in plots of the seasonal
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cycle of 50 hPa zonal mean zonal winds comparing the control run to the perturbed runs in

Figure 4-13). The model's 850 hPa zonal mean zonal wind responses are shown in Figures 4-14

to 4-18 for these runs.
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Figure 4-13: The seasonal cycle of 50 hPa zonal mean zonal winds for the model experiment

with doubled cooling peaking (top row, left) all year around, (top row, right), August 20, (middle

122

40

-40

-50

-60

40

30

20

10

0

-10

-20

-30

-40

-50

-60

-70

40

30

20

10

0

-10

-20

-J

30

20

10

0

-10

-20

... ..........

-30

-40

-50



row, left) September 20, (middle row, right), October 20, and (bottom row, left), November 20.

The control run is shown in the right panel of the bottom row for comparison. The final warming

is delayed in all the perturbed runs.
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Figure 4-14: 850 hPa zonal mean zonal wind response for doubled polar stratospheric cooling

uniformly applied through the entire year. The magenta contour denotes 95% statistical

significance. The contour interval is 0.5 m/s.
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Figure 4-15: 850 hPa zonal mean zonal wind response for doubled polar stratospheric cooling

that peaks August 20. The magenta contour denotes 95% statistical significance. The contour

interval is 0.5 m/s.
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Figure 4-16: 850 hPa zonal mean zonal wind response for doubled polar stratospheric cooling

that peaks September 20. The magenta contour denotes 95% statistical significance. The contour

interval is 0.5 m/s.
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Figure 4-17: 850 hPa zonal mean zonal wind response for doubled polar stratospheric cooling

that peaks October 20. The magenta contour denotes 95% statistical significance. The contour

interval is 0.5 m/s.
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Figure 4-18: 850 hPa zonal mean zonal wind response for doubled polar stratospheric cooling

that peaks November 20. The magenta contour denotes 95% statistical significance. The contour

interval is 0.5 m/s.

Since the final warming is delayed in all cases, we would expect the surface response to be

modified by the seasonal cycle of tropospheric annular mode timescales. There is a statistically

significant 850 hPa wind response in all 5 cases. As we saw before, the surface response in the

run with cooling applied uniformly through the year has a minimum corresponding to the annual

minimum in tropospheric t. In the cases with cooling peaking August 20, September 20, October

20, and November 20, the onset of the dipole surface response is delayed in time as the cooling

peak shifts. In these model experiments as well, the minimum in 'r might play a role in the lack

of a surface response in the months of September and October. When the stratospheric cooling

leads to a tropospheric response in the months of DJF (with the high annular mode timescales),

we expect a larger and more persistent surface response. The statistically significant responses

appear to terminate around April for the cases of cooling peaking September 20, October 20, and
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November 20. The case with cooling all through the year appears to suggest that tropospheric

responses to stratospheric cooling are somewhat linear - the changes in 850 hPa winds in Figure

4-14 are double the changes seen in Figure 4-11, and also have the same latitudinal structure.

4.4. Conclusions

We have used an idealized model to investigate the factors that play a role in setting surface

responses to polar stratospheric cooling that is meant to mimic the radiative effects of polar

stratospheric ozone depletion. We found that there are certain configurations of the model

(determined by e, the asymmetry parameter) in which the tropospheric annular mode timescale is

so unrealistically long that any annually repeating lower stratospheric perturbation results in a

tropospheric circulation change that lasts throughout the year. After carrying out a series of

experiments sweeping through different values of E, we found an 'optimal' value (in the range

considered), that lowered the tropospheric annular mode timescale to one that is similar to what

it is in the observed atmosphere. In this new model setup, we experimented with imposed polar

stratospheric cooling that peaks at different times in the seasonal cycle of the polar vortex. We

found that the surface response to polar stratospheric cooling can be related to the model's

tropospheric annular mode timescale - a perturbation that tends to cause a response at times

when t is high produces a response that is both larger in magnitude and more persistent, and vice

versa. We also found that there might be a potential link between the extended lifetime of the

vortex and the surface response, not as a consequence of the delayed tropospheric response to the

vortex breakdown, but simply because the polar stratospheric cooling causes westerlies to exist

at a time when easterlies were prevalent, allowing wave propagation into the stratosphere. In

such a situation, if the magnitude of the imposed cooling is increased, the tail of the cooling
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might be sufficient to extend the vortex lifetime (i.e. there might be a threshold past which a

surface response would be expected).
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5. Summary and future work

In this thesis, I have studied a number of problems involving the variability of the stratospheric

polar vortex and the effects of this variability on tropospheric weather and climate patterns on

various timescales, ranging from weekly to intra-seasonal and interannual. In chapter 2, an

improved idealized model setup that includes a seasonal cycle in equilibrium temperatures that is

confined to the stratosphere was developed. This model setup enabled the study of stratosphere-

troposphere coupling on seasonal timescales, without the complication of an internal

tropospheric seasonal cycle. This setup was used with varying wavenumbers and heights of

bottom topography to investigate the effects of changing tropospheric wave forcing on the

seasonal variability in the strength of the polar vortex. With appropriate choices of the

wavenumber and height of topography, the model is able to reproduce observed differences in

the climatology and variability of the Arctic and Antarctic vortices. This setup also enabled us to

establish that the stratospheric seasonal cycle has a continuous effect on the tropospheric jet, in

addition to the more localized (in time) tropospheric impacts of 'events' such as sudden warming

and final warming events. This model setup with a seasonal cycle also enabled the study of

another aspect of the stratosphere - the question of whether it is any interannual, winter-to-

winter memory. We found that while there might possibly be some evidence for interannual

memory in the observed Arctic stratosphere, the model does not show any such evidence,

indicating that such 'memory' might arise in the real stratosphere from factors that are external

to the stratosphere, such as sea surface temperatures. An open question that might be a fruitful

topic for future research is the distribution of the occurrence of sudden warming events,

considered in Chapter 2. Why was there a 'hiatus' in sudden warming events in the 1990s (this

hiatus might, however, be sensitive to how sudden warming events are defined - a definition
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based on wind reversal at 65*N instead of 60'N does not lead to an 8 year gap without warmings

in the 90s (Butler et al. 2015)), and are such long gaps without events present in full GCMs?

Work intended to address these questions is planned in the immediate future.

This model setup is likely to prove a useful tool in the future to study the coupled stratosphere-

troposphere system, and its response to forcing. Indeed, it is currently being used by two other

students to study the problems of the relationship between the "age" of air and the residual

circulation, and the communication of low latitude upper stratospheric temperature perturbations

induced by the solar cycle to the tropospheric circulation and to the earth's surface.

In Chapters 3 and 4, a problem involving polar vortex variability on the timescale of decades and

its impacts on tropospheric circulation trends was studied. The structure and dynamics of the

Antarctic vortex enable the occurrence of temperatures that are low enough to allow for PSC

formation, and ozone depletion. The Antarctic ozone hole is widely regarded as having been the

primary driver of Southern Hemisphere tropospheric circulation trends over the last few decades,

including effects on the atmosphere, ocean and sea ice. Changes to the variability of the

Antarctic polar vortex are the first links in this chain of impacts on the climate system. Firstly,

we have shown that the surface wind trends cannot be explained as being a simple consequence

of the delay in Antarctic polar vortex breakdown. Secondly, we have shown that there are two

potential factors that might play a role in setting a model's surface response to the polar

stratospheric cooling induced by ozone depletion. The model's surface response at a given time

of the year is determined by the model's tropospheric annular mode timescale at that time of

year. Additionally, we found that the presence or absence of stratospheric westerlies might play a

role in determining the surface response, not because of the delayed tropospheric response to the

final warming, but simply because wave propagation is permitted when there are weak
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westerlies. Therefore, if observed ozone depletion is put into a full GCM in which the vortex

breakdown occurs later than in the observed Antarctic stratosphere (some models do exhibit this

bias), the model might not show surface climate responses that match observations.

There is also a great deal of interest in how the polar vortices will respond to increasing

concentrations of greenhouse gases, and would be a topic of possible future research. In addition,

in the near future, the concentrations of ozone depleting substances are expected to decrease

back to what they were around 1960, which would counteract the expected warming trends in the

Antarctic polar stratosphere with ozone recovery. However, increases in greenhouse gas

concentrations would lead to changes in tropospheric wave generation and propagation. Forcing

the model with small differences in the equilibrium temperature distribution in the troposphere

and stratosphere might lead to insights on the dynamical changes to the coupled stratosphere-

troposphere system that this radiative forcing might bring about.

Martius et al. (2009) showed a close connection between atmospheric blocking and stratospheric

sudden warming events. Hassanzadeh et al. (2014) showed the occurrence of atmospheric

blocking in an idealized Held Suarez setup without a stratosphere. Future work is planned to

study in our model (described in Chapter 2), the link between the strength and variability of the

polar vortex and atmospheric blocking. This has implications for a stratospheric connection to

midlatitude extreme weather events. In general, research has shown that variability in the polar

stratospheric vortices, including SSWs is linked to wave activity, but the relative contributions

from tropospheric, stratospheric, and coupled processes are not well understood. In addition,

Esler and Scott (2005), and Esler et al. (2006) suggest that the resonant excitation of free modes,

rather than upward propagating Rossby waves, play a major role in SSWs. This remains an open

question.
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Given the many outstanding issues, there is need for further research into what sets the dynamics

and variability of the polar stratospheric vortices, and their representation in global climate

models.
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