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Abstract

Most satellites on-orbit today are not intended to physically approach or interact
with other spacecraft. However, the robotic servicing of orbiting assets will be an
economically desirable (and often scientifically necessary) capability in future space
enterprises. With the right set of tools and technologies, satellites will be able to
autonomously refuel, repair, or replace each other. This has the potential to extend
mission lifetimes, reduce orbital debris and make space more sustainable. Spacecraft
may also assemble on-orbit into larger aggregate spaceflight systems, with applications
to sparse aperture telescopes, solar power stations, fuel depots and space habitats.
The purpose of this thesis is to address the highest risk elements associated with the
docking and servicing of satellites: the sensors, actuators, and associated algorithms.

First, a peripheral agnostic robotics platform is introduced, upon which a suite of
technology payloads may be developed. Next, a flight qualified docking port for small
satellites is presented, and the results detailing its operation in a relevant environ-
ment are discussed. In addition, we review a high precision relative sensor designed
to enable boresight visual docking. The measurements from this optical camera are
applied to a nonlinear estimator to provide the highly accurate sensing necessary for
docking. Finally, a free-flying robotic arm is examined and modeled as an experimen-
tal payload for the SPHERES Facility on the International Space Station.
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Chapter 1

Introduction

1.1 Motivation for In-Space Satellite Cooperation

Spacecraft rendezvous and docking is becoming increasingly frequent with the growing com-
mercialization of space. By far the most common application of docking is in the delivery
of crew members or supplies to an orbiting space station. However, the applications of
satellite cooperation extend far beyond the transportation of assets into Low Earth Orbit
(LEO). In this section, we show that for both economic and scientific purposes, satellite
cooperation makes sense for many applications.

The notion of satellite cooperation suggests varying degrees of synergism between space-
craft on-orbit. The technology developed in this thesis (specifically, the requisite sensors and
actuators) relates to both the servicing of known and unknown systems, and the assembly
of aggregative spacecraft structures .

Satellite servicing on orbit is an emerging technology enabler that can affect a broad class
of missions. Once mature, in-space servicers can provide satellite operators the necessary
resources to diagnose anomalies on orbit, correct mechanical and electrical problems, and
repeatedly enhance our high-value assets over long periods of time. This paradigm of
inspecting, repairing and upgrading vehicles exists everywhere on Earth, but not in space [2].
Consider aircraft, ships and automotives; all are re-furbished and often improved over their
lifetime. There is no question that this capability boosts the return on investment in these
machines.

Consider the Hubble Space Telescope (HST), arguably the greatest space-based obser-
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vatories ever built. Hubble launched in 1990 but required multiple servicing missions in
order to reach its full potential as an effective star-gazer. Figure 1-1 shows graphically the
enormous effects that servicing had on the HST mission. The Davidson metric is a measure

of NASA contributions to worldwide scientific discovery and technological achievement.

70

e Hubble HST

Chandra
60 st “SM3b
—GRO
——Voyager
——Viking
—MGS
— Galileo

Cassini SM 2 l
40 ——Apdllo ! '
STS
Rockets/Bailoons

& ISTP SM 1

50

Davidson Science Metric

20

10+

0

Year

Figure 1-1: The Enormous Scientific Return from Hubble Would Not Have Been
Possible Without Post-Launch Servicing Missions [1]

Each HST servicing mission involved high precision rendezvous, delicate component
inspection and replacement, and upgraded instrument installation. Once the telescope was
redeployed, the shuttle usually re-boosted Hubble’s orbit to correct for atmospheric drag
and further extend the life of the satellite. From conception, Hubble was designed to be
serviced by spacewalking shuttle astronauts, but this is rare. Despite its success, the Hubble
servicing scenarios were performed at high cost and risk to human life. Robotic servicers are
an alternative methodology promising to provide many of the same (or better) capabilities
at lower cost and complexity to human space flight.

Satellite cooperation extends to on-orbit assembly of spacecraft as well. In the same
way that organic cells work together to form a larger organism, smaller satellite modules
(or satlets) may aggregate together in-space to achieve greater scientific and economic re-

turns. The cellularized approach to satellite construction is a potentially disruptive space

22



technology promising at least an order of magnitude reduction in cost for equal or greater
performance [19]. Such fractionated spacecraft support dynamic reconfigurability on-orbit
and allow for spacecraft electronics refreshes more frequently. The economic impacts of this
approach can be seen graphically in Figure 1-2. Satellite manufactures should be taking
advantage of the economies of scale through construction of many smaller, nearly-identical
satlets. This can reduce the prohibitively large mission costs that come from large mono-

lithic space vehicles.

"One-of-a-kind" Systems (e.g. ISS)
S/NAP LEO Comms Constellation Satellite

250000 § ,Typical GEO Constellation Sateilite-
Globalstar LEO Comms Constellation Satellite
_ 50000
" 9 B-2 Bombers L
£ & 14000
o] L
v~ 12000
&4
10000
Y= IRIDIUM LEO
8_ §- 8000 Constellation Satellite
(7)]
g g 6000
< - —
a 4000 - ¥ TE| EDESIC LEO Constellation Satellite
2000 - Boeing 747s
| |
0
0 500 1000 1500

# Aerospace Systems Manufactured/Sold

Figure 1-2: There Is A Large Economic Incentive To Mass Producing Aerospace
Systems [2]

The robotic capabilities developed in pursuit of satellite cooperation take a variety of
forms, and enable advancements in a range of space applications, beyond just fixing satel-
lites. At the core of each of these functions are the sensors and actuators used autonomously

by the vehicle (or remotely by operators).

e On-Orbit Servicing Missions: With the right set of tools and technologies, satel-
lites can be capable of performing complicated maintenance tasks in orbit. Re-

purposing damaged or decommissioned spacecraft extends the life of current and fu-
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ture satellites by reusing the larger, more massive components and upgrading generic
system performance [19]. “Servicing” can encompass a mixture of activities. Open-
ing and closing valves, assisting in the actuation of deployable mechanisms (antennas,
solar panels), transferring fluid, swapping in state-of-the-art avionics boxes, recharg-
ing exhausted batteries - all are value-added tasks that can open new territories in
the satellite domain. Another related concept is the harvesting of parts from retired
satellites. A large fraction of the volume to orbit is static spacecraft structures such
as antennas or aperture mirrors. A number of special programs have investigated the
feasibility of extracting these resources from dead satellites and integrating them into

new systems on-orbit.

Orbital Debris Removal: A large amount of debris orbits the carth at most orbital
altitudes. This debris slowly limits the safe use of space. The objects are in most cases
of unknown mass and shape, and are tumbling at an unknown rate. Their capture,
control, and removal is essential for slowing the effects of the Kessler Syndrome.
Broken and drifting satellites take up valuable GEO real estate and pose a risk to
their space neighbors. Disposable constellations of small satellites in LEO also do not
lend themselves to after launch service; instead mission termination simply produces a
great deal of pervasive space junk. While satellite servicing can help make space more
sustainable moving forward, there is also existing debris that needs to be classified,

inspected and expelled through some strategy involving mechanical docking.

Orbital Tug: One of the most common termination conditions for spacecraft in Low
Earth Orbit is orbit decay due to atmospheric drag. Other functions such as station-
keeping also burn fuel. If the satellite cannot be re-fueled it would be advantageous
for a servicer to rendezvous, dock, and externally provide delta-v to extend the life
of the high-value asset. In other cases, the satellite may need to be salvaged from a
stranded orbit due to an upper stage failure, or relocate to a new orbit for science
purposes. Satellite cooperation may also be needed if the target satellite has been

retired but is unable to transition to its graveyard orbit.

Robotic Satellite Assembly: Assemblies of fractionated spacecraft are resilient
space systems with an increased flexibility to respond to changing mission objectives

and potential threats. The DARPA System F6 program aimed to demonstrate on-
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orbit resource sharing and autonomous reconfiguration of networked modules. Most
importantly, when spacecraft are designed to be divided into separate modules, failed
modules can be quickly replaced without losing the mothercraft [20]. Large assem-
bled satellites systems can also accomplish much greater goals than any one single
spacecraft. Consider the International Space Station, which was assembled in-situ

from a series of smaller modules.

Habitat Resupply: Humans in space require frequent replenishment in the form
of water, oxygen and organics, even in highly efficient nearly-closed systems like the
ISS. Re-supply of consumables naturally demands the satellites mechanically dock

and transfer cargo between vehicles.

Asteroid Sampling: The knowledge of the composition of near-Earth asteroids and
comets allows for unique opportunities to understand the history of the solar system
and how to deal with any threats to the planet. However, to obtain those samples, it
is necessary to land, soft dock, or grapple tumbling, nutating, and possibly venting
structures. This involves tackling ever increasingly difficult dynamics problems, and

identifying and controlling suitable docking points.

Sparse Apertures: Precision formation flight and precision metrology are key tech-
nologies to enable future long baseline, space-based imaging interferometers. The
driving technology innovation for sparse aperture telescopes is the autonomous con-

trol of aggregative satellite systems, cooperating in unison.

In each one of these applications, the spacecraft need a unique suite of sensors and actu-

ators to interact with each other and achieve the mission objectives. This thesis focuses on

testbed development for advancing the relevant technologies in a risk-reduced, dynamically

authentic, rapidly iterable environment.

1.2 Existing and Planned Testbeds and Technical

Demonstrations

The value of testbed technology development cannot be understated. Space presents a

unique assortment of challenges such as a harsh and remote environment. Access to space
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is difficult (but getting cheaper) so it is prudent to invest a fraction of time and resources
to (1) rapidly iterate on hardware, software and algorithms in a cheap, easily accessible
manner and (2) increase confidence in the performance of the space system prior to launch.

Typically, the technology can be accelerated through its lifecycle through repeated use
in a realistic testbed, or through a scaled technology demonstration on-orbit. With any
new technology, but especially in the space arena, there exists a variety of technological
and logistical barriers to entry. Independent from such barriers, there also exists a varying
degree of risk which is a function of the technology readiness of the hardware or algorithm.

Spacecraft docking and servicing has been studied and tested in various forms for
decades. Recently there has been a resurgence in interest in the field (due in part to the
introduction of the small satellite). As recently at 2015, NASA’s Robotic Refueling Mission
(RRM) has demonstrated and tested the tools and techniques needed to robotically refuel
and repair satellites in-space, especially satellites that were not originally designed to be
serviced [21]. One of the most valuable outputs from a demonstration campaign is the
validation of ground based simulations used in the modeling and development during the
incubation period of the technology.

In this section, we present three relevant testbeds or technical demonstrations that will

principally drive the sensors and actuators developed in this thesis.

1.2.1 SPHERES

The Synchronized Position Hold Engage and Reorient Experimental Satellites (SPHERES)
testbed is long duration zero gravity platform for advancing high-risk space technologies.
The SPHERES were designed and built by the MIT Space Space Systems Laboratory with
support from NASA, DARPA, and Aurora Flight Sciences. In 2006, three units launched
to the International Space Station (ISS) and have since conducted over 70 test sessions of

space research. Figure 1-3 shows the three satellites operational on-orbit.
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Figure 1-3: SPHERES Aboard the ISS [3]

SPHERES is a one-of-a-kind test facility providing a risk-tolerant environment within
the confines of the ISS. SPHERES initially was used to study sensor, control and autonomy
algorithins for use in satellites, especially in the area of formation flight. Since the satellites
are operated by the astronauts, fuel tanks can be replaced and battery packs can be swapped
within minutes. If the satellites spin out of control or collide with each other, the astronauts
are standing by to regain control and reset the test. This allows the scientists to push the
boundaries of traditional control and autonomy algorithms.

SPHERES is a realistic spacecraft testing facility for exercising the full 6 DoF dynamics
of close-proximity, multi-satellite scenarios. SPHERES propulsion is provided by 12 cold-
gas thrusters and a single propellant tank storing compressed CO,. Each 4 kg SPHERES is
capable of providing 15 m/s of delta-V per tank [22]. SPHERES also employs a suite of sen-
sors directly analogous to the sensors used on an operational space system. A pseudo-GPS
strategy based on ultra-sonics provides 1 cm ranging and less than three degrees bearing
angle measurements relative to the global ISS frame [23]. With these raw characteristics in

mind, it is clear that SPHERES provides a very desirable testing platform that cannot be
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replicated on the ground or any sufficiently high fidelity computer simulation.

The SPHERES also posses an expansion port which allows for additional technology
payloads to interface with the SPHERES and operate in a zero gravity environment. In
the past, these payloads have included electromagnetic RINGS for formation flight, stereo
vision cameras for vision-based navigation, and a fluid tank for recording slosh behavior in
microgravity:.

This thesis proposes additional sensors and actuators that can be operated by the
SPHERES in order to advance the technology readiness level of the highest risk elements

involved in satellite docking and servicing,.

1.2.2 DARPA Phoenix

DARPA Phoenix is a technology demonstration aimed at developing inspection and servic-
ing capabilities for assets at GEO and validating new satellite assembly architectures [24].
If successful, Phoenix will change the traditional design and operational life cycle of GEO
birds into one that reduces mission size, complexity, and ultimately cost. The elements of

DARPA Phoenix are shown in Figure 1-4.

Satellite

Servicer

Figure 1-4: The Principle Systems Involved in the DARPA Phoenix Project [4]

The Phoenix mission architecture begins with mini-satellites known as satlets. These
independent, modular satellites are designed to share data, power and consumables. The

technology innovation they provide is the ability to scale “almost infinitely” [4] both in
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production and operation. The satlets are transported into orbit on a Payload Orbital
Delivery (POD) system (Figure 1-4). The POD is a packaging structure designed to ef-
ficiently carry a variety of mass elements, including satlets, to orbit [24]. Once in orbit,
the satlets are gathered and ferried to the target GEO satellite on the servicer satellite’s
toolbelt. Upon arrival, the satlets are released and assembled into an operating spacecraft,
leveraging harvested parts from the retired GEO bird where possible.

In order for Phoenix to be successful, certain key technologies must be demonstrated.
Docking ports, robotic manipulators, and relative sensors are all on the critical path to
mission success. It is reasonable for DARPA to explore a range of potential designs and
algorithms. SPHERES can provide a unique platform for testing this type of experimental
technology at low cost and low risk. This thesis explores research that is intended to be
directly traceable to DARPA Phoenix. In turn, DARPA Phoenix will enable a broad class

of robotic satellite missions and an unprecedented transformation in the satellite business.

1.2.3 RSGS

The Robotic Servicing of Geostationary Satellites (RSGS) is a DARPA mission leveraging
much of the research already invested in the Phoenix project. RSGS de-scopes the Phoenix
objectives by focusing strictly on the development of a commercial satellite servicer. This
servicer will be equipped to assist with mechanical malfunctions on orbit, such as solar array
deployment, and provide assistive thrust to extend lifetimes or re-organize constellations
[25]. In addition this servicer may employ an optical or thermal camera system to inspect
assets in orbit that may be suffering from operational anomalies. RSGS is still in the

preliminary Mission Definition phase.
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DARPA Goals for GEO Robotics Servicing

Artist's Artist's Artist's

Concept Concept Concept
Cooperatively Cooperatively Cooperatively
inspect spacecraft assist with correct
experiencing orbit mechanical
anomalies adjustments problems

Figure 1-5: An Overview of the Robotic Servicing of Geostationary Satellites (RSGS)
DARPA Mission

1.3 Thesis Approach

A robotic servicing mission typically involves four high-risk tasks: (1) rendezvous in orbit,
(2) close proximity operations, (3) servicer-target berthing or docking, and (4) target ma-
nipulation and re-purposing (Figure 1-6). The software and hardware required for these
operations have few precedents in space, and as such the SPHERES-ISS facility provides a
long-duration microgravity testbed to develop such technologies in a low-risk environment

that affords risk reduction capabilities.
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Figure 1-6: Phases of Servicing

This thesis focuses on maturing the sensors and actuators that are active during the
proximity operations and capture phases. The six chapters herein present the motivation
and framework for three different sensors and actuators that can be exercised in a range of
satellite inspection and servicing scenarios. Since these payloads are designed for an existing
satellite testbed, the components are subject to the resource constraints of SPHERES, which
has been shown to be a realistic analog to authentic spaceflight systems.

Chapter 1 has explored the merits of in-space docking and servicing of complex space-
craft systems. Three state-of-the-art missions have been introduced which will steer the
development of many critical technology payloads necessary for effectively cooperative satel-
lites. Chapter 2 presents a peripheral agnostic software architecture upon which the subse-
quent payloads will be operated. This platform was initially developed for the docking and
servicing research presented herein, but has substantial applications in the broader field of
space robotics. Chapter 3 introduces the first actuator and presents a collection of docking
port classifications and designs. Then, the flight revision of the SPHERES docking port is
described in detail. The testing performed in a relevant dynamic environment will show a
high confidence in the articles’s on-orbit capabilities. Chapter 4 introduces a high precision
relative sensor that can be used during proximity operations on the SPHERES. Moreover,
a nonlinear estimator is derived and shown to provide sufficiently accurate sensing solutions

in highly dynamic docking scenarios. Chapter 5 presents a prototype actuator in the form
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of a free-flying robotic manipulator. Next, the coupled dynamics and controls problem
for this satellite appendage is defined and subsequently solved in simulation. Chapter 6
concludes the thesis by summarizing the results and evaluating the contributions to the

academic community.
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Chapter 2

Framework: Peripheral Agnostic
Software Architecture for a

Satellite Servicing Toolbelt

2.1 Overview

This chapter details a peripheral agnostic software architecture that will be applied to the
sensors and actuators presented in Chapters 3, 4, and 5. This platform supports a range
of peripherals that advance satellite technologies such as inspection, docking, servicing
and control. The proposed software has been designed from the beginning to enable object
abstraction by collecting implementation details behind a layered interface. Guest scientists
can thus focus on technology innovation more than tedious low-level details. In the end,
the framework provides a suite of libraries and tools that can be utilized in a dynamically
authentic space environment in order to test satellite servicing technologies. .

First, the proto-flight toolbelt, known as the SPHERES Halo, is described. This hard-
ware constrains the software architecture to a specific operating system and associated
driver capabilities. Section 2.3 presents the system requirements and capabilities of the
designed software architecture, known as HaloCore. Section 2.4 introduces the Halo Guest
Scientist Program as a platform for present and future researchers to test emerging space

technologies in a risk-tolerant environment. Finally, the HaloCore system is compared to
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other open-source and commercial robotics platforms in Section 2.5 for perspective.

2.2 Hardware Platform

There are six common conditions that usually characterize a space environment: radiation,
thermal, vacuum, orbital dynamics, field of regard, and microgravity [5. The first three
areas can be tested on the ground with relatively high fidelity, and orbital dynamics and
field of regard (ie lighting) are fairly low risk. The subject of interest, microgravity, can
be exercised on the SPHERES testbed on the ISS. This makes the SPHERES and the
associated facilities a one-of-a-kind platform for testing high risk space technologies in a
dynamically authentic microgravity environment.

The SPHERES Halo extends the range of possible sensors and actuators that can be
operated in this testbed by supplying high speed data processing and increased data storage.
The SPHERES Halo is six-port expansion to the SPHERES VERTIGO test facility. As
shown in Figure 2-1, the Halo exoskeleton allows scientists to mount and control multiple
pheripherals within a single facility. The design is modular so that scientists can test
as much or as little as desired during a single test. Such a setup is highly conducive to

advancing servicing technologies as it allows researchers to rapidly iterate on both payloads

and software in a representative testing environment.

SPHERES

VERTIGO
Avionics
Stack

Halo Ports

Figure 2-1: Halo Prototype Hardware that Supports Peripherals On Up To Six Halo
Ports

All peripherals that interface through the Halo toolbelt are provided with a collection
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of power and communication lines for operation. This includes

e 2X USB 2.0
e Gigabit Ethernet
e Regulated 5V power at 1 A

e Unregulated 12V power at 1.5 A

The Halo flight computer resides within the VERTIGO Avionics Stack (Figure 2-1),
which runs a Via Pico-ITX P830 processor. The processor includes 4GB of RAM and two
64GB flash drives running a Linux Ubuntu 10.04 LTS environment. Such a system enables
researchers to explore most areas of robotic servicing and assembly, including reconfigurable
control, high-precision pointing, inspection and docking. Figure 2-2 shows the variety of

payloads already compatible with the SPHERES Halo.

| Docking Port
‘ Peripherals |

Robotic Arm |
Peripheral

CMG

Peripherals

Lidar, Optical,
Thermal
Camera

Peripherals

Figure 2-2: Currently Compatible Halo Peripherals Include Docking Ports, Stereo
Vision Cameras, Control Moment Gyro’s, Thermo-Imagers, Lidars, and Robotic Ma-
nipulators
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2.3 Software Architecture

This section details the philosophy and structure of the HaloCore software platform so that
it may be successfully integrated with any code governing the operation of new peripherals.
During development, at least seven ideologies drove the design and evolution of the software
architecture. Collectively, this software platform, implemented on the VERTIGO Avionics
Stack, extends the capabilities of the SPHERES Halo.

e Object Oriented Programming: As shown in Figure 2-3, the HaloCore framework
was designed to be as distributed and modular as possible. Since HaloCore is written
in C++, the framework improves on the procedural C coding of the SPHERES Guest
Scientist Program by abstracting much of the low-level implementation details into
object classes. In addition, multiple instances of the same peripheral type (such as

docking ports) are easily supported.

e Multi-threading: Threading is critical to the process management of the HaloCore
system. Background tasks, communication and telemetry are able to run efficiently
and independently of the Guest Scientist’s research. Moreover, multi-threading allows
peripherals to operate at different control cycles and estimation rates which may be
critical to meeting science objectives. Figure 2-6 shows a representative threading

scenario run through HaloCore.

e Thread Prioritization: Threading introduces additional complexities such as shared
memory and resources. Thread prioritization is employed so that computing resources
are fairly allocated between parallel processes in order to achieve the science objec-

tives.

¢ SPHERES Interface: The HaloCore software architecture has been designed to
interface with the existing SPHERES facility so that the propulsion and metrology
systems of the SPHERES may be leveraged with the operation of any new peripherals.

e Robust Data Storage: Data collection and storage is critical for a testbed like

SPHERES because test data is ultimately the science and purpose of the testbed.

e Adaptability: The HaloCore framework supports a wide range of present and future

peripherals and has been formulated from the ground up to be adaptable to future
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mission objectives.

e Open Source Development Model: The open source software model is intended
to generate an increasingly diverse scope of software capabilities for HaloCore. Like
the SPHERES Guest Scientist Program, the Halo software is expected to be released
online to potential developers to encourage collaboration and research in the satellite

servicing field.

object A object B
communication
i >~
< ”

functions functions

\ object C /

Figure 2-3: An Object Oriented Approach to Flight Software Supports Multiple Pe-
ripherals Simultaneously

The purpose of the PeripheralCore is to house all necessary functions and variables that
are specific to the behavior of the peripheral. Peripherals are anything that attach to and
interface with the Halo, such as docking ports and robotic arms. Figure 2-4 shows the
diversity of peripherals currently supported through HaloCore. As shown, each payload
class inherits from the parent HaloPeripheral class and can be expanded on from there.
Each PeripheralCore contains the basic operational code for the payload plus any external
science libraries that may be necessary to accomplish the desired science. Other supporting
files may be included, such as a class for cameras connected to the peripheral, or a class
to manage data storage. These supporting classes provide better organization by grouping
related methods (such as those relating to storing results) in a single class. This added
abstraction layer makes instantiation of a single (or multiple) peripheral easy and increases

the versatility of the presented satellite servicing toolbelt.
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Figure 2-4: Current Peripheral Cores Supported By The Halo Software Framework.

Figure 2-5 documents the flow of software beginning with the main() function that gets
called during the C++ code execution. The key take away is that the test project specific
code can be written without duplicating background initializations for each new project.
Instead, the core Halo code is run automatically and the Guest Scientist’s code (denoted
with the ‘GS’ prefix) can be appropriately executed from within the test project source
code. The functions in blue are intended to be modifiable by the Guest Scientist based on

the intended operational research (refer to Table 2.1).
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main() Flow of Halo Linux Software

L > creates object, test, of TestClass
L—> test->runMain

test inherits HaloGSP

!

HaloGSP::runMain
—> Data Storage Thread

init f—> IMU Processing Thread ——> GSprocessIMU
> Global Metrology Processing Thread —> GSprocessGlobalMetrology
—> Force/Torque Processing Thread —> GSprocessForceTorque

l

—> Gsinit (create peripheral objects)

—> parseParameterFile —> GSparseParameterFile
—> Spheres Thread

—> Halo Thread

GSsetup (initialize peripheral objects, logfiles)

GScreateCustomThreads (start peripheral threads)

—>
—>
—> init Background Task Thread —> GSbackgroundTask
L
|
—_—

while loop > GSrunMain -5 customizable by

GScleanup —> GSstopCustomThreads |5 Guest Scientist

shutdown

Figure 2-5: Halo Software Flow Diagram (adapted from [5])

There are several POSIX threads, or pthreads, that always run in parallel during the
course of the test, in addition to any peripheral specific threading that may be initialized.
These threads support data storage, SPHERES and Halo communication among other
tasks. Representative thread execution is shown graphically in Figure 2-6. Threading also
introduces a number of complexities related to thread prioritization and shared memory
access. Mutexes are used in conjunction with threads to provide greater security and prevent
different threads from interfering and perhaps attempting to access the same memory at
the same time. The mutexes can be locked and unlocked, and a thread will not continue

its process if a mutex is locked and currently belongs to a different thread.
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Figure 2-6: Representative Thread Execution During a HaloCore Test Project

2.4 Halo Guest Scientist Program

This section introduces the Halo Guest Scientist Program (GSP) for investigators interested
in collaborative research in the field of satellite inspection, assembly and servicing. The Halo
GSP extends the capabilities of the existing SPHERES testbed and provides a representative
microgravity environment for validating high risk space technologies. This section presents
the interfaces to the existing Halo software and provides guest scientists with a framework
in which to implement novel algorithms. Two elements of the Halo GSP are detailed herein
- first, the test project specific methods that govern the payload activity and second, the

PeripheralCore methods that should be written for any new payloads intended for the Halo.

2.4.1 Test Project Methods

The HaloGSP class allows guest scientists to customize initialization processes, background
tasks, parameter parsing, and threads. It also provides methods that the test project
accesses, since the testproject class inherits the HaloGSP class. These methods, described

in Table 2.1, contain the bulk of the code that dictates what happens during the duration
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of the test. These are virtual methods that are declared in HaloGSP and then overwritten

and defined as needed in the test projects, allowing the guest scientist to customize their

test project.

Table 2.1: Virtual Methods Implemented in a Test Project

Function Description

GSinit () Initialization method typically used to instantiate object
pointers and initialize variables

GSsetup() Runs the initializing methods for peripheral objects and ini-
tializes variables

GSrunMain () Contains body of the test project outside of any custom
threads for each peripheral

GScustomThreads () Kicks off parallel threads for each peripheral

GSbackgroundTask () Used for methods that are to be run in the background, or

GSparseParameterFile

GScleanup()

GSparseCommandlineArgs

are secondary to the main test

Parses the parameter file for each peripheral object declared
Calls shutdown functions for the peripherals and destructors
for the peripheral pointers

Parses additional commandline arguments as it relates to the

test project

2.4.2 PeripheralCore Methods

The purpose of the PeripheralCore is to house all necessary functions and variables that

are specific to the behavior of the sensor or actuator. Peripherals are anything that attach

to and interface with the Halo, such as docking ports and robotic arms. PeripheralCore

classes and their methods will be accessed through both calls in the test project code and

possibly calls in the HaloGSP code. Here are the essential methods that must be defined

in each pheripheralGSP class.

Table 2.2: Necessary Virtual Methods for a Guest Scientist Payload

Function

Description

Continued on next page

41



Continued from previous page

peripheralGSP(HaloGSP * Constructor method for the peripheralGSP class. The test-

halo, ...) project pointer is passed and used to set shared variables.
Peripheral ID may also be passed.

init () Initialization method called within the Gssetp() method
within the testproject. Initializes any cameras or processes
that should be running; sets certain variable initial condi-
tions.

parseParameterFile() Custowm paramcter parser which reads the parameter file in-
put line by line to set peripheral-specific parameters, prior to
the actual initialization of the peripheral. Called within the
testprojects GSparseParameterFile() method.

startPThreads () Thread initializer called within the GScustomThreads()
method. These threads perform the peripheral science, such
as processing images or actuating mechanisms.

sleepPThreads () Thread sleeper method. Pauses the threads when the periph-
eral is not in use to conserver processing resources

wakePThreads () Thread waker method. Restarts threads when the peripheral
is ready to be used.

getSOHBytes () State of health method that returns the state information to
be passed to the SPHERES.

shutdown () Pre-destructor method end threads, shut down cameras or
processes, ends data storage. This is called at the end of the
test, in the GScleanup() method defined in testproject.cpp.

~ peripheralGSP() Destructor

2.5 Comparison to Existing Robotic Frameworks

It is natural to ask what motivates the creation of the HaloCore software framework when
there is no shortage of existing robotics software packages available from the greater robotics

community. A variety of platforms were evaluated, chief among them being the Robotic
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Operating System (ROS), but ultimately the SPHERES team selected the framework pre-
sented in this chapter for three key reasons.

First, the Halo software architecture needs to fall under the open source software license
in order to best support remote investigators testing novel space technologies. Open source
software benefits from the continued development by multiple users. It also means that
HaloCore is expandable and can support any number of new or existing peripherals. For
every robotics platform that is open source (such as the Robotic Operating System (ROS),
Player and Gazebo) there is a robotics platform that is not (such as VEX or LegoNXT).
It was clear from the beginning that commercial packages would not be agreeable in this
application.

Second, the Halo software architecture needs to be traceable to future flight systers.
SPHERES is a testbed for emerging satellite technologies and algorithms. In order for the
testbed to collect valid data, both the hardware and the software must be traceable and
scalable to real space applications. Traditional space software teams have full control over
their flight operating systems. Some existing robotics platforms may not be stable enough
to support the complexities and nuances of spaceflight. It is natural to consider a custom
solution, without risking compromising science.

Finally, the Halo software framework needs to be lightweight, clean and simple. Many
existing robotics platforms, such as ROS, have a range of capabilities that the Halo software
simply does not need. This may add unwanted overhead. Moreover, modern robotics plat-
forms are not nearly as constrained by processing and uplink program size as the SPHERES
testbed. The HaloCore solution has been trimmed down to the fundamentals, making it an

agreeable solution for this application.
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ROBOTICS PLATFORMS

RobotC

Figure 2-7: An Overview of Where the Halo GSP Platform Fits in the Larger Land-
scape of Robotics Platforms

Figure 2-7 shows how the Halo GSP systemn fits into the landscape of robotics platforms.
Some robots have already been used in space - Lego Minstorms and Robonaut 2 have flight
heritage on the ISS for example. Although the diagram is not comprehensive, it is still clear
that the Halo GSP fills a niche of its own as a peripheral agnostic, object-oriented (OOP),

software architecture for satellite servicing applications.
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Chapter 3

Actuator: Flight Hardware Design
of a Rigid Androgynous Docking
Port

3.1 Overview

This chapter describes the flight hardware design and validation of a rigid androgynous
docking port for the Synchronized Position Hold and Reorient Experimental Satellites
(SPHERES) facility aboard the International Space Station (ISS). The addition of Uni-
versal Docking Ports (UDPs) to SPHERES is a critical upgrade that provides the satellites
with the ability to dock and undock in six Degrees-of-Freedom (DoF). This extension es-
tablishes the world’s first reconfigurable, on-orbit satellite testbed to address many of the
challenges of satellite fractionation. These challenges include performing relative sensing
and characterization for docking, adjusting to the new system dynamics of the docked ve-
hicles, and reconfiguring command and control of the aggregated system. In the near-term,
the addition of UDPs will help enable the DARPA Robotic Servicing of Geosynchronous
Satellites (RSGS) mission, and in the longer-term they will provide an important capabil-
ity for future studies of reconfigurable spacecraft for new mission architectures involving
in-space robotic servicing and assembly.

This chapter begins by reviewing the design space of possible satellite docking architec-
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tures (Section 3.2). Specifically, we review the five classifications that traditional satellite
docking ports fall under. Then we describe a variety of attributes that may be incorporated
into a general docking port design. Section 3.3 presents the first complete iteration of a
prototype docking port for use on the SPHERES flat floor test facility. In order to upgrade
the prototype technology for space operations, a variety of new design drivers and require-
ments were evaluated (Section 3.4) and eventually converged upon (Section 3.5). The Hight
Universal Docking Ports were first tested in three DoF (Section 3.6) and six DoF (Section

3.7), buying down the risk for the upcoming ISS operations.

Figure 3-1: The Final Flight Design of the SPHERES Universal Docking Port

3.2 Spacecraft Docking Port Design Space

The idea of docking ports for spacecraft is not new. Since the 1960s, dozens of satellite
docking ports have been successfully designed, built, and operated in-orbit. At the most
fundamental level, the objective of a satellite docking port is to provide a mechanism for
rigidly docking and holding two spacecraft together. These agents may be moving relative
to one another initially, so the docking mechanism must be able to maintain capture despite
forces and torques acting on and across the docking interface.

Capture can be achieved through a variety of means, and most designs will be specific
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to the mission. However, all docking ports do share common characteristics that can be

useful during the system requirements review phase of development.

3.2.1 Docking Port Classifications

In this subsection, we review standardized docking port architectures as a function of

mechanism design and geometry.

The list of classifications presented is intended to be

comprehensive, and is based on both legacy and proposed designs. Table 3.1 provides one

example of each class to illustrate the concept, although other instantiations exist.

Table 3.1: Docking Port Classification Matrix

Classification Description Instantiation
Central Design
The mechanism of a centrally designed Contact
Surface
docking port is axially aligned near the
Central origin of the docking face. Typically, T
a central design has reduced volume as Locking
Components
compared to the peripheral design.
Peripheral Design ——
Surface
A peripherally  designed  docking
mechanism will have locking components
radially distant from the docking axis.
Peripheral

This can boost docking rigidity and
provide volume for capabilities like mass

or fluid transfer.

Locking
Components

Simplified  Mechanism  Designs.
Courtesy of Lennon Rogers [26]

Continued on next page
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A gendered docking architecture suggests

“male” and “female” components on

Gendered different ports. Specifically, the agents
can only dock with modules of the
opposite gender. The Autonomous Satellite Docking

System  (ASDS). Courtesy of

Michigan Aerospace

ET CHASER

An androgynous docking port can mate

with any other similar docking interface,

ie. it is a universal design. A semi-
Androgynous

androgynous design is one that can change

its configuration depending on the target

interface. An Example Semi-Androgynous

Design (Adapted from Oliveri [6])

A radially symmetric docking port design
has a degree of freedom during the docking

sequence. Specifically, the targets can be

Symmetric at any relative roll angle and still achieve

a successful dock. In principle, this could The Soyiiz TK-OK Docking Désigh.

be advantageous during a spin-stabilized Courtesy of NASA

docking maneuver.

Continued on next page
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Asymmetric

An asymmetric (or inverse-symmetric)
design  requires that the docking
spacecraft be  twist-aligned  during

the docking sequence.

Center Axis of Symmetry

® Pin

Hole

Two Different Inverse-Symmetric
Docking Designs. Courtesy of

Lennon Rogers [206]

Rigid

Reconfigurable

A rigid docking port establishes minimal
flexibility between spacecraft, and the
docking configuration does not change
during the duration of the capture. This
can be advantageous when the spacecraft
need to maintain a constant relative pose

throughout the mate.

A reconfigurable docking port may adjust
the relative positions of the agents after
contact is initiated. This can be achieved
by a robotic arm or some other type
of adapting interface. This can be
advantageous to achieve safe berthing or

pointing.

The Dragon Capsule is Relocated

After Capture by the Canada Arm.
Courtesy of NASA.

Continued on next page
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Continued from previous page

A reusable docking port can be reset
after undocking and used again with the
Reusable same (or another) spacecraft. This could
be advantageous for a space station or

satellite servicer.

Space Shuttle Docking Port (APAS-
95). Courtesy of NASA

A single use docking port can only be
engaged once during flight (undocking
might also not be achievable).  This
Single Use architecture may be desirable due to its
simplicity and high probability of success.
A single use docking port may employ
crushables or pyrotechnics. The Original SPHERES Used
VELCRO for Docking.

3.2.2 Docking Port Attributes

Beyond the generalized classifications, a docking port may also incorporate features that
increase the utility of the actuator. This section enumerates capabilities that may be

included in the docking port design.

e Electrical Power Transfer: When docked, the spacecraft have the ability to share
electrical power. This capability could be useful in resurrecting a dead or depleted
satellite. The satellites can also optimize peak power point tracking based on solar

panel pointing constraints.
e Data Transfer and Communication: Hard electrical data lines support high
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speed data transfer and control between satellites during the servicing phase. This

capability is more power efficient than equivalent wireless transmitters and recievers.

Mass and Fluid Transfer: This allows for the spacecraft to transport fuel, hydraulic
fluid, or cargo (including humans). Typically, this necessitates an airlock or pressure

equalizer.

Thermal Load Transfer: A thermal conductivity channel between spacecraft facilitates
either passive heat sink shunting or a combined active thermal control system. This
can be a critical feature considering the updated shading and radiating areas between

spacecraft.

Electromagnetic Attraction and Repulsion: Electromagnetics can aid in the
docking and undocking sequences by eliminating bounce-back and reducing fuel consumption
during the contact phase. During docking, the electromagnets can act as brakes and
reduce the contact dynamics, increasing the probability of a successful dock. During
undocking, a repulsive force can push the spacecraft apart without using fuel. This
can be particularly useful because there is no risk of plume impingement on the target

spacecraft during proximity operations.

Variable Dampening and Stiffness: Having control of the rigidity of the docking
interface, such as through piezoelectric elements, is useful for vibrationally sensitive

payloads, especially those involving optics.

Soft Capture Capability: If docking is to be performed at high relative velocities,
it is reasonable to include a certain amount of cushion to reduce the mechanical
impulse during capture. Eliminating high mechanical stresses during docking can be
a critical capability, especially to protect delicate spacecraft components, such as the

solar cells.

High Precision Relative Sensing: Traditional orbit determination on satellites is
performed using a global metrology system such as GPS, magnetometers, star trackers
or ground based telescopes. Since docking sequences are performed with tolerances
that are an order of magnitude below global sensing capabilities, a relative sensor

such as a camera or Lidar should be used.
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e Large Docking Tolerances: If a relative sensor is not used, the docking mechanism
should support large docking tolerances considering the agents will have large uncertainties

in their relative positions and orientations.

3.3 Ground Prototype Design

The previously presented docking port classifications and attributes introduce an enormous
design space for satellite docking mechanisms. One instantiation was realized in 2005 at MIT
as part of the Self-assembly Wireless Autonomous and Reconfigurable Modules (SWARM)
program. A satellite docking docking system needed to be developed to advance modular
spacecraft architectures that have the ability to autonomously assemble and reconfigure in
space [26]. This has academic merit in the fields of robotics, tele-robotics, and automation.
These docking ports, herein referred to as the Universal Docking Port (UDP) ground
prototypes, helped demonstrate spacecraft assembly in a laboratory environment. Figure
3-2 shows the selected mechanism design and accompanying avionics. These were combined
with the SWARM air carriages to achieve successful satellite docking in three degrees of
freedom on the MIT flat floor test facility (Figure 3-3). Docking was repeatedly achieved
using these ground prototypes and the success of their operation directly drove the design

of the flight configuration (Section 3.5).

l L— Computer
ﬁ E‘:—a - Connection

.

Manual

Switches

Figure 3-2: The SPHERES Prototype Universal Docking Port Mechanism and
Accompanying Avionics Board
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Figure 3-3: The SPHERES SWARM Docking Assembly on the MIT Flat Floor

The distinguishing characteristics of the selected UDP mechanical design were:
e Centralized
e Androgynous
e Inverse-symmetric
e Rigid
e Reusable
With the following attributes:

e Electrical Power Transfer: Although not shown in Figure 3-2, the prototype UDP
incorporated electrical contacts on the docking face that supported power transfer

between agents.

e Electromagnetic Attraction and Repulsion: An electromagnetic coil was wound about
the circumference of the UDP to reduce the contact dynamics. The core of the UDP

mechanism was made from iron to amplify the electromagnetic forces.

e Relative Sensing: Four ultrasonic transmitters and receivers were located around the
docking face of the UDP. Range information was gathered using the ultrasonic chirps

between satellites.



3.4 Flight Requirements Flowdown

This section details the requirements that drove the design of SPHERES Universal Docking
Ports (UDPs). The schedule and budget of the InSPIRE-II contract required six flight
UDPs to be designed, tested, and approved for launch in less than one year. The first
step in the system design process was to evaluate lessons learned from ground testing of
the prototype UDPs plus the additional safety and operational requirements levied by the
NASA Safety and Human Factors Implementation Teams (HFIT).

3.4.1 Design Drivers

Although the prototype UDPs were compatible with the SPHERES and SWARM testbeds
on the ground, the system design and requirements had to be re-evaluated in the context
of in-space SPHERES operations. Specifically, there were five strategic design drivers that

motivated changes to the prototype units.

e Power: The original UDPs were designed to be primarily operated through the
SWARM carriage which independently boosted the available output voltage (and
current) for the electromagnet. The flight UDP is limited to only 11.1V through
the VERTIGO Avionics Stack expansion port, which was shown to be insufficient to

gencrate clectromagnetic forces of any significance.

e Mass: The added mass of a UDP reduces the rotational and translational control
authority of the SPHERES. Moreover, with the addition of the Halo, up to six UDPs
could be operated simultaneously from a single SPHERES. With the 6X multiplier
on mass, it is desirable to keep the UDPs as lean and light as possible. Together with
the power design driver, this motivated the elimination of the electromagnet (and

accompanying iron core) from the flight design.

e Safety: Since the SPHERES and its payloads are operated inside of the ISS, the
hardware is subject to additional safety and integration constraints. At a high
level, the payloads must not endanger the health or wellbeing of the astronaut crew
and must also pass a litany of tests and analyses including, but not limited to,
Electromagnetic Interference (EMI), Electromagnetic Compliance (EMC), flammability,

structural integrity (under high-g and kickloads), touch temperature, and acoustics.
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e Traceability: The purpose of the SPHERES testbed and docking hardware is to
advance satellite assembly algorithms that can scale to future space systems, such
as the DARPA Robotic Servicing of Geosynchronous Satellites program. Thus, it is
important to ensure that the hardware and software do not diverge significantly from
architectures that could realistically be implemented in the hard vacuum of space.
This partially motivated the removal of ultrasonics for relative sensing (pressure
information cannot be transmitted through a vacuum). The addition of the optical
camera maintains traceability with NASA’s cross-enterprise roadmap documents which

call for boresight visual docking in future satellite rendezvous missions.

e Complexity: An increase in design complexity compounds risk, schedule, and cost.
Although the SPHERES facility is a risk-tolerant testbed for high risk space technologies,
the flight UDPs were designed to have as few points of failure as possible to maximize

the likelihood of successful docking and in-space operations.

3.4.2 Requirements Matrix

The objective of the UDP is to provide a mechanism for rigidly docking and holding two
SPHERES satellites or other free-flyers together. These agents may impart contact impulses
initially, so the docking mechanism must be able to maintain rigid capture despite forces
and torques acting on and across the docking interface. The interface itself must be rigid
so that it does not add additional dynamics to the system. Furthermore, the UDP must
provide a capture cone for docking two SPHERES satellites together. This cone allows
for slight misalignment in the orientation of two SPHERES satellites approaching docking
while still locking into a set position. Correcting for slight misalignment ensures that the
intended interface between the satellites is consistently established.

While both SPHERES satellites have global metrology, the UDP must also provide
direct sensing between the two docking interfaces. This capability, provided by an onboard
camera and visual fiducials, allows the SPHERES satellites to assess their relative pose in the
approach phase prior to docking. Using relative sensing to supplement global metrology for
docking replicates the approach a robotic servicer would take and provides a more realistic
testing scenario. The camera need not be used in all docking maneuvers if global metrology

is proven to provide a sufficiently accurate state solution.
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Furthermore, the VERTIGO Avionics Box through which the UDP is attached blocks

four of the Position and Attitude Determination System (PADS) ultrasound sensors. The

UDP must replace these blocked sensors to maintain maximum global metrology capability.

These metrology sensors are active whenever the UDP is attached to the VERTIGO Avionics

Box for testing.

Table 3.2: Consolidated Requirements Matrix

Parameter Requirement Instantiation
Transfer Docked modules shall create one large Two counter-rotating disks
Mechanical rigid system, enabling distributed are used to pinch and wedge
Loads controllers to actuate all connected the protruding pin of another

Large Docking

Tolerances

Computer

Control

Versatility

elements as a single system.

Two modules must be able to dock even

with misalignment errors.

The docking port shall be controlled and
monitored from an onboard or remote

computer.

The docking port shall be compatible with
the VERTIGO Avionics Box and the Halo
exoskeleton.

Continued on next page
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UDP. By using a wormgear
mechanism, the UDP cannot
be back-driven and the disks
stay locked when the motor is
unpowered.

The base of the lance is a
cone and aligns with the
chamfered entrance hole,
thereby providing initial fine
alignment..

A circuit board has been
developed to interface
between the UDP elements
and the satellite.

The UDP standoff supports
both

compatibility — with

interfaces.



Continued from previous page
Reusability The docking port shall be reusable several The UDP is fully reusable
times throughout its mission life. because it uses an electrical
motor, threaded rod, and
counter-rotating disks for
docking and undocking.
Sensor The docking port shall replace any blocked The UDP incorporates a
Replacement Sensors. : metrology ring to replace all
blocked sensors.
Direct Relative The docking port shall enable direct The UDP camera module
Pose Sensing relative pose sensing. and accompanying fiducials
enable high precision relative

sensing.

3.5 Flight Design Review

In this section, we describe the detailed flight design of the UDP components. Figure 3-4
shows the initial flight configuration of the SPHERES docking ports. The docking port is
operated by the VERTIGO Avionics Stack through a mechanical and electrical standoff.
The flight UDPs have also been designed for two secondary modes of operation: through the
SPHERES-Halo exoskeleton and through a purely mechanical standoff with the SPHERES
(sans-VERTIGO), as shown in Figure 3-4.

o7



Figure 3-4: The SPHERES-VERTIGO-UDP Flight Assembly.

Figure 3-5: The Secondary In-Space Flight Configurations Through the Mechanical
Standoff (left) and the Halo (right).

The docking port actuator is the first peripheral built off of the HaloGSP robotics
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platform detailed previously in Chapter 2. The Halo exoskeleton supports up to six additional
peripherals for a single SPHERES. The Halo supplies power and USB/Ethernet lines to the
peripheral expansion port, which means that multi-satellite docking and reconfiguration
are possible. The mechanical standoff configuration is necessary to perform three-satellite
docking tests without a Halo in-space on account of the fact that only two VERTIGO
Avionics Stacks exist on orbit. However, the mechanical standoft is particularly advantageous
because the SPHERES maintains nearly full controllability (less mass) and the assembly
center-of-mass shifts by an order of magnitude less. The UDP attached through the
mechanical standoff acts a passive docking receptor, which is sufficient for most docking
scenarios.

A total of ten flight-like UDPs have been built (with two pre-prototypes of the flight
design), with the finest six being selected for flight to the ISS (Figure 3-6). Flight selection

of the best UDPs was determined based on a rigorous unit evaluation including analysis of:

o Operation Time e Camera Calibration Docking Repeatability
Variability .
e Motor Strength e Aesthetics (Scratches)
o Fiducial Blemishes )
e Motor Stall Sensitivity e Personality
e Fiducial Misalignment (‘lucky-ness’)
e EMI Noise
e Optical Sensor e Connector Behavior
e Acoustic Noise Misalignments
¢ Communication Drops
e Stall Current e Optical Sensor False (FTDI, Camera)
Positives/Negatives
e Metrology e Major Electrical
Convergence e ‘Best Family’ for Component Failures
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Figure 3-6: The Fleet of SPHERES Universal Docking Ports Ready for Shipment.

3.5.1 Mechanical Overview

This subsection reviews the final mechanical design of the UDP. Figure 3-7 shows a side view
of the UDP with the key drivetrain components indicated. The UDP mechanical system is
focused on transferring rotational energy from an electric motor to a pair of counter-rotating
disks around a central shaft. Along the docking bore sight of the UDP is a central axle that
aligns the counter-rotating cams, Torrington NTA-411 thrust bearings, and a spacer. The
spacer keeps the disks in place while also keeping the threaded motor shaft parallel with the
back plate. The shaft pin translates through grooves in the counter rotating disks and the
face plate, when the motor is actuated. These grooves in turn impart the required torque
to rotate the cams. Both of the counter-rotating disks are almost identical to one another;
by inverting one of them, the pin groove and the lance opening are oriented such that a
translating shaft pin closes the lance opening. Additionally, the lance opening is teardrop

shaped to capture the neck of the opposing lance.
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Figure 3-7: Exploded view of the internal UDP mechanism.

The lance itself incorporates a conic head for initial guidance into the opposing UDP,
but also possesses an inverted conic base section that the counter-rotating disks can pull
against. Therefore, the lance can guide itself into the opposing UDP despite small initial
misalignments, and it can be pulled into place by the counter-rotating disks. The satellite to
which a UDP is mounted is able to detect docking completion by reading a high current on
the motor lines. This high current indicates that the motor has stalled and is no longer able
to provide additional torque. In this condition, the lances of each docked UDP are pulled
into place by the counter-rotating cams. Because of the enormous friction and high gear
ratio present in a worm drive mechanism, power does not need to be supplied continuously

to the motor to maintain rigid docking.
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Figure 3-8: [Animation] Front View of An Animated Locking Sequence (Press Play
to Start Video)

Figure 3-9: [Animation] Side View of An Animated Locking Sequence (Press Play to
Start Video)

3.5.2 Electrical and Operational Overview

Electrically, the flight UDP combines the motor driver, the standard US/IR metrology
schematics from SPHERES. and a VERTIGO camera module. Communication with the
VERTIGO avionics box is through a single 50 pin connector (ERMS8-020-09.0-S-DV-K-
TR from Samtec) that supports four USB slaves, four ultrasonic bypass lines, and two IR
transceiver packages. RS-232 serial communication is need by the PIC microprocessor and
is actually a converted USB line through an FTDI chip.

Capture is triggered when each lance fully enters the opposite hole. This configuration

trips the photosensor, which in turn triggers the motor to drive the cam mechanism tight
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on the neck of the lance through commands sent from the UDP’s PIC. The worm gear
attached to the motor shaft converts the motor torque to linear motion, and the channels
on each cam convert the linear motion back to a closing torque. The selected motor, Kysan
Electronics A12FT-5V100RPM operates at 100rpm and fits the same form factor as the
ground UDP’s prototyped in 2005. The time required for the UDP counter-rotating disks

to fully open or close during undocking and docking is approximately 6 seconds.
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Figure 3-10: Functional Block Diagram of the UDP Electrical System

3.5.3 Specifications Overview

Table 3.3 summarizes the final specifications of the flight docking port as compared to the
original ground prototype design. It is emphasized that the prototype design did not include
many of the design features necessary for flight, such as covers, coatings and shieldings which

lead to the higher mass and dimensions for the flight revision.

3.6 Validation in Three Degrees-of-Freedom

This section documents the first necessary step in an incremental and iterative validation of
the SPHERES Docking Port flight hardware: a three degree of freedom (DoF) air carriage

docking test.
The SPHERES ground testbed consists of a low friction glass table that provides a
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Table 3.3: Specification Summary of the Flight UDP Compared with the Ground
Prototype

Ground Prototype Flight UDP

Dimensions 7.6 cm X 3.8 cm 14 ¢cm X 10.7 ecm
Mass 0.45 kg 0.533 kg
Max Voltage 24V 6V
Peak Power 60 W 5 W
Max Docking Tolerance +1 em, +2 deg +1 cm, +2 deg
Sensing Accuracy 1 cm, 0.5 deg <2mm, <1 deg

three degree of freedom (DoF') facility for advancing hardware and software development
of the SPHERES flight UDPs. This facility is important because it allows the scientists
to iterate quickly on developed research algorithms, and the results can clarify and direct

future investigations.

Glass Table Satellites with
Air Carriages
Control
Computer

Beacon

Figure 3-11: Glass Table Facility at MIT Used for Ground Testing of the UDP

3.6.1 Ground Test Objectives

The ground testing campaign was performed with four principle objectives. This provides
the groundwork for six degree-of-freedom testing on NASA’s reduced gravity aircraft (Section

3.7) and eventual ISS testing.
A. Perform an integrated functional checkout of the docking port hardware with the VERTIGO
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and SPHERES assemblies

B. Show that the SPHERES global metrology can achieve consistent estimator convergence

with the updated ultrasonic sensors from the UDP

C. Show that SPHERES is controllable and agile with the new hardware, validating the

updated SPHERES physical parameters and inertial properties

D. Apply collision avoidance algorithms to cooperative spacecraft as formulated by visiting

student Lorenzo Olivieri [6]

3.6.2 Concept of Operations

The concept of operations of the three DoF scenario was intended to be traceable to a
potential on-orbit servicing mission. The overall idea is that during in-space servicing of
satellites, there will be a desire to dock multiple spacecraft together and perform servicing

tasks while connected. Servicing always begins with a successful docking operation.
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Figure 3-12: Glass Table Concept of Operations

The full docking scenario used for ground testing is shown in Figure 3-12. Phase 1

involves estimator convergence of the global metrology system, satisfying Ground Objective

65



B. Both satellites have been initialized to random locations in the activity space. This
establishes a known state (position, orientation and velocities) for both the deputy and
chief. In Phase 2, the active spacecraft pictured performs a waypoint following maneuver to
navigate around the target spacecraft. During this maneuver, the satellite is continuously
estimating a keep-out boundary around the target SPHERES to mitigate the risk of collision
[6]. Next, the primary satellite aligns the face of the docking ports to prepare for docking.
In the final maneuver, a series of software gates are passed as the satellite glides in for
approach.

Most path-planning and navigation algorithms today for target approaches are based
on the glideslope method, which is both a velocity controller and a trajectory planner
for straight-line guidance. The idea is to approach the target with decreasing speed that
approaches 0 as contact is initiated. Defining p as the distance from chief to deputy, and p

as the velocity, the glideslope law is written as Equation 3.1.

p=a-p+pr (3.1)

where pr is the target speed (=0) and a < 0 is the glideslope. In this scenario, a has been
tuned as a function of the initial speed and position, namely:
po
a=—— 3.2
Po (32
Because the SPHERES Docking Port no longer makes uses of electromagnets to mitigate

contact dynamics, this type of control is needed to ensure small relative velocities during

docking by reducing the thruster forces at the closest ranges.

3.6.3 Experimental Results

Figure 3-13 shows the glideslope approach in action. Once aligned with the target, the active
satellite approached with a linearly decreasing velocity reaching almost 0 as it initiated
contact. After a thorough analysis of the telemetry, and a comparison to the control
authority of a non-docking port equipped SPHERES, Ground Objective C (controllability)

was considered sufficiently satisfied.
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Figure 3-13: Velocity-Controlled Results from Three Degree of Freedom Testing on
the MIT Glass Table (Adapted from [6])

In subsequent ground tests, the mechanisms properly engaged when triggered, meeting
Ground Objective A. Figure 3-14 shows a sample docking sequence between satellites on the
flat floor. A preliminary version of the fiducial tracking video stream is also shown in the
top right corner. This specific test demonstrates that the capture mechanism is effective
at low velocities in 3 DoF and that the integrated system (including the camera, global

sensors, and SPHERES thrusters) functions reliably.
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Figure 3-14: [Animation] A Successful Docking Test Achieved by the SPHERES
on the Glass Table Using the Proto-Flight Docking Ports (2X Speed; Synchronized
Camera Sensing Shown in Upper Right)

3.7 Validation in Six Degrees-of-Freedom

To maximize the ISS test session productivity, a parabolic flight campaign was necessary
to bridge the gap between 2D and 3D docking and undocking operations. This section
documents the incremental and iterative testing of the UDPs in a short-duration microgravity
environment. While the UDPs have been successful in 2D ground testing, only 3 of the
6 degrees of freedom (DoF) were exercised. Six DoF docking simulations at MIT are
being developed, but the weightless environment on NASAs microgravity plane is the true
benchmark for free-floating flight experiments.

Because the weightless period of NASAs zero-gravity plane has a duration of only
about 20 seconds, an end-to-end satellite docking sequence was unable to be performed.
Fortunately, a docking maneuver can be conveniently discretized into four phases of flight:
far field approach & rendezvous, proximity operations, docking, and maneuvering & repurposing.
Each test flight day focused on a particular phase of the docking sequence. Reconstructing

the data from all four flight days has provided confidence in our hardware and software
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design for complete docking on the ISS.

3.7.1 RGA Objectives

The primary flight objectives specific to the docking port actuator on the Reduced Gravity
Aircraft (RGA) flight were derived from the end goal of performing successful, repeatable

in-space docking maneuvers. These were:

A. Confirmation of the mechanical docking mechanism, including the updated drivetrain
and motor, in a relevant environment using appropriate masses (no ground support

equipment)

B. Mitigation of the contact dynamics encountered between SPHERES during capture to
ensure robust docking (the air carriages used on the ground misrepresent the inertia

and friction ratios)

C. Acceptable performance of the Resource Aggregated Reconfigurable Controller (RARC)

during maneuvering of the conjoined spacecraft

D. Validation that SPHERES can repeatedly undock in the relevant environment and flight

configuration

The flight testing ensures that sufficient hardware testing has been performed on the
payloads prior to operation aboard the ISS. Any adjustments, in either hardware or software,
could be made to ensure the necessary precision and structures are in place for docking
aboard the ISS. This approach, which has extensive heritage as part of the SPHERES
program (the SPHERES satellites themsclves were flown on a parabolic flight campaign, as
was the Resonant Inductive Near-field Generation System, or RINGS, system), has saved
valuable time aboard the ISS. With a manifested launch scheduled for Spring 2015, the
timing of this July 2014 campaign allowed the team to verify the design of the hardware

and software in time to make all necessary adjustments for improved ISS experimentation.

3.7.2 RGA Results

In this subsection, we first summarize the high level milestones achieved through the zero-

gravity testing. Collectively this raises the Technology Readiness Level (TRL) of the
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proposed actuator. Then, we present the methodology used in performing the augmented

system identification of the SPHERES satellites with the proposed actuators installed.

Flight Summary and Experimental Hypotheses

This July 2014 flight campaign for SPHERES extended the capabilities of the satellites by
validating four new configurations that had never been tested in a microgravity environment
previously. The test configurations accomplished over the four flight days were: (1) a free
flying SPHERES satellite with a Universal Docking Port (UDP), (2) a free flying satellite
with a Halo and UDP, (3) two docked SPHERES and UDP assemblies, (4) two docked
SPHERES, UDP and Halo assemblies. These configurations were designed to advance a
modular approach to satellite docking and raise the TRL of the proposed docking actuator.

Table 3.4 summarizes the major accomplishments.

Table 3.4: Summary of Test Configurations and Accomplishments

Flight Day Test Configuration Science Accomplished Parabola Count
7/28 Fully Detached: = Inertial 1D of SPHERES+UDP assembly Successful: 13
SPITERES+HUDP, => Incrtial [D of SPHERES+ alo+U'DP Minor Anomaly: 13
SPHERES+ Talo+UDP assembly Major Anomaly: 9
=>» Plume impingement characterization of the
tHalo structure
=>  Global metrology performance with a Halo n
6DOFV
7/29 Detached and Docked: => Capture mechanism demonstration in 6101 Successful: 28
Morning | SPHERES+UDDP, = Undocking demonstraton in 61O Minor Anomaly: 12
SPHERES+UDP =>  Dual free-floating relatve sensing using UDP Major Anomaly: 0
cameras
7/29 Docked: = Inertial [D of the docked assembly Successful: 4
Afternoon | SPHERES+UDDP, =>  Controllability of the aggregated system Minor Anomaly: 35
SPHERESHUDP Major Anomaly: 1
7/30 Docked: = Inertial [D of the docked assembly with Tlalo Successtul: 28
SPHERES+UDP, =>  Controllability of the aggregated system with Minor Anomaly: 20
SPITERES+Halo+UDP ITalo Major Anomaly: 2

Using both quantitative and qualitative results from the zero gravity testing, we were
able to confirm the following hypotheses about the docking port actuator.

Hypothesis: The space vehicles can successfully dock provided their relative approach
velocity is small enough. The original rcalization of the Universal Docking Port incorporated

an electromagnet that activated during the contact dynamics phases of docking and undocking.
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Once the lance entered the target’s hole, both electromagnets would actuate and draw the
satellites together. This feature ensured there would be no bounce-back, i.e. once the
lance entered the hole, a successful docking was virtually guaranteed. However, this was
de-scoped from the flight design (see Section 3.4).

During RGA flight testing, we demonstrated a successful capture repeatedly, roughly 6
times. Bounce-back was not obscrved when the satellites had sufficiently small approach
velocities (less than 1 cm/s). The capture mechanism was able to grab the lances without
compromising the dock. This increases our confidence for on-orbit testing.

Hypothesis: The SPHERES satellites are able to successfully undock without the electro
magnetic force. The previously baselined electromagnet’s secondary function was to provide
a magnetic repulsion force during undocking. Without it, undocking is performed solely
with cold gas thrusters. There was thought to be a risk of lance-mechanism interference
that the thrusters may not be able to overcome. During RGA flight testing we were able to
confirm that the thrusters alone are capable of performing a successful undocking maneuver.
No anomalies were observed.

Hypothesis: The physical satellite centers of mass and inertias match expected results
from CAD. Most numerical models suffer from the same fault known as GI-GO (Garbage
In, Garbage Out). If our model is any way in error, then our control and performance
will be negatively affected. Thus, we performed system identification maneuvers on Days
1, 3 and 4. Not only will this accelerate on-orbit testing, it also pushed us to advance our
software to support this type of testing. This analysis is detailed in Subsection 3.7.2. In
general, our results matched our expectations, although we will use this information to tune

our controllers in the future.

System Identification Methodology

In this subsection, we present the analysis methodology used for mass identification with the
new docking port actuator installed on the SPHERES. Our analysis shows (1) a statistical
agreement between predicted and experimental mass properties, and (2) that the proposed
actuator does not prohibitively decrease the controllability of the satellite. However, there
were significant lessons learned that will be further investigated during ISS operations,
namely, a characterization of the rigidity of the dock.

Most of the key data received from Flights 1, 3 and 4 was in the form of high-frequency
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measurements from the accelerometers and gyroscopes onboard the SPHERES satellites.
For each test that was run (i.e., each parabola), the SPHERES satellites recorded this
acceleration and angular velocity data for processing afterward. An example of one parabola
of acceleration data is shown in Figure 3-15. The accelerometers saturate at approximately
0.25 m/s? (25 milli-Gs), so one can see where the satellite is in free-fall fairly easily. The
noisy data that seems to jump randomly between -0.25 m/s? and +0.25 m/s? represent
areas where the satellites are being handled by the team, and the areas where the data
is roughly zero show when the satellite is floating. It is these floating sections where the

interesting measurements are recorded.

Accelerometers

0.3 ' T T ¥ T T
0.2
P
i X
2 0y —a (filtered)
=)
e —_—1a
©
g ° —a (filtered)
8 y
& —01 il
—d, (filtered)
-0.2
24 26 28 30 32 34
Time (s)

Figure 3-15: Sample Accelerometer Response Throughout an Entire Parabola (Zero-
gravity Begins at 31s).
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Figure 3-16: Sample Gyro Response Throughout an Entire Parabola (zero-gravity

begins at 31s).
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Figure 3-17: Raw Accelerometer and Gyro Data with Moving Average Filter
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Figure 3-18: Final Unbiased Acceleration and Angular Velocity Response to a Single
Thruster Pulse.

The thrusters of the satellite fire for a set amount of time and impart acceleration to
the system. The thruster pulses can be seen in the data as square acceleration pulses shown
in red in Figure 3-17a and detailed further in Figure 3-18a. The angular velocity of the
satellite changes linearly while the thruster is on and remains constant when the thruster
is off. The resulting gyro behavior will read a change in angular velocity from before to
after the thruster was fired. Figure 3-17 shows an example of data from accelerometers and
gyros for a single thruster pulse.

Because the underlying raw data can be quite noisy at times, a moving average filter is
applied to remove the high-frequency noise. After this moving average is extracted from the
raw data, the bias of each sensor needs to be subtracted. This bias is approximated by a
linear regression as shown in Figure 3-17. The linear fit is then subtracted from the processed
data and the final zero-base acceleration and angular velocity measurements are known.
From Figure 3-18, the height of the acceleration square pulse from each accelerometer tells
the amount of acceleration the thruster imparted on the system while it was on. The
change in angular velocity can be seen in the gyro plot as the difference between the pre-

and post-pulse heights.
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Figure 3-19: Configurations for the System Identification Analysis on Flight 1 (top
left and right), Flight 3 (bottom left), and Flight 4 (bottom right).

This pulse analysis process is performed on all thruster firings for each of the flights.
With this large collection of data and strategically designed thruster firings, the center
of mass and moments of inertia of the systems are able to be computed. Essentially,
the dynamic equations of motion can be rearranged to form a least-squares minimization
problem, with the location of each accelerometer from the center of mass as an output.
Because the locations of the accelerometers with respect to the geometry of the satellite are
known, the position of the center of mass can be extracted from this data. Once the center
of mass is known, the theoretical torque exerted on the system by each thruster can now be
computed as the cross-product between the lever arm of each thruster and the force of the
thruster. Given enough data points, comparing the theoretical torque to the output angular
acceleration will yield the moments of inertia of the system. Additionally, the magnitude of
the acceleration from each pulse can be compared for impinged and unimpinged thrusters to
estimate a percentage of impingement and achieve another goal of the testing (not discussed
herein).

The first realization in processing the accelerometer data is that the sensor is in a
rotating reference frame and follows the well-known kinematics equation for acceleration in

a non-inertial frame:
a=a 2WXV, —WXWXr—Q@xr (3.3)
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Here, a, is the acceleration measured by the accelerometer, a; is the linear acceleration
of the center of mass of the assembly, —2w x v, is the Coriolis acceleration which is 0 in
this scenario (the accelerometer is fixed in the body frame), —w x w x r is the centripetal
acceleration caused by the rotation of the assembly about the center of mass, and - a x r is
the Euler (or transverse) acceleration. In order to form a linear model for solving the least
square estimate of r, the center of mass, Equation 3.3 has been linearized and expanded
into the array Equations 3.4. This linearization is valid because of the small rotation rates
induced by a single thruster pulse. The measurement noise from the sensor is neglected in

this analysis.

a, = % + oy — Ty
(3.4)

P
ay = Tn}L + gy, — a1y

F.
a, = 7n‘ +ayry — agTy

We note that the linear acceleration of the center of mass is described by % and has been
substituted accordingly. Next, the accelerometer readings from cach thruster firing was
recorded and stacked into matrices according to the familiar Ar = b form. From this, x can

be solved for as simply z = A~ 'b.

| : : Tz.ax
E | —
8y — | = |0 e —ayl | Ty,
i ] e
| : T,y
F, | _
ay T,ILL =l-a;, 0 +a, Ty,ay (35)
B _ | I : _Tzvay_
ﬂ 7.2,’12
E
a; — * +oy —oz 0| |7ya.
| | | Il |72a.

The inertia tensor could similarly be estimated using the batch least squares. Euler’s
equation for rotational dynamics in the body-fixed frame is given as shown in Equation 3.6.

In the Body Fixed Frame (BFF), the inertia tensor is constant for a rigid body, which is
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convenient for this application.

7=Ia+w x (Iw) (3.6)

For our linear estimator, we could neglect the w x (Iw) term, leaving us with the familiar
Newton’s Second Law (F = ma ) for rotational dynamics. With an appropriate data set,
this could be solved using an equivalent methodology as proposed for the center of mass,
but this time for the six element, symmetric inertia tensor. Knowing the input torque (7)
from each thruster pulse and measuring the slope of each gyroscope during the pulse (Figure
3-18), the three simultaneous dynamics equation for each axis can be re-arranged to solve
for the inertia tensor as follows. Note that the thruster pulses are assumed to be perfectly

aligned with the geometric axes of the SPHERES.

Iy —Izy =1 (873 Izap — Ia:yay ¥ 718 73
T=[la= Ay Iy 1y ay | = | Iyay — Lpow — Iyza; (3.7)
-1 —Izy I, Gz I.o, — Lo, — zyQy

A single x-axis pulse would generate the following rotational dynamics.

Tz Icoq — xyQy — Lz2Qp
0 | = | Lyoy— Lyeow — Iz (3.8)
0 I.o, — Lo, — 2yQly

Compiling pulses from all three axes provides the necessary number of equations to solve
for the 3x3 (but 6 element) inertia tensor, with similar systems of equation for the 7, and
I, components (the products of inertia should be symmetrical). Additional thruster pulses
reduces the experimental uncertainty and can be stacked on the ‘A’ matrix from Equation

3.9.
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where «;; corresponds to the angular acceleration in the i** axis from a jt* thruster
pulse. Unfortunately, our data set did not possess statistically significant cross-coupled
accelerations to estimate the products of inertia. As evident from Figure 3-18, the induced
accelerations due to the products of inertia are an order of magnitude smaller than the
rotation rates about the principle body fixed axis. Moreover, the induced accelerations
were often dirty (due to aircraft dynamics) or not measurable all together. Thus a simpler
method is proposed for estimating the products of inertia by scaling the CAD results by a
factor equal to the percent difference between the experimentally derived principle moments

(Equation 3.10) and the CAD.

I = 1p/0y
Iy = 7y/ 0y (3.10)

Iz ~ Tz/az

System Identification Results

Overall, on Flight 1, 64 thruster pulses were recorded for the Halo-equipped satellite and 19
from the UDP-cquipped satellite. This amount of data was sufficient to estimate the center
of mass and principal moments of inertia of the system. On Flight 3, only 17 total thruster
pulses were recorded, so only a rough estimate of inertia was possible for two of three axes.
However, the center of mass was estimated fairly well. On Flight 4, 128 combined pulses
were recorded, which also provided sufficient data to determine center of mass and inertia
values.

The testing campaign also exposed a few additional problems that we may or may not
experience on the ISS. First, there seemed to be a noticeably higher noise level on the Halo-
equipped satellite system, than the UDP-only-equipped system. This noise could simply
arise because the sensors on that satellite are worse, but could also be due to vibrations
induced in the Halo structure and UDP actuator, either from collisions, or from the acoustic

noise on the plane. Regardless, the increased noise level on the system made the data
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Table 3.5: Experimental and CAD Predictions of the Assembly Centers of Mass

Configuration Xy (em) Y, (cm) Z., (cm)
UDP (Test) 4.028 -1.009 -0.902
UDP (CAD) 4.313 0.201 -0.171

Absolute Difference 0.285 1.21 0.731
UDP + UDP* (Test) 11.007 1.081 -0.238
UDP + UDP* (CAD) 25.09 0 -0.171

Absolute Difference 14.083 -1.081 0.067

Halo (Test) 0.477 -0.755 -0.775
Halo (CAD) -0.913 0.012 -0.051

Absolute Difference -1.39 0.775 0.724

Halo + UDP (Test) 27.953 0.073 0.563
Halo + UDP (CAD) 15.814 -0.039 -0.048

Absolute Difference -12.1393 -0.112 -0.611

Table 3.6: Experimental and CAD Predictions of the Assembly Inertia Matrices

Configuration L Ly . Lz Ly Lz Ly
(kg-m?)  (kg-m?) (kg-m®) (kg-m®) (kg-m®) (kg-m?®)
: - 3.860 5.720 5.020 -6.272 -3.480 2.609
i Be2 Efe Bz B B4 Do
3.023 6.406 5.671 -6.601 -3.662 2.746
UDP (CAD) E-02 E-02 E-02 E-04 E-04 E-04
Percent Difference  10.02%  -11.99%  -12.96% - - -
UDP + UDP 6.800 1.063 1.055
(Test) E02  E+00  E+00 ” - ;
UDP + UDP 6.055 1.502 1.355 -4.443 -4.472 -4.472
(CAD) E-02 E-01 E-01 E-02 E-02 E-02
Percent Difference  10.959%  85.872%  87.158% - - -
Halo (Test) 1.005 1.735 1.557 9.876 -3.025 -9.558
E-01 E-01 E-01 E-05 E-03 E-04
1.039 2.115 1.670 1.108 -3.394 -1.072
Hala (CAD) E-01 E-01 E-01 E-04 E-03 E-03
Percent Difference  -3.42%  -21.91%  -7.27% - - -
Halo + UDP 1.360 1.563 1.534
(Test) E-01 E+00 E+00 i )
Halo + UDP 1.342 2.421 2.793 -2.928 -2.694 -2.685
(CAD) E-01 E-01 E-01 E-02 E-02 E-02
Percent Difference  1.31% 84.51%  81.80% - - -
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analysis much more difficult than it has been on the ISS in the past. A second discovery
that arose from this testing was that thruster forces from one satellite did not reliably
appear in the accelerometers of another docked satellite. This discovery implies that the
docking is not perfectly rigid and that the force either is damped out below the noise floor or
translated into an impulsive spike from contact dynamics. The latter seems more likely, as
spikes in acceleration are scen at intervals that agree with when the other satellite is firing
its thrusters. The effects of this are shown in the poor estimations of the C.M. and moments
of incrtia of the docked configurations in Table 3.5 and Table 3.6. These errors have been
attributed to the high stresses absorbed by the assemblies during the 2-g pullout maneuver
of the aircraft, which had a tendency of loosening thumbscrews. This is not expected to be
an issue during ISS testing.

The moments of inertia presented in Table 3.6 are taken about the center of mass of
the assembly and aligned with the geometric axes of the master SPHERES. The author
has highlighted the rows in Table 3.6 corresponding to the best estimate of the moment
of inertia of the configuration. The experimental values are suggested to be used for the
single assembly only configuration, using scaled products of inertia derived from the CAD
estimate’s products of inertia and the percent difference from experimental to CAD. In the
docked configuration, the CAD cstimates are recommended to be used until experimental

data is available from ISS test sessions.

3.8 Lessons Learned

A variety of complex problems were overcome throughout the development of the SPHERES
Universal Docking Port. Three of the most significant lessons learned should be kept fresh

during the development of future spaceflight systems for SPHERES and others.

o Requirements Tradeoffs: The final flight design of the UDP is not perfectly
optimized for science. Instead, there were numerous instances when ISS safety and
integration requirements took priority. Although some non-ideal requirements were
challenged, there were also losses that were absorbed (via cost, schedule, or science).
The lesson learned is understanding that while there maybe conflicting requirements
or interests on specific design features, the payload developer must know when to push

back and when to concede in order to achieve an agreeable solution for all parties.
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e Importance of End-to-End Integrated Testing: Only through end-to-end integrated
testing can there be full confidence in the performance of the product. Full integrated
testing was not performed early enough on the UDP prototypes to catch the effect of
the camera cover magnets on a failed docking maneuver. In retrospect, the camera
cover should have used Velcro instead of magnets (which create a well of attraction
with the steel lance). Similarly, the camera should have been positioned a bit farther
radially from the UDP center to better avoid visual interference from the UDP
core during poor angular alignments. Finally, it was not predicted ahead of time
that the conformal coating on the flight units would disrupt the VERTIGO-to-UDP
communication lines. Fortunately, these three design flaws were able to be overcome

or mitigated through software or operational procedures.

e Electromagnetic Interference (EMI) Requirements: It was not predicted ahead
of time that the embedded DC motor inside of the UDP would significantly jeopardize
the EMI emissions profile of the payload. As a result a novel EMI filter had to be
designed and installed on the flight units what should have been just weeks before

final delivery. This cost the program significant money and schedule.

3.9 Planned ISS Operations

Thus far, this chapter has documented the flight hardware design and validation of a
rigid, androgynous docking port for satellite servicing operations. This section specifically
provides a sampling of the research capabilities enabled by this hardware upgrade to the
SPHERES facility. Once on station, two-satellite test sessions can begin immediately.

Figure 3-20 shows the proposed assembly scenarios that can be further studied on-orbit.
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Figure 3-20: Portion of the UDP Space Operation Plan

e XYZ Translation and Rotation: The combined satellite system has the ability
to translate linearly forward and backward in the X-Y-Z dimensions as well as rotate

about the X-Y-7Z axes.

System Identification: An active satellite may dock to a passive target and perform
a system identification maneuver before adapting its control gains to support the new

inertial properties of the system.

Tug Maneuver: After computing and adapting to the additional mass, the servicing
satellite may tug the passive agent into a new orbit for an extended mission life or

retirement.

e Salto: In testing the performance of the novel Resource Aggregated Reconfigurable

Controller (which engages after docking), a series of acrobatic maneuvers can be
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investigated. The Salto maneuver, a classical acrobatic roll, can be initiated which

rotates about the combined center of mass.

e Gainer Flip: The Gainer is a traditional acrobatic flip consisting of a backwards
somersault while still moving forward. The axis of rotation should be about the

master SPHERES, and has applications to reusable launch vehicles and spacecraft.

e Loser Flip: The Loser is the mirror trick of the gainer, wherein the agent ends the

maneuver behind its initial position due to backward momentum.

e Roundoff Release: A series of interesting thruster failures can be investigated to
advance the field of Fault Detection Isolation and Recovery (FDIR). In one scenario,
the +X axis thruster of both satellites can be faulted in software. This allows the
SPHERES to be accurately navigated to achieve docking. However, they do not
possess the ability to undock in the traditional sense (linearly). Through the proposed
Roundoff release, an innovative use of the fictional centrifugal force, the agents may

still achieve a successful separation.

¢ Layout Release: The Layout release may be employed when only one agent’s +X

axis thrusters are faulted.

e Path Planning with Attitude Constraints: A third SPHERES satellite may be
utilized as a representative debris sample. This presents a research problem of high
intellectual merit. In many cases, satellites must maintain sun- or Earth-pointing
during operations. Pointing constraints may be active during these debris avoidance

activities, which poses a non-trivial optimization problem.

Test session time on the ISS is limited, especially considering that much of the allocated
time for a SPHERES session is necessary time for setup and shutdown procedures (Figure
3-21). Although much of the science proposed in Figure 3-20 can be accomplished within
the three allocated UDP test sessions, Halo operations with up to six UDPs can enable
unprecedented advances in satellite reconfiguration that is not possible with two UDP-only

assemblies.
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Figure 3-21: SPHERES Docking Port Test Session Plans Build Toward Halo
Operations
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Chapter 4

Sensor: Relative Pose Estimation

of a Spin-Stabilized Spacecraft

4.1 Overview

This chapter describes the integration of a relative pose estimation sensor to be used for
satellite proximity operations. In general, determining with confidence the relative state
of a free-floating body has a wide variety of applications. The inspection of drifting or
tumbling satellites is of particular interest to the Defense Advanced Research Projects
Agency (DARPA). The target could be a military asset, an asteroid, space debris, a comet,
or an uncooperative agent. Once characterized the target can be subsequently docked to,
serviced or otherwise studied. For example, DARPA Phoenix has proposed a satlet assembly
architecture that requires high precision relative sensing in order to aggregate small modules
into larger operable satellites.

Visual sensing using known geometries already has heritage in space but is still a problem
of high interest. Identifing known geometries through image processing of fiducial markers is
well known - indeed it has been in use on the International Space Station (ISS) for several
years (Figure 4-1). However, traditionally the problem is formuated in the context of a
dynamic observer and a static target (for navigation). The applications of a static observer
and a dynamic (e.g. spin-stabilized) target are less well known. Therein lies the research

gap which is the focus of this chapter.
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Figure 4-1: Concentric Circle Fiducial Markers Have Previously Been Used on the
Exterior of the ISS

This chapter begins by reviewing the requirements and selection of the flight hardware
sensor integrated within the Universal Docking Ports for SPHERES. Then we show how
this optical camera can be used to generate real time estimates of a target state for docking,
presenting the methodology, calibration, and estimated accuracies. Finally, in this chapter
we develop a six degree of freedom stochastic simulator of a rigid body spacecraft. With
this we explore the performance of two filters in the presence of nonlinear dynamics and

non-Gaussian random noise in both simulation and real hardware:

1. A Multiplicative Extended Kalman Filter

2. An Unscented Kalman Filter using the same Multiplicative parameterization of quaternions

The results presented herein consist of Montecarlo simulations and testbed data (three
and six degree-of-freedom) to show that the designed estimation filters work effectively.
Using this knowledge, the sensing techniques are being applied directly to the SPHERES
testbed on the International Space Station during on-orbit operations to increase the probability

of a successful docking maneuver.
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4.1.1 Requirements

This sub-section reviews the requirements that drove the selection and integrated design
of the SPHERES UDP relative sensor. SPHERES utilizes a global metrology system
consisting of ultrasonics and infrared LEDs. This metrology system provides an estimated
bias accuracy of about +1 cm and +3 deg with a variance of +£0.2 cm and +1 deg [23].
While this is sufficient for most SPHERES operations and may be possible for docking,
it cannot provide a high confidence of successful, repeatable docking using the SPHERES
UDP.

——
1.14cm i 077 cm

Fiducials Lance Hole Camera

Figure 4-2: The SPHERES Universal Docking Port (left) and Necessary Docking
Tolerances (right)

Consider Figure 4-2. This graphic shows the docking tolerances necessary for the lance to
enter the hole. The acceptable linear and angular errors are borderline what the SPHERES
global metrology provides. To be more precise, the linear and angular constraints are

coupled together and follow the relationship.

eg = sin™! (@) (4.1)

Where e is the angular error, ¢; is the linear error, d is the diameter of the docking
hole, and L is the distance from the center of mass of the satellite to the docking lance. As

described in Chapter 3, the SPHERES UDP design includes a capture cone to help guide the
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satellites together. Figure 4-3 shows that, at a minimum, the relative sensor must provide
accuracies of less than 1 cm (linear) and less than 2 degrees (angular) in order to have a
chance of a successful dock. It should be recognized that these accuracies are necessary just
before the satellites initiate contact. It will be shown (Section 4.2) that using an optical

relative sensor, the accuracy increases as the agent separation distance decreases.

Angular Misalignment (deg)
o

45 -1 05 0 05 1 15
Linear Misalignment (cm)

Figure 4-3: The Linear and Angular Error Constraints Needed to Achieve Docking.
Green Is Within the Hole. Orange Is Within the Capture Cone. Red Is Outside The
Capture Cone.

It is important to note that there is a marked difference between sensing accuracy and
control accuracy. A satellite that cannot reliably control to less than 1 em would be unable
to achieve docking even with a perfect sensor. Similarly, a satellite that cannot reliably sense
to less than 1 cm would be unable to achieve docking even with perfect actuators. Thus, the

sensor proposed herein provides necessary, but not sufficient, conditions for satellite docking.

Table 4.1: Consolidated Requirements Matrix for the UDP Sensor

Parameter Requirement Instantiation

Continued on next page
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Continued from previous page

Size The docking port sensor shall be small The selected docking port
enough to be integrable within the sensor meets these physical
docking port cover and less than 5% of constraints.
the docking port mass.

Compatibility The docking port sensor shall be operated The selected docking port
over the VERTIGO expansion port. This sensor is a 2.5W camera that
requires an operating power no more than uses USB 2.0 with Linux
5W at 5V, a communication protocol of drivers.

USB 2.0 or Ethernet, and Linux drivers.

Linear/ The docking port sensor must be capable After solving the exterior

Angular of meeting the linear and angular orientation problem, this

Sensing requirements specified in 4-3. requirement was shown to be

Accuracy met (Section 4.2).

The docking port shall include a flight- The selected docking port

Traceability

traceable relative sensor that can applied
to spacecraft external to the ISS (no

ultrasonics).

sensor is an optical camera, as
woud be used in the vacuum

of space.

4.1.2 Instantiation

The selection of the camera was a fairly straightforward process. The uEye XS camera
made by IDS Imaging was found to meet all of the requirements, in addition to providing
a wide range of software configurable specifications. Table 4.2 summarizes many of these
characteristics. The camera uses the same driver package and API as the VERTIGO goggles
which significantly decreased development and integration time. Just like the VERTIGO
Goggles, a CMOS camera was selected rather than a CCD due to their inherent resistance
to the shader effect under high contrast lighting that may occur on orbit [7]. However, as
noted in Section 4.2.4, the CMOS rolling shutter introduces additional complexities. The
XS camera also possesses a reconfigurable frame-rate which is useful for maximizing the

estimation rate based on available processing power.
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Figure 4-4: The Selected COTS Camera for Integration into the SPHERES UDP.

Table 4.2: Specifications of the uEye XS Camera

Sensor 5MP CMOS
Shutter Rolling

Resolution and Frame Rate | 15 fps @ 2592x1944 pixels
30 fps @ 640x480 pixels

Focus Autofocus from 10 cm to inf
Power Consumption 2.5W

Size 26.5 mm x 23.0 mm x 21.5 mm
Mass 12 ¢

Interface USB 2.0 (Mini B)

Pixel Size 14 pm

4.2 Measurements

In this section, we describe the measurement technique for a visual navigation algorithm
used to achieve satellite docking on-orbit. This design extends the work presented by Dr.
Brent Tweddle in [7], and is applied to the specific SPHERES-UDP payload. The details of
the measuring system are presented, including the fiducial marker design, the measurement
estimation step, the calibration procedure and estimated accuracies. This information is
subsequently used in Section 4.2.6 to properly model the system and evaluate the proposed

estimator.
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4.2.1 Fiducial Markers

The proposed relative state estimation algorithm uses fiducial targets of known geometry
to acquire measurements. Traditionally, these markers will consist of easily identifiable
edges, lines or points as reference. High contrast shapes can offer some of the most easily
detectable components in a, variety of lighting environments, especially space. The selection
of concentric contrasting circles for the SPHERES UDP has been based on the success
of Gatrell et al. [27] who developed point targets specifically designed for the lighting
environments of space. The most important property of these concentric circles is that
the centroids of the circles remain collocated under translations and rotations. Moroever,
the area ratio of the circles remains constant under translation and rotation. This makes
unique identification of markers significantly simpler.

With this knowledge, four sets of concentric circles were chosen as the fiducial targets
for the SPHERES UDP relative sensor. Fischler and Bolles [28] have shown that given
four points on a plane, the exterior orientation problem can be solved with no ambiguities.
As described in Section 4.2.3, the solution to the exterior orientation problem provides
the relative position and orientation of the target spacecraft - these are the measurements

provided by the UDP sensor.
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Figure 4-5: The Selected Fiducial Markers for the SPHERES UDP.

The precise geometry of the fiducial markers on the SPHERES UDP is shown in Figure
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4-5. The fiducials were designed to be to be large enough to be detected at far distances,
and small enough to fit within the full field of view of the camera when the SPHERES
are docked together. Moreover, the area ratios of the fiducials were chosen to be linearly

related, to make blob differentiation as easy as possible (Figure 4-6).
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Figure 4-6: The Area Ratios of the Fiducial Markers are Spaced Linearly.

4.2.2 Marker Detection and Image Filtering

The measurements are obtained by visually identifying the fiducial markers on the target
spacecraft, opposite the camera on the UDP. A multi-step algorithm is used to detect these

targets, and is based on that proposed by Tweddle [7].

1. Image Masking

2. Image Segmentation using Adaptive Thresholding
3. Blob Identification and Classification

4. Blob Filtering

5. Search for Collocated Blobs
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6. Solving the Perspective 4-Point Problem (P4P)

The algorithm has been designed to intelligently seek out the fiducial markers in the
highest probability region first, relative to the previous measurement. This involves masking
out a percentage of the image based on the target’s distance away as computed during the
previous iteration. This can significantly reduce computation time because roughly half of
the pixels need not be processed. If a complete set of fiducials is not identified, no masking
is performed in the subsequent step.

The image is then segmented into black and white using an adaptive thesholding
technique from OpenCV. An adaptive window threshold is applied to every pixel in the
image. While a static threshold value would not likely be robust to variations in lighting
conditions, an adaptive window compensates by using a theshold value that is a function
of the local intensity of light around each pixel. As a result, the output is a purely black

and white image consisting of a set of unconnected components, or blobs.

Figure 4-7: The Result of Performing Adaptive Thresholding on a Grayscale Image
and Its Inverse

An open-source library cvBlobsLib was used to identify and uniquely classify each region
in the segmented image. From there, the blobs can be organized and searched in order to
locate the fiducial markers of interest. Four cascaded filters have been tuned and are used

to achieve robust fiducial tracking.

a. Collocation Filtering: cvBlobsLib detects blobs using a falling edge gradient on image
intensity. By matching blob centroids within a tolerance (approximately 2 pixels) from

both the thresholded and inverted images, we throw out a majority of inoperative blobs.
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b. Area Ratio Bounding: The working assumption is that concentric circle area ratios
are invariant to translation and rotation in the image plane. Thus, knowing the designed
fiducial area ratio, we can reject a number of false positives. We note that there is an
error tolerance needed to account for the quantization of pixel error (i.e. pixels are not

fractionated).

c. Eccentricity Check: We can check the circularity of the blobs by measuring the height
and width of the bounding box. Knowing that the relative pose will be bounded within
approximately 45 degrees in any axis means that we can impose an eccentricity check to

reject inoperative blobs.

d. Perimeter-to-Area Ratio Comparison: The innovative filter in eliminating false
positives is the perimeter-to-area ratio check. It is shown in Sections 4.7.2 and 4.8
that the ultrasonic sensors closely resemble the size and shape of the fiducial markers.
Fortunately, the ultrasonic sensors do not pass through the thresholding step cleanly. The
ragged edges of the ultrasonic sensors help differentiate them from the clean contrast of
the fiducial markers. Thus, the ultrasonic sensors have a much higher perimeter-to-area

ratio and now have a high probability of being rejected as a false positive.

The final step in determining the relative pose of the target is to estimate a solution to

the exterior orientation problem

4.2.3 Perspective Four Point Correspondence

At a high level, the exterior orientation problem solves for the translation vector and
orientation quaternion from the camera image plane to a fixed coordinate in 3D space.
This is also known as the hand-eye problem in machine vision and robotics [29]. The
generalized perspective projection maps a 3D world coordinate (z,y, z) to the 2D image
plane (u, v). The exterior orientation problem is estimating the reverse, but the mapping is
not one-to-one. Each pixel represented by (u,v) defines a straight line ray extending from
the center of projection into the scene. Although each image plane point does not map to
a unique point in the 3D world, known information about the scene geometry may be used

to estimate the absolute world coordinates of a target.
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Figure 4-8: Four Point Correspondence Geometry of Haralick’s Iterative Nonlinear
Solution to Exterior Orientation [7].

Figure 4-8 illustrates the proposed measurement method including the camera geometry
(pinhole model). The problem can be restated mathematically into solving for the rotation

R and translation T between the two frames with:

X, =Ry, +T (4.2)

In this sense, R is the rotation matrix that transfers a vector from world coordinates
(the y in Figure 4-8) to the image frame (the x) and T is the displacement vector between
frame origins. For the purposes of relative navigation with spacecraft, it is common to
represent orientation using quaternions rather than rotation matrices (refer to Appendix
A.1.1). Not only is the number of elements reduced from nine (really six unique) to four,
quaternions also do not suffer from the infamous gimbal lock. The (non-unique) quaternion

can be found by numerically solving the system of equations provided by the direction-cosine
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matrix to quaternion relationship (Equation 4.3).

rn T2 T13 @R+a -3 —a3  2(q192 — q093) 2(q193 + 9092)
ro1 2 Ta3 | = | 2@maz+qoes) @ - +d3-d3  2(qeqs — qoq) (4.3)
T3] T32 733 2(q193 — q0g2) 2(qeq3 + qom) @ -t - a3+ a3

4.2.4 Camera Calibration

The process of calibrating a camera to determine the precise internal geometry is known as
solving the interior orientation problem. Knowledge of these camera parameters is essential
in obtaining accurate position and orientation solutions during the perspective four point

correspondence. The four elements of interest are:

1. Camera Constant: This is also known as the focal length and is the distance to the

image plane from the center of projection.
2. Principal Point: This defines the origin of the image plane coordinate system.

3. Lens Distortion Coefficients: These nonlinear terms correct for the ‘fish-eye’ lens

effect which can be attributed to optical imperfections in the camera.

4. Scale Factors: This correction factor applied to pixel rows and columns would be

needed if the pixels are non-square.

The principal point (or camera center, ¢z, ¢y) and focal length (f;, f,) make up the
intrinsic “camera matrix” (Equation 4.4). In projective geometry, this linear transformation
from world coordinates into the projective plane is called a homography, which includes the

intrinsic matrix (left) and extrinisc rotation plus translation matrix (right).

X

u fr 0 ¢ ri T2 T3t
Yy

v |~ 0 fy oo ro1 To2 T3t (4.4)
Z

1 0 0 1 11 T32 T33 i3

Every camera model, indeed every serial number, will have a unique set of intrinsic
calibration parameters. The calibration procedure is fairly straightforward for traditional

robotics applications where the user has direct access to the payload. A calibration target
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of known geometry (usually a checkerboard) can be sampled by the imager and an iterative,
converging solution can be found. The more images that are sampled, the higher confidence
in the calibraiton. Figure 4-9 shows the calibration process to be used on the UDP
camera sensor during ISS operations. The astronaut positions the calibration target in
specfic regions of the field of view, collecting a large number of data points for a complete

calibration.

Figure 4-9: The Camera Calibration Process Used for the UDP Camera

One particular nuance with the selected sensor is that the UDP camera employs a
rolling shutter, rather than a global shutter. The vast majority of embedded imagers utilize
rolling shutters on account of their small size, simplicity and capacity for high frame rates.
However, the CMOS sensor inside of a rolling shutter records the light exposure one row
at a time. For fast moving objects, this can introduce unwanted artifacts including wobble,
skew, smear, partial exposure and spatial and temporal aliasing. Global shutter addresses
these issues by recording every pixel in a frame simultaneously. However, these sensors,
which are typically CCDs, have an effective frame rate of about half that of rolling shutters

and are also significantly larger in size.
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The consequence of having a rolling shutter for camera calibration is shown graphically
in Figure 4-10. An ideal calibration will have small and near uniform error between the
set of images. This implies that each of the images provides independent information
that improves the overall calibration estimate. Instead, if the calibration target is moving
during image capture, the blurred checkerboard can lead to a poor and inconsistent intrinsic

solution.
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Figure 4-10: Uncorrected Mean Reprojection Error Anomalies Due to Rolling Shutter

After all samples of the calibration target are acquired, a least squares minimization is
applied to obtain a mean intrinsic solution. Using the estimated calibration parameters, the
reprojection error is calculated as the square of the Euclidian difference between an original
3D point (projected onto the image frame) and a triangulated estimate (reprojected onto
the image frame) using the calibration solution. Figure 4-10 motivates the need to discard
outliers on account of motion blur. When this is done, the range and variance of the intrinsic

camera matrix is greatly reduced (Figure 4-11).
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Figure 4-11: Corrected Mean Reprojection Error Anomalies of a Rolling Shutter
Camera

The SPHERES testbed is fortunate in that astronaut assistance is available for camera
calibration. Authentic spacecraft rendezvous scenarios must employ a different methodology
for camera calibration. Two approaches can be taken. Either calibration can be performed
once prior to launch, with the premise that launch vibrations and fluctuating thermal
conditions have a negligible effect on the intrinsic matrix. Alternatively, a novel on-orbit

calibration using stellar imagery or earth-originating targets could be used.

4.2.5 Camera Accuracy

The accuracy of the exterior orientation solution was judged experimentally on a high
precision optical table at the MIT Space Systems Laboratory. The results from this testing
indicate the expected accuracy and repeatability of the calibrated UDP sensor. This was
achieved by fixing the camera and fiducials at known relative locations (Figure 4-12) and
recording the estimated solution, using the unique calibration parameters for each camera.
The side-to-side and depth accuracies are shown in Figures 4-13, 4-14, 4-15 (this coordinate

frame is centered and oriented about the camera specifically).
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Figure 4-12: Optical Setup for Measuring Sensing Error
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Figure 4-13: Absolute Error in the X-Direction from 13.9 cm Range
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Figure 4-14: Absolute Error in the Y-Direction from 13.9 cm Range
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Figure 4-15: Absolute Depth Error in the Z-Direction from 13.9 cm Range
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The critical insight is that these figures show absolute error at a given distance. This
relative sensing error is attributed to an imperfect calibration. As the range to the target is
reduced, the size of the fiducials in the image plane increases, effectively reducing observed
absolute error. For a docking and servicing application, this is preferred because high
precision sensing is only necessary at the closest ranges. It was shown through repeated
testing that the error variance of a specific serial number was below the quantization error
in the solution. Absolute quaternion accuracies of approximately 1 degree were also shown

to be possible when the camera was properly calibrated.

4.2.6 Measurement Modeling

With the measurement technique sufficiently analyzcd and understood, measurements may
now be modeled accurately in simulation. This is necessary in order to observe realistic
performance of the two proposed state estimators in simulation, which can provide an
unambiguous truth state. The measurement inputs to the filter are the position and
quaternion of the target relative to the observer’s camera frame. The observer is assumed
to be inertially still and has the role of identifying and tracking the tumbling spacecraft

prior to docking.

Vi = - (4.5)

As described in Section 4.4.1, the raw quaternion measurements are immediately converted
into Modified Rodrigues Parameters for mathematical convenience. It is important to note
that these measurement are always defined from one frame to another. Typically, the raw
output measurements of the exterior orientation solution are defined as the translation and
rotation from the target reference frame to the camera reference frame (Equation 4.2).
In the scope of this chapter, the measurements obtained are defined as the displacement
from the observer to the target and the quaternion transform from the target frame to the
observer’s frame. This definition is maintained in order to keep the actual C code easier

follow.
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Random Measurement Noise Modeling

Three families of measurement noise have been implemented in order to achieve the most
realistic performance of the filters. First, the traditional random noise has been included
in the measurements. However, the noise on the measurements has been modeled as
nonlinear/non-Gaussian. Due to non-linearities in both the dynamics and the measurements
it will be shown that the Multiplicative Extended Kalman Filter (MEKF) will not be an
unbiased estimator for this problem.

The derivation for the nonlinear noise measurements begins with assumption that the
positions of the fiducial markers on the image plane suffer from small Gaussian noise
perturbations. That is, the true pixel position of the concentric circles can be distributed
normally with some variance that is a function of the atmospheric lighting, image blur,
software thresholding and CMOS noise. However, we can conclude that there is a nonlinear
transform from pixel noise to quaternion measurement noise in two of the three axes.

Figure 4-16 depicts the noise resulting from the twist case. w represents the pixel noise
error which is applied in the image plane around the first Euler angle (x-axis twist). Using

small angle approximations, the transformed noise in the first Euler angle (¢) is

fp = sin~!

(4.6)

s
A
ale

Where d has been defined to be the distance between the center of the concentric circle
(black dot) and the center of the fiducial plane. This is a linear transform to the first Euler

angle.

|\

Figure 4-16: This graphic shows higher measurement sensitivity (lower noise) for an
x-axis twist (blue is the image plane).
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However, the two tilt degrees of freedom are much more sensitive to Euler angle noise.
Although the pixel noise is the same, Figure 4-17 shows that the same pixel noise w results
in a larger angle noise in the second and third Euler angles. A small angle approximation

provides the following relation.

d—w w
CcOs H‘w = T =1- E (47)
2 ’
cosfl, =~1— %"- =1- % (4.8)
2w
3%«. Yy = 7 (49)
N
d
: 9W ~
[g >
w

Figure 4-17: This graphic shows lower measurement sensitivity (higher noise) for a
y- or z-axis tilt (blue is the image plane).

Since the relation w/d is smaller than 1. it is clear that the measurement noise on the
second (and third) Euler angles are subject to a nonlinear amplifying transform. After the
Euler angle noise has been generated, it is further transformed into an error quaternion as
derived in Appendix A.1.1. This error quaternion is added to the measurement according

to the multiplicative outer product.

Qmeas(k) =0qy ® qtruth(k) {4'10)

Thus, in modeling R within the filters, we have weighted the measurement states

according to a variable n? which is a measure of the confidence of the measurement. In
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the hardware implementation, this is an output of the iterative solution to the exterior

orientation problem and is an input for every filter step.

Type I Errors

In probability theory, Type I errors (or false positives) can lead to a large divergence of
the measurement state. In the scope of this analysis, it is conceivable (in fact, occasionally
expected) that the camera tracking algorithm falsely identifies a blob as a fiducial marker.
This can result in a measurement that may be significantly offset from the current state
estimate. In the simulation, this has been emulated by increasing the variance of the discrete
random noise by a factor of 5 approximately 5% of the time.

Although the filters presented herein do not actively perform outlier rejection, I chose

to model this in the system in order to make conclusions on the robustness of the filter.

Figure 4-18: Examples of a False Negative Measurement (left) and a False Positive
Measurement (right).

Type II Errors

In probability theory, Type II errors (or false negatives) arise when a measurement exists
but the algorithm chooses not to use it. In the scope of this problem, it is concievable
that a measurement may not be acquired every time step. This can be caused by camera
disturbances, motion blur, or external objects obscuring the markers. As a result, the filter
propagates for longer time periods between measurements. This has been implemented
in the simulation by dropping measurements approximately 5% of the time to get a more

realistic performance from the filters.
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4.3 Dynamics

A high level concept of operations that the estimation filters enable is shown in Figure 4-19.
In this scenario, the target SPHERES B is in a stabilized spin about the camera axis so the

fiducials are always in sight by SPHERES A.

J‘Liﬂx‘-ﬁ

Figure 4-19: [Animation] The Proposed Concept of Operations for Relative Pose
Estimation.

The state of a spacecraft in inertial space can be represented as a 13 element state
vector consisting of position, velocity, attitude and rotation rate elements. For a six degree-
of-freedom spacecraft, this representation is sufficient to model trajectories, disturbances,
and control inputs without any ambiguity. In the scope of the chapter presented herein, the
state to be estimated is a relative state. The position, velocity, attitude and rotation rates
are defined relative to an inertially fixed observer.

Thus, r is the x,y,z displacement vector from the observer to the target. v is the x,y.z
velocty of the target relative to the observer. q is a quaternion transform that relates the
orientation of the targets’s frame to the observer’s frame. The definition of a quaternion is
reviewed in Appendix A.1.1. w defines the body-fixed rotation rates of the target relative

to the inertial observer. The assembled state vector to be estimated is collected as x.
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r=[rs ry 77 (4.11)

v=[v, v, v’ (4.12)
q=[n @ q q" (4.13)
w=lwe wy w]” (4.14)
x=[r v q o (4.15)

The second order dynamics can be rewritten as a set of first order differential equations.
The continuous time, stochastic, nonlinear dynamics are collected as follows. The process
noise (W, and W) enter as acceleration inputs on v and w. Although the forces and
torques from the spacecraft thrusters are included in the continuous time dynamics, they
are dropped to 0 in the scope of this project (no feed-forward estimation). Thus, we describe

the free floating nonlinear dynamics of a tumbling spacecraft as [30] [31]

P=v (4.16)

v = %(WV +Fr) (4.17)
1 1w

= 2Q(w)q = = .

a=32a=3|"] e (4.18)

w=JYwxJuw+ W, +FRg) (4.19)

Where we have defined J as the moment of inertia tensor along the geometric axes of

the SPHERES. The definition of the inertia tensor is covered in Appendix A.1.2.

I=| I, I, -1, (4.20)
_Izz _Izy Izz

For convenience, we have introduced the outer-product matrix for quaternion kinematics

as
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au = | 0 T (4.21)
—w92 w1 0 w3

—w; —w2 —w3 O

We note that this definition is the conjugate of the common form. This is on account
of the convention (specific to this thesis) that the quatcrion kinematics propagate the
quaternion from the target frame to the inertially fixed observer’s frame. This is the
measurement returned by the Exterior Orientation problem (Equation 4.2). In addition, the

cross product matrix [wX] condenses the notation for subsequent state space representations.

0 —Ww3 w9
[UJX] = w3 0 —w1 (422)
—W9 wi 0

4.3.1 Process Noise Modeling

The process noise enters the dynamics in the linear and angular rotational acceleration
equations. W, and W, are the disturbance accelerations that are applied to both free
floating spacecraft. Since the state vector being modeled ‘is a relative state, the process
noise can be grouped onto the target spacecraft in the scope of relative estimation.

The process noise has been modeled as Gaussian white noise. For an orbiting spacecraft
it can include micro-forces such as solar pressure, gravity gradients and atmospheric drag.
However, in the instantiation of this estimation problem (i.e. SPHERES inside of the
International Space Stat