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Abstract

Thermoelectric (TE) materials, which can convert unused waste heat into useful electricity or vice versa, could play an important role in solving the current global energy challenge of providing sustainable and clean energy. Nevertheless, thermoelectrics have long been too inefficient to be utilized due to the relatively low energy conversion efficiency of present thermoelectrics. One way to obtain improved efficiency is to optimize the so-called TE figure of merit, $ZT = S^2\sigma/\kappa$, which is determined by the transport properties of the active layer material.

To this end, higher-efficiency thermoelectrics will be enabled by a deep understanding of the key TE properties, such as thermal and charge transport and the impact of structural and chemical changes on these properties, in turn providing new design strategies for improved performance.

To discover new classes of thermoelectric materials, computational materials design is applied to the field of thermoelectrics. This thesis presents a theoretical investigation of the influence of chemical modifications on thermal and charge transport in carbon-based materials (e.g., graphene and crystalline C$_{60}$), with the goal of providing insight into design rules for efficient carbon-based thermoelectric materials. We carried out a detailed atomistic study of thermal and charge transport in carbon-based materials using several theoretical and computational approaches – equilibrium molecular dynamics (EMD), lattice dynamics (LD), density functional theory (DFT), and the semi-classical Boltzmann theory.

We first investigated thermal transport in graphene with atomic-scale classical simulations, which has been shown that the use of two-dimensional (2D) periodic patterns on graphene substantially reduces the room-temperature thermal conductivity compared to that of the pristine monolayer. This reduction is shown to be due to a combination of boundary effects induced from the sharp interface between sp$^2$ and sp$^3$ carbon as well as clamping effects induced from the
additional mass and steric packing of the functional groups. Using lattice dynamics calculations, we elucidate the correlation between this large reduction in thermal conductivity and the dynamical properties of the main heat carrying phonon modes.

We have also explored an understanding of the impact of chemical functionalization on charge transport in graphene. Using quantum mechanical calculations, we predict that suitable chemical functionalization of graphene can enhance the room-temperature power factor of a factor of two compared to pristine graphene. Based on the understanding on both transport studies we have gained here, we propose the possibility of highly efficient graphene-based thermoelectric materials, reaching a maximum $ZT \sim 3$ at room temperature. We showed here that it is possible to independently control charge transport and thermal transport of graphene, achieving reduced thermal conductivity and enhanced power factor simultaneously. In addition, we discuss here the broader potential and understanding of the key thermoelectric properties in 2D materials, which could provide new design strategies for high efficient TE materials.

Transport properties of crystalline C$_{60}$ are investigated, and the results demonstrate that these properties can be broadly modified with metal atom intercalation in crystalline C$_{60}$. In contrast to the case of graphene, where chemical modifications induce structural changes in graphene lattice (from $sp^2$ C to $sp^3$ C), intercalating metal atoms only modify van der Waals interactions between C$_{60}$ molecules, but still having a huge impact on both thermal and charge transport. Taken both transport studies together, we suggest that the metal atom intercalation in crystalline C$_{60}$ could be a highly appealing approach to improve both transports in solid C$_{60}$, and with appropriate optimization of TE figure of merit, $ZT$ value as large as 1 at room-temperature can be achieved.

This dissertation consists of five chapters. Chapter 1 contains a brief review of thermoelectric materials. Chapter 2 introduces the theoretical approaches for computing both thermal (with molecular dynamics and lattice dynamics) and charge transport (with density functional theory and semi-classical Boltzmann approach) in materials. In Chapter 3, our study of thermal transport in functionalized graphene is presented. Chapter 4 describes our results on charge carrier transport in functionalized graphene. Combining these two works, we predict the full $ZT$ values of functionalized graphene. Chapter 5 describes how to optimize $ZT$ value in metal atom intercalated crystalline C$_{60}$.
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Chapter 1

Introduction

1.1. Review of Thermoelectrics

Thermoelectric (TE) materials, which can convert waste heat into useful electricity or vice versa, could play an important role in solving the current global energy challenge to develop alternative energy technologies that reduce our dependence on fossil fuels and to provide sustainable and clean energy. They are appealing for current energy conversion devices such as air conditioners, refrigerators, heat pumps, heat exchangers, and turbine engines. This is due to the fact that the TE power generator and Peltier cooler have no moving parts, making them simpler and cleaner, whereas conventional devices employ a working fluid such as the steam in heat engines or chlorofluorocarbons (Freon). Owing to that, they are silent, scalable and reliable, making them applicable for small size devices such as power generators in satellites and spaceships or car seat cooler/heaters.

Although thermoelectric devices are becoming more prominent with the effort to utilize waste heat recovery techniques, solid-state thermoelectric power generation is not widely utilized owing to its relatively low energy conversion efficiency compared to conventional devices. The efficiency of TE materials in power generation is characterized as
where \( T_H \) is the temperature of the hot side and \( T_C \) is the temperature of the cold side. \( ZT \) is the materials' dimensionless figure of merit:

\[
ZT = \frac{S^2 \sigma T}{\kappa},
\]

where \( S \) is the Seebeck coefficient, \( \sigma \) the electrical conductivity, \( \kappa \) the thermal conductivity, and \( T \) the temperature, respectively. Consequently, a significant \( \Delta T \) and high \( ZT \) value are required to generate sufficient electrical energy. Current thermoelectric research has concentrating on the optimization of three conflicting transport coefficients \( (S, \sigma, \kappa) \). In order to maximize the \( ZT \) value of a material, a high \( S \), high \( \sigma \), and low \( \kappa \) are required. The difficulty in optimizing three interdependent transport properties has limited the room temperature \( ZT \) of bulk materials, such as \( \text{Bi}_2\text{Te}_3 \), \( \text{PbTe} \), and \( \text{SiGe alloy} \), to a value of around 1 for the past five decades.

![Figure 1.1](image.png)

**Figure 1.1 | Thermoelectric device efficiency.** Efficiency of ‘best practice’ mechanical heat engines and thermoelectric energy conversion efficiency as a function of \( ZT \) at the setting of \( T_C = 300\,\text{K} \). Figure taken from Vining C. B. *et al.*, *Nat. Mater.* 8, 83-85 (2009).
Figure 1.1 shows the estimated thermoelectric device efficiency as a function of temperature of heat source and ZT value. Using materials with a ZT of 1, the efficiency of TE generator is limited to around 1/6 of the maximum possible Carnot efficiency. To compete with traditional mechanical energy conversion system, an efficiency of around 20-30% is needed, requiring ZT values of 2-3. For example, a TE device with ZT = 3 operating between 303 and 773 K yields approximately 50% of the Carnot efficiency.\(^2\) In order to realize the potential economic and environmental benefits of thermoelectrics, the development of new high-efficiency TE materials is needed.

There have been many efforts to enhance ZT, for example by introducing impurity states in bulk materials,\(^3,4\) reducing the dimensionality,\(^5-8\) or using complex bulk materials.\(^9-11\) Among the various routes to improve upon current TE efficiencies, the more recent use of nano-structured materials, such as superlattices, quantum wires and quantum dots,\(^6,12-14\) offers a new strategy to improve thermoelectric performance by allowing for independent control over the manipulation of electronic and thermal transport. Here, we focus on nano-structured TE materials, understanding the enhanced TE properties of nanostructured materials and showing their current limitations. Finally, based on this understanding, we propose a new direction to design nanostructured TE materials with high ZT values.

### 1.2. Principles of Operation

#### 1.2.1. Thermoelectric Power Generation

Thermoelectric power generation devices are based on the Seebeck effect, which is the conversion of temperature differences to electric voltage. When a temperature gradient is applied across a TE material, mobile charge carriers (electrons or holes) diffuse from the hot
side of material to the cold side because charge carriers at the hot side have more thermal energy than carriers at the cold side. The building up of charge carriers at the cold side produces an electric field, which in turn opposes the diffusion. Equilibrium is reached when the material is in an open circuit, and the result is that an electrochemical potential is generated in response to the temperature gradient. This potential is known as the Seebeck voltage, and the amount of voltage generated per unit temperature gradient is called the Seebeck coefficient. This basic principle of TE power generation is shown in Figure 1.2b.

Figure 1.2 | Thermoelectric device. (a) TE module (b) shows the direction of charge flow. Figure taken from Snyder G. J. et al., Nat. Mater. 105-114 (2008).}

Figure 1.2a shows a typical thermoelectric device, which contains many thermoelectric modules (shown in Figure 1.2b), consisting of n-type and p-type thermoelectric materials. These two elements are wired electrically in series and thermally in parallel. For power generation applications, a temperature gradient is applied across the length of the modules, and
modules are connected to a circuit.

1.2.2. Thermoelectric Cooling

Thermoelectric materials can also be used as solid-state refrigerators by taking advantage of the Peltier effect, which creates a heat flux between two dissimilar materials by driving a current in a circuit. When current is applied through the device, heat flows from one side to the other, cooling the one side, while heating the other side.

1.3. Materials Requirements

1.3.1. Efficient Thermoelectric Materials

Materials with high electrical conductivity, high Seebeck coefficient, and low thermal conductivity are required for high efficiency TE devices.

Power Factor ($S^2\sigma$): A large Seebeck coefficient is obtained in low carrier concentration semiconductors or insulators, while a high electrical conductivity is found in high carrier concentration metals, as can be seen by examining the following relations:

$$S = \frac{8\pi^2 k_B^2 m^* T}{3e h^2} \left( \frac{\pi}{3n} \right)^{2/3}$$  \hspace{1cm} (1.2)

$$\sigma = ne\mu$$  \hspace{1cm} (1.3)

where $k_B$ is the Boltzmann constant, $e$ is the carrier charge, $h$ is Plank’s constant, $m^*$ is the effective mass of the charge carrier, $n$ is the carrier concentration, and $\mu$ is the carrier mobility.

By combining these two expressions, one finds that the power factor value can have a maximum typically somewhere between the carrier concentrations of semiconductors and those of metals. Typically, heavily doped semiconductors with carrier concentrations of $10^{19}$-
$10^{21}$ /cm$^3$ are considered to be good candidate TE materials. For the Seebeck coefficient, a single type of charge carrier is required because mixed carrier types (n-type/p-type) would provide the opposite Seebeck effect, leading to a low overall Seebeck coefficient. As such, appropriate doping and band gaps that separate n-type and p-type are important, and high power factor TE materials are often heavily doped semiconductors with energy gaps less than around 1eV.

**Thermal Conductivity ($\kappa$):** For high ZT values, a low thermal conductivity is needed. The thermal conductivity of a material consists of two contributions: $\kappa_l$ and $\kappa_e$, resulting from phonons and heat carrying charge carriers, respectively. According to Wiedemann-Franz law ($\kappa_e = L\sigma T$, where L is the Lorenz number), $\kappa_e$ is proportional to $\sigma$, and thus reducing the electronic thermal conductivity would also reduce the electrical conductivity and is not a good way to enhance ZT. In contrast, the lattice thermal conductivity is not influenced (directly) by the electronic structure, so that reducing $\kappa_l$ is an appealing route to achieve high improvements in ZT.

![Figure 1.3](image.png)

**Figure 1.3 | Normalized thermoelectric properties and ZT versus doping concentration at 300 K for n-type Si$_{80}$Ge$_{20}$**. Curves are calculated from a numerical model. In the figure, $\kappa$ refers to thermal conductivity, $S$ refers to the Seebeck coefficient, and $\sigma$ refers to the electrical conductivity. Figure taken from Minnich, A. J. *et al.*, *Energy & Environmental Science* 2, 466-479 (2009).
Examples of good thermoelectric materials are Bi$_2$Te$_3$, PbTe, and SiGe alloys at room, moderate, and high temperatures, respectively. However, further improvements are challenging because optimizing all thermoelectric parameters (S, σ, and κ) together is difficult because these transport properties are interdependent (see Figure 1.3 for the case of SiGe). For example, in order to obtain high electrical conductivity, we would like to increase the carrier concentration; however this in turn would decrease Seebeck coefficient as well as increase the electronic thermal conductivity. As a consequence, increasing carrier concentration does not lead to a net enhancement in ZT. These conflicting trends are the reason why the maximum in ZT for bulk thermoelectric materials has remained for the past five decades — until very recently — around 1.

1.3.2. Strategies for Improving Efficiency

There have been many efforts to enhance the TE efficiency. Here, we introduce two main strategies that exhibit tremendous advances in current thermoelectric materials.

**Phonon Glass Electron Crystal (PGEC) Approach:** In 1994, G.A. Slack proposed a “phonon glass electron crystal” approach,$^{16}$ which suggests that an ideal thermoelectric material should be the combination of glass-like low thermal conductivity and crystal-like electronic transport. This approach leads to the idea of complex bulk thermoelectric materials such as skutterudites$^{17}$ and clathrates.$^{11}$ Generally, these materials have a large amount of voids (vacancies) filled with heavy element atoms (often referred to as “rattler” atoms). The rattler atoms vibrate at low frequencies and act as effective phonon scattering centers, leading to a significant reduction in thermal conductivity. These PGEC materials maintain their crystalline properties for the electrons, resulting in high electrical conductivities. Figure 1.4 shows an
example of a skutterudite compound, CoSb$_3$. Through this approach, ZT > 1 is obtained with filled skutterudites. For example, Ba$_{0.08}$La$_{0.05}$Yb$_{0.04}$Co$_4$Sb$_{12}$ has achieved a ZT of 1.7 at 850K.$^{18}$

Figure 1.4 | Crystal structure of CoSb$_3$, which contains large void spaces shown in blue. Figure taken from Snyder G. J. et al., Nat. Mater. 7, 105-114 (2008).

**Nanostructuring of Thermoelectric Materials:** The idea of taking advantage of nanostructuring to enhance ZT was first introduced by Hicks and Dresselhaus in 1993.$^{19}$ The introduction of nanostructures in TE materials, such as superlattices, quantum wires and quantum dots,$^{6,20,21}$ can improve thermoelectric performance by manipulating the electronic and thermal transport separately. The thermal conductivity can be significantly reduced through nanostructuring of materials, which increases phonon scattering, without degrading the electron transport. Because the electron mean free path (MFP) is much shorter than that of phonons in typical semiconductors, in nanostructured materials the phonons with large MFP can be effectively scattered by a high density of interfaces, while preserving carrier mobility and electronic conduction.
In addition, reducing a material's dimensionality can introduce a sharp peak in the density of states (DOS) near the Fermi level due to quantum confinement (Figure 1.5), which may improve the thermoelectric efficiency by enhancing the Seebeck coefficient according to theoretical considerations by Mahan and Sofo, who predicted that a sharp increase in the DOS would improve Seebeck coefficient. In nanostructured materials, the Seebeck coefficient and electrical conductivity can be decoupled and tuned independently. Thus, high ZT values (around 2) have been reported in nanostructured TE materials (Figure 1.6).

Figure 1.5 | Electronic density of states for a bulk 3D crystalline semiconductor, a 2D quantum well, a 1D nanowire or nanotube, and a 0D quantum dot. Figure taken from Dresselhaus, M. S. et al., Adv. Mater. 19, 1043-1053 (2007).

Figure 1.6 | Figure of merit of current state of the art thermoelectric materials versus temperature. The dashed lines show the maximum ZT values for bulk state of the art materials, and solid lines show recently reported ZT values of bulk nanostructured materials. Figure taken from Minnich, A. J. et al., Energy & Environmental Science 2, 466-479 (2009)
1.4. Current Thermoelectric Materials

Many different ZT enhancing strategies have shown the improvements in thermoelectric fields for the last 20 years. Most of current state-of-the-art TE materials are achieved through nanostructuring, and the highest ZT value yet reported is around 2 at 915 K with hierarchical PbTe. These TE materials are composed of heavy elements such as Pb, Bi, Te, Ge, Co, and Sb. Although TE materials with these elements exhibit high ZT values, these elements are expensive, scarce, and toxic. To satisfy industrial requirements, large-scale low cost, environmentally benign, non-toxic, and earth-abundant high performance TE materials are needed. Thus, we need to develop and discover new classes of TE materials with non-toxic, and earth-abundant elements such as C and Si. However, the ZT values of materials with these elements are so far less than other state-of-art TE materials. We can apply the same ZT enhancing strategies to these earth abundant materials to obtain high ZT values.

1.5. Carbon-based Materials as a Promising Thermoelectric Material

The need for new high-efficiency thermoelectrics has motivated researchers to discover and develop a range of new classes of thermoelectric materials. As we mentioned above, materials that are non-toxic, earth abundant, and exhibiting broad tunability of transport properties, are needed to exhibit improvements in the thermoelectric field.
In this respect, we suggest the potential of carbon-based nano-materials as a candidate for thermoelectric applications due to the wide range of possible bonding between C atoms in carbon-based materials (e.g., sp$^2$ hybridization, sp$^3$ hybridization, and van der Waals interactions), which could provide diverse structures ranging from sp$^3$-hybridized diamond to sp$^2$-hybridized graphene. This diversity in structures generates a wide range of properties, particularly in transport. Among carbon-based materials, graphene, composed entirely of sp$^2$-bonded C, exhibits superior thermal and charge transport, whereas crystalline C$_{60}$, where both sp$^3$ hybridization and van der Waals interactions coexist, generates extremely low thermal and charge transport. Furthermore, given that C-C interactions determine transport in these materials, any chemical modifications to the C-C bonds will be expected to have a large impact on the resulting transport properties. For example, the highly delocalized electronic structure of sp$^2$-hybridized graphene can be widely modified with chemical functionalization,$^{24,25}$ introducing sp$^3$-C within graphene lattice, and accordingly leading to large modifications of charge carriers.
and phonon modes. In addition, van der Waals interactions play an important role in determining transport in carbon-based materials. In crystalline $\text{C}_{60}$, the modified van der Waals interactions give rise to a change in electronic structure, resulting in tunable charge transport.\textsuperscript{26,27} Here, van der Waals interactions are modified by intercalating metal atoms into crystalline $\text{C}_{60}$. Thus, further broadened transport properties are possible in carbon-based materials with chemical modifications, an appealing attribute when faced with such constrained optimization problems as in the case of thermoelectrics. In addition to these aspects of nanostructured carbon as a basis for thermoelectric materials, carbon-based materials offer a range of advantages including earth abundance, low cost, high thermal-stability, solution processability, potential for flexible substrates, and chemical tunability. To this end, carbon-based materials are excellent candidates for thermoelectric materials.

1.6. Thesis Objectives

In this dissertation, we consider the prospect of carbon-based nano-materials as efficient thermoelectrics. Among possible carbon-based materials, we investigated the transport properties in both graphene (Chapter 3 and 4) and crystalline $\text{C}_{60}$ (Chapter 5). These two carbon-based materials lie at the two extremes of the transport spectrum in carbon-based materials, where graphene exhibits superior transport in both fields, while crystalline $\text{C}_{60}$ shows poor thermal and charge transport. Indeed, both of these materials are not good thermoelectric materials by themselves (without any modifications). However, as has been shown possible for other materials such as silicon,\textsuperscript{8,21} we believe it is possible to tailor these two extremes of carbon-based materials such that they exhibit a high thermoelectric figure of merit.

The first goal of this thesis is to understand thermal and charge transport in these carbon-
based nano-materials, and to investigate the influence of chemical modifications (i.e., chemical functionalization for graphene, and intercalation of metal atoms for crystalline C_{60}) on the transport properties. This understanding is gained via both classical and quantum mechanical calculations, where the former is employed to calculate thermal transport properties, and the latter is employed for charge carrier transport studies. Combining both thermal and charge transport studies, we are able to predict ZT values for carbon-based materials. Next, based on these results, we optimize the thermoelectric figure of merit, identifying appropriate chemical functionalization and doping for graphene and crystalline C_{60}, respectively.
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Chapter 2

Theoretical Approaches

2.1. Introduction

The goal of this chapter is to review all computational methods that we used to understand thermal and charge carrier transport in the material. Recall that the thermoelectric figure of merit $ZT = \frac{S^2\sigma}{\kappa}T$ can be predicted with the three transport coefficients ($\sigma$, $S$, and $\kappa$), and we demonstrated how these three properties are calculated with atomic-scale computer simulations.

2.2. Thermal Transport

In general, there are two computational approaches to compute the thermal transport of materials. One is based on the Boltzmann transport equation (BTE), which requires parameters obtained from measurements. The other is based on the fluctuation-dissipation relation from linear response theory. For novel materials, measured parameters are not available, and accordingly the BTE cannot be used to compute thermal transport properties. In contrast, for molecular dynamics (MD) simulations, the only pre-required information to compute thermal transport coefficients is the interatomic interactions (force fields) for the system. It is not difficult to obtain high-quality force fields, which can be obtained from ab initio calculations and related to the experimental measurements.

In this thesis, we used equilibrium molecular dynamics (EMD) simulations to predict the
thermal transport properties of novel carbon-based materials, allowing us to understand the
effects of various modifications on thermal transport in these materials. In order to analyze the
properties of the main heat carriers in materials and understand how they depend on structural
or chemical modifications (e.g., chemical functionalization, introduction of defects and
intercalation of metal atoms), we carried out a series of lattice dynamics calculations. We
compute the group velocities and lifetimes of each phonon mode in order to quantify their
contributions to the thermal conductivity.

2.2.1. Molecular Dynamics Simulations

The microscopic thermal conductivity ($\kappa$) of the material is defined from Fourier’s law of
heat flow under non-uniform temperature. $\kappa$ is defined as the ratio of the heat current ($J_q$) in
the direction of heat flow and the local temperature gradient ($\nabla T$) along that direction:

$$J_q = -\kappa \nabla T$$  \hspace{1cm} (2.1)

In MD simulations, a system at equilibrium within the microcanonical ensemble (constant
atom number, volume, and energy, or NVE) induces zero average heat flux. The lattice thermal
conductivity can be obtained from the fluctuations of the heat current, using the Einstein
relation, based on the fluctuation-dissipation theorem from linear response theory:

$$\kappa_\alpha = \frac{1}{k_BVT^2} \lim_{t\to\infty} \frac{1}{2t} < |R_\alpha(t) - R_\alpha(0)|^2 >$$  \hspace{1cm} (2.2)

where $k_B$ is the Boltzmann constant, $V$ the system volume and $T$ the temperature, respectively.
$< |R_\alpha(t) - R_\alpha(0)|^2 >$ is the mean square displacement of the integrated microscopic heat flux
along the $\alpha$ direction, and the microscopic heat flux can be written as:
\[ J_\alpha(r,t) = \frac{1}{V} \frac{dR_\alpha}{dt} = \frac{1}{V} \frac{d}{dt} \sum_r r_\alpha \varepsilon_{\alpha} \]  \hspace{1cm} (2.3)

where \( r_i \) is the position of atom \( i \), and the energy \( \varepsilon_{\alpha} \) can be expressed as:

\[ \varepsilon_{\alpha} = \frac{1}{2} m_i v_{\alpha}^2 + W_{\alpha} \]  \hspace{1cm} (2.4)

where \( v_{\alpha} \) and \( W_{\alpha} \) are the velocity and the local potential energy assigned to atom \( i \), respectively. For a many body interaction potential, such as the Tersoff potential \(^4\) and REBO potential \(^5\), the heat current can then be expressed as follows: \(^6\)

\[ J = \frac{1}{V} \left[ \sum_{i=1}^{N} \varepsilon_{i} v_{i} + \frac{1}{2} \sum_{i,j \neq j}^{N} (F_{ij} \cdot v_{i}) r_{ij} + \frac{1}{6} \sum_{i,j,k \neq j,k}^{N} (F_{ijk} \cdot v_{i})(r_{ij} + r_{ik}) \right] \]  \hspace{1cm} (2.5)

where \( F_{ij} \) and \( F_{ijk} \) are the two- and three-body forces. In this work, molecular dynamics was used to obtain the coordinates, velocities, and forces to compute the heat flux, employed within the LAMMPS package. \(^7\)

Note that the thermal conductivity calculated here does not include the electronic contribution. The contribution to the thermal conduction in the above formulation only comes from the atomic vibrations, and is referred to as the lattice thermal conductivity \( (\kappa_l) \). The electronic thermal conductivity is computed separately, as explained in section 2.3.2.

2.2.2. Lattice Dynamics Simulations

In a crystal, the potential energy for the ions using the harmonic approximation, which neglects all powers of displacements larger than or equal to 3, can be written as: \(^8\)

\[ \phi(r_1, \ldots r_N) = \phi_0 + \sum_{i \neq i'} \sum_{\alpha\beta} u_{\alpha}(i) \Phi_{\alpha\beta} \mu_{\beta}(i') \]  \hspace{1cm} (2.6)

where \( i(i') \) and \( \alpha(\beta) \) refer to the index of atom, unit cell and the cartesian component of its
displacement, respectively. The \(u(\mathbf{l})\) is the displacement vector from the equilibrium position, and the \(\Phi\) is the second derivative of the potential energy at the equilibrium position, called the force constant matrix:

\[
\Phi_{\alpha\beta} \left( \begin{array}{c} i' \\
 l' 
\end{array} \right) = \frac{\partial^2 \phi}{\partial u_\alpha(\mathbf{l}) \partial u_\beta(i'l')} \quad (2.7)
\]

From the derivation of the potential, we can compute the force on each site with \(F = -\frac{\partial \phi}{\partial u}\). The equation of motion for the \(i\)th atom in the \(l\)th unit cell is:

\[
-\sum_{\mathbf{l},\mathbf{l}'} \Phi_{\alpha\beta} \left( \begin{array}{c} i' \\
 l' 
\end{array} \right) u(i'l',t) = M_i \ddot{u}(i,l,t) \quad (2.8)
\]

where \(M_i\) is the mass of the \(i\)th atom. The solution for \(u(\mathbf{l},t)\) is a linear superposition of traveling harmonic waves with different wave vector \(\mathbf{q}\) and mode label \(v\):

\[
u(\mathbf{l},t) = \sum_{k,v} U(i,\mathbf{q},v) \exp(i\mathbf{q} \cdot r(i) - \omega(v,\mathbf{q})t) \quad (2.9)
\]

where \(r(\mathbf{l})\) is the position of the atom, and \(U\) is the displacement vector of the atom \(i\) in the reciprocal space. By substituting the Eq. 2.9 into the Eq. 2.8,

\[
M_i \omega^2 U(i,\mathbf{q},v) = \sum_{\mathbf{i}',\mathbf{q},v} \Phi_{\alpha\beta} \left( \begin{array}{c} i' \\
 0 
\end{array} \right) U(i',\mathbf{q},v) \exp(i\mathbf{q} \cdot |r(i'\mathbf{l}) - r(\mathbf{i}0)|) \quad (2.10)
\]

The equation of motion for a single solution can be expressed:

\[
\omega^2(\mathbf{q},v) e(\mathbf{q},v) = D(\mathbf{q}) \cdot e(\mathbf{q},v) \quad (2.11)
\]

where \(D\) is the dynamical matrix as the \(3n \times 3n\) matrix given by:

\[
D_{\alpha\beta}(i'i',\mathbf{q}) = \frac{1}{\sqrt{M_i M_j}} \sum_{\mathbf{l},\mathbf{l}'} \Phi_{\alpha\beta} \left( \begin{array}{c} i' \\
 0 
\end{array} \right) \exp(i\mathbf{q} \cdot |r(i'\mathbf{l}') - r(\mathbf{i}0)|) \quad (2.12)
\]

The only nontrivial solutions are obtained with \(\det(D(\mathbf{q}) - \omega^2 I) = 0\). For each \(\mathbf{q}\), there are \(3n\)
(n is the number of atoms in the unit cell) different solutions (branches) with eigenvalues \( \omega(q, \nu) \). The dependence of these eigenvalues on \( q \) is known as the dispersion relation. We compute and diagonalize the dynamical matrix (D) to obtain eigenvalues (phonon mode frequencies) and eigenvectors (phonon mode shape).

In our work, we have used lattice dynamics calculations to obtain the group velocities. The group velocities can be determined from the phonon dispersion around the \( \Gamma \) point of the Brillouin zone in a large supercell. We consider \( 0 \leq |\tilde{q}| \leq 0.002 \text{ Å}^{-1} \), where \( \tilde{q} \) is a phonon wave vector and is spaced by 0.0001 Å\(^{-1}\). Approximating the dispersion curves by a quadratic function, the group velocity is obtained from the slope at \( \tilde{q} = 0.002 \text{ Å}^{-1} \).

The phonon lifetime \( (\tau_i) \) is computed from the integral of the normalized autocorrelation function of the kinetic energy fluctuation of the eigenmodes\(^9\)

\[
\tau_i = \int_0^\infty \frac{\delta E_{i,k}(\tilde{q},t) \delta E_{i,k}(\tilde{q},0)}{\delta E_{i,k}(\tilde{q},0) \delta E_{i,k}(\tilde{q},0)} \, dt
\]

(2.13)

where

\[
E_{i,k}(\tilde{q},t) = \frac{A_i^* A_k}{2}
\]

(2.14)

\[
A_i(\tilde{q},t) = \sum_j \sqrt{M_j} e^{-\tilde{q} \cdot \rho_j} \mathbf{e}_i(\tilde{q}) \cdot u_j(t)
\]

(2.15)

By projecting the atomic trajectories generated by MD simulations on the normal mode coordinates, we obtain a time history of the normal mode amplitudes \( A_i(\tilde{q},t) \), which gives the mode kinetic energy, \( E_{i,k} \). Here, \( M_j \) is the mass of the \( j \)-th atom, \( r_{j,0} \) the equilibrium position, and \( u_j \) the relative displacement from its equilibrium position in our MD trajectories, respectively. \( \mathbf{e}_i \) is an eigenvector obtained from lattice dynamics calculation.

The contribution to \( \kappa \) from the \( i \)-th phonon mode \( (\kappa_i) \) is expressed in terms of group velocities
\( v_i \) and lifetimes \( \tau_i \), using the single mode relaxation time approximation of the Boltzmann transport equation\(^{10}\)

\[
\kappa_i(\bar{q}) = C_i(\bar{q}) v_i^2(\bar{q}) \tau_i(\bar{q})
\]  

(2.16)

Here \( C_i \) is the specific heat per unit volume of the \( i \)-th phonon mode from the Bose-Einstein statistics,

\[
C_i(\bar{q}) = \frac{1}{V} \frac{k_b x^2}{(e^x - 1)^2} e^x
\]  

(2.17)

where \( x = \hbar \omega_i(\bar{q}) / k_b T \), and \( \omega_i(\bar{q}) \) is the phonon frequency.

2.3. Charge Carrier Transport

Electronic structure plays an important role in understanding properties of materials, in particular, their charge carrier transport properties. In this thesis, we employ first-principles atomistic calculations, within the framework of density functional theory (DFT), to obtain the electronic structure of the various materials considered. In addition, by employing semi-classical Boltzmann transport theory, we calculated the transport coefficients (\( \sigma \), \( S \) and \( \kappa_r \)), which are needed to predict the full thermoelectric figure of merit \( ZT \).

2.3.1. Density Functional Theory

Density functional theory is based on universal quantum mechanical principles, and broadly speaking is an approach to reduce the intractable Schrödinger equation, governing \( 10^{23} \) electrons, to a single-particle effective theory. DFT enables the accurate prediction of a wide range of materials properties (\( e.g. \), electronic, structural, mechanical, spectroscopic and magnetic) in many-body systems. DFT is founded on the Hohenberg-Kohn theorem.\(^{11}\) This
theorem states that many-body interactions can be described by a unique ground state electron density, $n(r)$, of a system, which in turn can determine all quantities of interest in the ground state, including the total energy. Accordingly, the kinetic and Coulomb energies of a system are functionals, i.e., functions of another function, $E[n(r)]$ of the charge density $n(r)$. On this basis, the ground-state energy for the electronic system can be derived by minimizing the energy functional $E[n(r)]$. However, the functional is unknown, and approximate forms need to be employed in DFT. Kohn and Sham (KS)\textsuperscript{12} introduced the Schrödinger equation of a fictitious non-interacting system of $N$ electrons that generate the same ground-state density as the system of interacting $N$ electrons, and this KS equation is:

$$
\left(-\frac{\hbar^2}{2m}\nabla^2 + v_{\text{ext}}(r) + v_H|n(r)| + v_{\text{xc}}|n(r)|\right)\phi_{nk} = \epsilon_{nk}\phi_{nk}
$$

This KS Hamiltonian is given by the sum of the kinetic energy $-\frac{\hbar^2}{2m}\nabla^2$, the external potential $v_{\text{ext}}$ from the nuclei, the Hartree potential $v_H$ for the repulsive interaction of the electron, and the exchange correlation potential $v_{\text{xc}}$ including all electron-electron interaction beyond the Hartree term. The $\phi_{nk}$ are KS orbitals, the $\epsilon_{nk}$ are KS eigenvalues, the $n$ and $k$ are a band index and a vector in the brillouin zone in the case of using a plane wave basis set. Since the exchange correlation potential is also unknown, a large number of possible approximations are developed for $E_{\text{xc}}$. Two most common local forms of $v_{\text{xc}}$ are the Local Density Approximation (LDA) and Generalized Gradient Approximation (GGA). These approximations can produce highly accurate ground state energies and related properties in materials. In this thesis, DFT is performed using the plane-wave basis VASP code.\textsuperscript{13}

### 2.3.2. Boltzmann Transport Theory
For general particle transport in semiconductors, the appropriate formalism to use is the Boltzmann transport equation (BTE). Applying this equation, transport properties, particularly thermoelectric properties, are calculated from the electronic structure calculated from DFT.

The Boltzmann transport equation (BTE) describes the statistical behavior of a system, which is not in thermodynamic equilibrium, by following the time evolution of the electron distribution function $f_i(\mathbf{r}, \mathbf{k}, t)$. The $f_i(\mathbf{r}, \mathbf{k}, t)$ is the probability of having an electron at position $\mathbf{r}$ at a given time $t$ with wave vector $\mathbf{k}$, and we would obtain the total number of electrons by integrating this distribution function. Once $f_i(\mathbf{r}, \mathbf{k}, t)$ is determined, all other properties of the system can be computed, which is why BTE is considered a fundamental description of a physical system. The time variation of this distribution is due to three effects: diffusion, drift and scattering. Diffusion is caused by any gradient in the electron concentration, and drift is caused by an external field. The time evolution of the distribution function is given by the Boltzmann transport equation:

$$
\frac{\partial f_i(\mathbf{k})}{\partial t} = \left(\frac{\partial f_i(\mathbf{k})}{\partial t}\right)_{\text{diffusion}} + \left(\frac{\partial f_i(\mathbf{k})}{\partial t}\right)_{\text{drift}} + \left(\frac{\partial f_i(\mathbf{k})}{\partial t}\right)_{\text{scattering}}
$$

where $i$ is the band index, and $\mathbf{r}$ is omitted for simplicity. It is difficult to solve Eq. 2.19 since it is an integro-differential equation. Within the scope of this thesis, we applied the relaxation-time approximation (RTA), assuming the scattering term as:

$$
\left(\frac{\partial f_i(\mathbf{k})}{\partial t}\right)_{\text{scattering}} = \frac{f_i(\mathbf{k}) - f_i^0(\mathbf{k})}{\tau_i(\mathbf{k})}
$$

where $f_i^0(\mathbf{k})$ is the equilibrium distribution function.

33
where $f_i(\tilde{k})$ is the local concentration of electrons in the state $(i,\tilde{k})$, which is assumed to deviate not far from the equilibrium distribution, and $f_i^0(\tilde{k})$ is the equilibrium distribution given by the Fermi-Dirac function. $\tau_i(\tilde{k})$ is the carrier’s relaxation-time from $f_i(\tilde{k})$ to $f_i^0(\tilde{k})$ when the external field is removed.

Under the steady state condition, the right side of Boltzmann’s transport equation becomes zero. When considering only a weak external DC electric field, the diffusion term can be neglected, and the drift term becomes

$$ \left( \frac{\partial f_i(\tilde{k})}{\partial t} \right)_{\text{drift}} = -\hat{k} \frac{\partial f_i(\tilde{k})}{\partial \tilde{k}} = \frac{e}{\hbar} \bar{E} \cdot \nabla_{\tilde{k}} f_i(\vec{r},\tilde{k},t) $$

(2.21)

Then Eq. 2.19 becomes

$$ -\frac{e}{\hbar} \bar{E} \cdot \nabla_{\tilde{k}} f_i(\tilde{k}) = \left[ \frac{\partial f_i(\tilde{k})}{\partial t} \right]_{\text{scatter}} $$

(2.22)

where $\bar{E}$ is the external electric field. Substituting Eq. 2.20 into Eq.2.21, and neglecting the second-order term, the electron distribution is given as:

$$ f_i(\tilde{k}) = f_i^0(\tilde{k}) - e\tau_i(\tilde{k}) \left( -\frac{\partial f_i^0(\tilde{k})}{\partial \epsilon_i(\tilde{k})} \right) \bar{E} \cdot \vec{v}_k $$

(2.23)

2.3.3. Semi-classical Theory – Transport Coefficients

The goal of our work is to calculate macroscopic quantities, such as electrical and thermal conductivity, and we need to determine how to relate $f_i(\vec{r},\tilde{k},t)$ to these quantities. Here, we can apply the microscopic and macroscopic Ohm’s law, which relate the current density to the applied electric field and temperature gradient. The number of electrons per unit volume in the
volume element \( d\k \) is \( f_i(\k) d\k/4\pi^3 \), and according to the microscopic Ohm’s law the current density \( \mathbf{j} \) in a band \( i \) is given as:

\[
\mathbf{j} = -e \sum_i \int \frac{d\k}{4\pi^3} v(\k) f_i(\k) \quad (2.24)
\]

In addition, the thermal current density \( \mathbf{j}^\theta \) is given as:

\[
\mathbf{j}^\theta = \sum_i \int \frac{d\k}{4\pi^3} [\epsilon_i(\k) - \mu \nu_i(\k)] f_i(\k) \quad (2.25)
\]

The distribution function \( f_i(\k) \) in the presence of a uniform static electric field and temperature gradient can be written as:

\[
f(\k) = f^0(\k) + \tau(\epsilon(\k)) \left( -\frac{\partial f^0}{\partial \epsilon} \right) v(\k) \left[ -e \hat{E} + \frac{\epsilon(\k) - \mu}{T} (\nabla T) \right] \quad (2.26)
\]

According to the macroscopic version of Ohm’s law, the current density \( \mathbf{j} \) and thermal current density \( \mathbf{j}^\theta \) are given as:

\[
\mathbf{j} = L^1 \hat{E} + L^2 (\nabla T) \\
\mathbf{j}^\theta = L^1 \hat{E} + L^2 (\nabla T) \quad (2.27)
\]

With the above distribution function (Eq.2.26), the matrices \( L^\alpha \) are defined in terms of the transport coefficient function \( L^{(\alpha)} \):

\[
L^{(\alpha)} = e^2 \int \frac{d\k}{4\pi^3} \left( -\frac{\partial f^0}{\partial \epsilon} \right) \tau(\epsilon(\k)) v(\k) v(\k) |\epsilon(\k) - \mu|^{\alpha} \quad (2.28)
\]

\[
L^1 = L^{(0)} \\
L^{21} = TL^{12} = -\frac{1}{e} L^{(1)} \\
L^{22} = \frac{1}{e^2T} L^{(2)}
\]
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where $e$ is the electronic charge, $\tau(\varepsilon(\vec{k}))$ the energy-dependent relaxation time, $v(\vec{k}) = (1/\hbar) \nabla_{\vec{k}} \varepsilon(\vec{k})$ the group velocity in the $n$th band at $\vec{k}$, $\varepsilon(\vec{k})$ the energy eigenvalues obtained from DFT, $\mu$ the chemical potential, and $f^0$ the Fermi-Dirac function at a given temperature $T$.

We can identify the electrical conductivity ($\sigma$), the Seebeck coefficient ($S$), and the electronic thermal conductivity ($\kappa_e$) as:

$$\sigma = L^{11} = L^{(0)}$$
$$S = -\frac{d\bar{E}}{dT} = -\frac{d\bar{E}}{dT} \frac{dx}{dx} = L^{12} = -\frac{1}{eT} (L^{(0)})^{-1} L^{(1)}$$
$$\kappa_e = L^{22} - \frac{L^{21} L^{12}}{L^{11}} = \frac{1}{e^2 T} (L^{(2)} - L^{(1)} (L^{(0)})^{-1} L^{(1)})$$

In this thesis, we employed a rigid band model, which assumes that electronic band structure is not affected by doping, and the above transport coefficients are calculated using the BoltzTrap package of Madsen and Singh.\(^16\)

2.3.4. Relaxation Time

In general, the relaxation time ($\tau$) is taken to be energy-independent, and obtained by fitting experimental values for pristine bulk materials even in the cases with structural and chemical modifications. However, in principle $\tau$ is a complex function of the electron energy, temperature, and atomic structure. Since the goal of our work is to determine the quantitative effects of various modifications of materials, we do not make the assumption of using a bulk $\tau$ for the nanostructured materials; rather, we calculated explicitly the relaxation time within Boltzmann transport theory in order to accurately predict thermoelectric properties.
The most important sources of scattering in typical semiconductor are the electron-phonon collisions and perturbing fields from ionized impurities. To obtain the scattering rates, the perturbing potential needs to be identified. Once the potential is known, the scattering rate $S(k,k')$ can be determined using Fermi's Golden Rule:

$$S(k,k') = \frac{2\pi}{\hbar} |H(k,k')|^2 \frac{\delta(E(k') - E(k))}{2\omega_q}$$

where $\phi_{sk}$ and $\phi_{sk'}$ are the wave functions before and after encountering the potential $U(r)$, respectively. $H(k,k')$ is the matrix element which couples those wave functions together.

When the scattering rate is known, the relaxation time can be computed from:

$$\frac{1}{\tau} = \sum_{k'} S(k,k')|1 - \cos \theta_{kk'}|$$

where $\theta_{kk'}$ is the scattering angle between $k$ and $k'$.

In this thesis, we model the intrinsic transport properties of carbon-based materials, and will only incorporate acoustic phonon scattering. Acoustic phonons change the local lattice constant, and this deviation from periodicity of the lattice can scatter electrons. Here, only longitudinal phonons can scatter electrons since only these modes can create volume changes in the lattice. The perturbing potential has a linear dependence on the relative volume change:

$$U_{ac} = D_{ac} \nabla \cdot \mathbf{u}$$

where $D_{ac}$ is defined as the deformation-potential coupling constant, and $\mathbf{u}$ is the displacement of the phonon. The scattering rate for quasielastic scattering on acoustic phonons:

$$S(k,k') = \frac{2\pi}{\hbar} \sum_q |H(k,k')|^2 [N_q \delta(E(k') - E(k) + \omega_q) + (N_q + 1)\delta(E(k') - E(k) - \omega_q)]$$
where $H(k,k')$ is the matrix element for scattering by acoustic phonons, $\omega_q$ is the acoustic phonon frequency expressed in terms of the sound velocity $v_{ph}$ ($\omega_q = v_{ph} |q|$), and $N_q$ is the equilibrium distribution of phonons given by the Bose-Einstein distribution function $N_q = \frac{1}{\exp(h\omega_q / k_BT) - 1}$. For isotropic scattering, the square of the electron-phonon coupling $|H(k,k')|^2$ can be expressed as $|H(k,k')|^2 = \frac{\hbar q}{2V\rho_m v_{ph}} D^2(\omega_q) N_q$, where $\rho_m$ is the mass density, and $V$ is the volume of the sample. For the temperature range we are interested in ($h\omega_q << k_BT$), $N_q \sim k_BT/\hbar\omega_q$ $>> 1$. The resulting relaxation time for acoustic phonons is given as:

$$\frac{1}{\tau} = \frac{\pi D^2(\omega_q) k_BT}{\hbar \rho_m v_{ph} D(E)}$$

(2.34)

This form highlights the proportionality of the scattering rate to the density of states $D(E)$.
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Chapter 3

Thermal Transport in Functionalized Graphene

3.1. Introduction to Thermal Transport in Functionalized Graphene

Graphene has attracted intense attention for both its superior carrier mobility at room temperature and unique zero-gap band structure, which leads to massless charge carriers.\textsuperscript{1,2} In addition to these remarkable electronic properties, there have been recent attempts to use graphene for thermoelectric (TE) applications\textsuperscript{3,4} due to its low dimensional structure and ambipolar nature, controlling the sign of the Seebeck coefficient (S) by changing the gate bias instead of doping. The efficiency of a TE material is determined by its figure of merit, $ZT = S^2 \sigma T / \kappa$, where $S$ is the Seebeck coefficient, $\sigma$ the electrical conductivity, $\kappa$ the thermal conductivity, and $T$ the temperature, respectively. For a pristine graphene monolayer the TE properties have been studied both theoretically\textsuperscript{5-7} and experimentally,\textsuperscript{8-10} with reported values for $S$ as high as 100 $\mu$V/K, suggesting the potential of graphene as a candidate material for TE applications. However, because of its extremely high $\kappa$,\textsuperscript{11-13} bare graphene is overall a highly inefficient TE material.\textsuperscript{8} Thus, in order to create an efficient $ZT$ material based on graphene, a significant reduction in the thermal conductivity is required.

One way to suppress the thermal conductivity of graphene, or nearly any material, would be to introduce point defects such as interstitials, vacancies or by alloying. However, if the goal is to
explore thermoelectric applications, one must balance reduced thermal conductivity against the need for a large power factor ($S^2\sigma$). Unlike a range of other promising classes of thermoelectric materials that utilize controlled defects (phonon-glass) as phonon scattering sites by taking advantage of inherent "electron-crystal" properties in the materials, including skutterudites and clathrates, the introduction of controlled "rattling structures" into a graphene sheet would pose an enormous synthesis challenge. The use of less controlled defects such as vacancies or substitutional impurities would of course lower the thermal conductivity but they would also lower the power factor by so much that such an approach is unlikely to be relevant to the case of graphene-based thermoelectrics. Introduction of isotope disorder and isotope patterns would be a method of reducing thermal conductivity of graphene without degrading electron transport; however, because of the relatively marginal thermal conductivity reduction, by only a factor of two, such approaches also have not led to significant increases in ZT.

Another way to suppress the thermal conductivity of a material is to reduce its dimensionality, e.g., by using quantum wires or superlattices. Recent theoretical studies have shown that the thermal conductivity of a graphene nanoribbon (GNR) can be suppressed by several orders of magnitude compared to graphene due to its edge disorder, which is introduced during fabrication. However, owing to several obstacles to producing GNR-based devices, including the challenge of reliable production of GNRs with controlled width distributions and the manipulation required for assembling as-produced GNRs into devices, it would be advantageous to develop approaches to reducing the thermal conductivity of graphene that do not rely on physical cutting or etching. Towards this end, graphene superlattices made with chemical functionalization are of great interest, and have been explored recently due to the possibility to nanostructure graphene into complex patterns. Functionalization also leads to tunable
electronic properties by opening the energy gap of graphene, originating from the induced changes in the hybridization of carbon atoms from sp² to sp³.²⁵,²⁷-²⁹ It is therefore of great interest to further explore the potential of graphene superlattices made with chemical functionalization for TE applications, in particular the role of such functionalization on thermal transport properties.

Among various kinds of pattern shapes, we focus in this work on 2D periodic line patterns to produce graphene “nano-roads”,²⁵ which are in a sense a mixture of pristine GNRs and GNRs with full functionalization within the same sheet. Such partial functionalization generates patterned sp³ hybridized carbon regions with well-defined boundaries between the sp² (pristine GNR) and sp³ (functionalized GNR) domains. The key question for such materials regarding TE applications is whether their thermal conductivity can be efficiently suppressed due to the phonon scattering at these boundaries without severely degrading the electronic properties of the pristine monolayer.

3.2. Thermal Conductivity of Chemically Functionalized Graphene

Molecular dynamics (MD) simulations are employed within the LAMMPS package³⁰ to compute thermal conductivities for all of the systems considered in this work. The thermal conductivity is computed as a function of a range of pattern widths and functional groups (H and hydrocarbon chains). The volume is calculated as the product of the unit cell planar area times the interplanar distance (3.35 Å). To describe the covalent bonding interactions in the carbon and hydrocarbon systems, we used the second-generation reactive empirical bond order (REBO)³¹ potential, which has been successfully used in many carbon-based systems, such as carbon nanotubes and graphene, for thermal transport studies.³²-³⁴ All simulations are carried out at 300
K with a time step of 0.2 fs. To obtain converged results, 10 separate simulations are averaged for each system, each with different initial conditions. In each run, after a 100 ps equilibration period, the microscopic heat flux in the directions perpendicular and parallel to the functionalization pattern are recorded for $10^7$ MD steps (2 ns) in order to obtain a converged thermal conductivity value.

3.2.1. Pristine Graphene

In order to investigate the convergence properties of thermal conductivity ($\kappa$) as a function of graphene sheet size, we compute $\kappa$ values of approximately square graphene sheets ranging in size from 20 to 500 Å (corresponding to 200 - 92000 atoms in the simulation cell) with two different potentials; optimized Tersoff and REBO potential. We find that for sizes larger than 5 nm, our MD results are relatively independent and converge to the values of 1000 W/mK and 350 W/mK with optimized Tersoff and REBO potential, respectively. These results are in good agreement with previous simulation results using the optimized Tersoff and REBO potential. These values are smaller than measured $\kappa$ values for suspended graphene monolayer (3000–5000 W/mK) due to the small simulation cell size compared with the micrometer-size graphene monolayer. However, this size difference is not important for our current study because it does not change the influence of the functionalization on the graphene thermal transport. Our main goal in this part of the thesis is not to calculate the exact $\kappa$ value of graphene but rather to obtain relative changes to $\kappa$ values caused by different chemical functionalizations. Thus, we choose relatively small simulation cells (5 nm) for all subsequent simulations to study the effects of chemical functionalization on thermal transport in graphene. Although the optimized Tersoff potential exhibits closer $\kappa$ values to the previous measurements,
we choose the REBO potential in order to describe better the covalent bonding interactions in the carbon and hydrocarbon systems. In a subsequent section, when our aim is to predict quantitatively the full ZT in functionalized graphene, we will employ corrections to the thermal conductivities computed here.

![Graph](image)

**Figure 3.1** Thermal conductivities of square graphene sheets as a function of graphene sheet size, with (a) optimized Tersoff potential and (b) REBO potential.

### 3.2.2. Chemically Functionalized Graphene

In our simulations, patterned graphene nano-roads are formed via partial functionalization of graphene sheets with the armchair-type of interface, which has a geometry that remains completely flat upon structural relaxation (see Figure 3.2a). Graphene is functionalized with H atoms and hydrocarbon chains (pentane C5H12, referred to as C5) on both sides of the sheet in an alternating manner. While H atoms can be attached to each C site of graphene to make
graphane (see Figure 3.2b),\textsuperscript{29} it is not possible to functionalize graphene with C5 chains in the same fashion as for H atoms due to the steric repulsion between the chains (see Figure 3.2c).\textsuperscript{37} Thus, we model the densest packing of C5 chains on graphene possible, given the possible bonding configurations available in the graphene lattice, namely a close-packed array of C5 chains separated by 4.2 Å as shown in Figure 3.2c. In the functionalized graphene, we define the pattern coverage as $W_p / W_g$, where $W_p$ and $W_g$ are the functionalized and total graphene widths in the unit cell, respectively.

**Figure 3.2 | Chemically functionalized graphene with H atoms and hydrocarbon chains.** (a) Schematic representation of a patterned graphene sample with an armchair-type boundary along with structural variables used in the calculations. Blue shaded area indicates the patterned region, and the black dotted square represents the MD simulation unit cell. (b) The unit cell of H-functionalized graphene with graphane structure (inset). (c) C5-functionalized graphene. The inset shows the C sites of graphene where C5 chains are attached, arranged in a two-dimensional hexagonal close-packed lattice, as well as the structure of C5 (Pentane: C\textsubscript{5}H\textsubscript{12})

### 3.2.2.1. H-Functionalized Graphene

Figure 3.3 shows our computed values of $\kappa_x$ and $\kappa_y$ (perpendicular and parallel to the pattern boundary, respectively) for hydrogen-functionalized graphene as a function of pattern coverage.
In the case of H-functionalization (HG), $\kappa_x$ shows a more than 7-fold reduction from that of bare graphene over a wide range of coverage except for the fully hydrogenated graphane, which is lower than that of graphene due to the full conversion from $sp^2$ to $sp^3$ bonding,\textsuperscript{38} although substantially higher than intermediate coverage values since there are no longer boundary scattering effects. For thermal transport parallel to the boundary one might expect a simple rule of mixtures to apply, although our computed values for $\kappa_y$ are 2X lower than what would be expected and even lower than $\kappa$ of graphene, slightly decreasing with the pattern coverage. This reduction is due to the presence of a well-defined boundary between pristine graphene ($sp^2$) and graphane ($sp^3$), where the acoustic mismatch at the interface gives rise to incoherent scattering, particularly for high frequency modes,\textsuperscript{39} and scattered phonons reduce $\kappa_y$ below the predictions from the rule of mixtures.

However, for partial coverage values, $\kappa_x$ is essentially constant and substantially further reduced compared to $\kappa_y$. In addition to the effects of boundary scattering, the acoustic mismatch between pristine graphene and graphane also gives rise to a phonon confinement.
effect, which partially localizes low frequency phonon modes\textsuperscript{39} within the graphene or graphane domains, further reducing the thermal conductivity in the perpendicular direction by a factor of 3 compared to the parallel direction. This phenomenon has been observed in previous studies of in-plane thermal transport in superlattices, where it has been shown that phonon confinement arises from the acoustic mismatch at the boundary resulting in a modified dispersion with lower group velocity.\textsuperscript{40,41} Interestingly, in contrast to these other materials systems, in the case of hydrogenated graphene it is the structural difference (\textit{i.e.}, \textit{sp}\textsuperscript{2} vs. \textit{sp}\textsuperscript{3}) that causes the acoustic mismatch, not a large mass difference between the two domains. Note that for partial coverage values, \(\kappa_x\) is nearly independent of the pattern coverage due to the fact that the boundary region per unit area is a constant (0.4 /nm), which leads to near-constant boundary scattering and phonon confinement effects. Therefore, in HG cases, the large \(\kappa\) reduction in both directions mainly arises from the presence of the sharp boundary between graphene and graphane domains.

3.2.2.2. C5-Functionalized Graphene

When graphene is functionalized with patterns of C5 chains (C5G), both \(\kappa_x\) and \(\kappa_y\) are further reduced from those of HG (see Figure 3.4a), with the lowest \(\kappa\) value predicted to be 22 times smaller than that of pristine graphene at full coverage. It is interesting to note that the behavior of \(\kappa\) with pattern coverage for the C5G case is considerably different compared to the HG case. This can be explained from the different type of functionalization that results in un-functionalized carbon atoms in the patterned region around the C5 chains due to the steric repulsion between chains (see Figure 3.2c). This functionalization can generate two thermal conductivity reduction mechanisms, each of which can lead to a strong decrease: a clamping effect and scattering between \textit{sp}\textsuperscript{2} and \textit{sp}\textsuperscript{3} carbon in the patterned region. The C5
chains give rise to cuboid-shaped regions on both sides of graphene, which effectively clamp the graphene sheet from both sides due to a combination of the heavy mass (71 times larger than H) and large steric volume of the C5 chains.

![Thermal conductivities of C5G samples as a function of C5 pattern coverage.](image)

**Figure 3.4** Thermal conductivities of C5G samples as a function of C5 pattern coverage. (a) Black dotted line is for the predicted $\kappa_y$ from the rule of mixtures. (b) $z$ position vs. time of carbon atoms in pristine graphene (left), partially functionalized C5G (middle), and fully functionalized C5G (right) with schematic figures of our graphene samples (black arrows). The black (pink) solid lines indicate the fluctuation of un-patterned (patterned) regions. The blue line in the plot on the right is for the graphene functionalized with “fake” (heavy) hydrogen atoms.

In order to investigate this clamping effect, we calculate the atomic fluctuation of carbon atoms along the $z$ direction in each system. As shown in Figure 3.4b, the fluctuation in the fully functionalized C5G system shows damped behavior compared to the bare graphene
system, and this damped phonon wave indicates considerably suppressed out-of-plane (ZA) phonon modes in graphene; it has been shown theoretically that as much as 77% of the total thermal conductivity in graphene at room temperature is due to the ZA modes.\textsuperscript{5,42}
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**Figure 3.5** | Thermal conductivities of fully functionalized graphene as a function of functional groups (hydrogen atom, “fake” hydrogen atom and C5 chains). Relative changes of each sample are related to the each $\kappa$ reduction effects in fully functionalized C5G system as indicated.

The clamping effect consists of two contributions: steric and mass effects. In order to separate all three of the thermal conductivity reduction effects (scattering between $sp^2$ and $sp^3$ C, mass and steric) in the fully functionalized C5G system, we carried out simulations with hydrogen atoms, “fake” hydrogen atoms that have the same mass as a C5 chain but do not have any steric effects and C5 chains as can be seen in Figure 3.5. From these results, we calculate the contribution of each effect using this relation.
\( \kappa_{\text{graphene}} \times 1/r_{\text{scatter}} \Rightarrow -\log r_{\text{scatter}} \)

\( \kappa_{\text{H1}} \times 1/r_{\text{mass}} \Rightarrow -\log r_{\text{mass}} \)

\( \kappa_{\text{H71}} \times 1/r_{\text{steric}} \Rightarrow -\log r_{\text{steric}} \)

\( c_i = \frac{\log r_i}{\left( \log r_{\text{scatter}} + \log r_{\text{mass}} + \log r_{\text{steric}} \right)} \)

where \( i = \text{scatter, mass or steric effect} \). We find that 50% of the reduction in thermal conductivity for the case of C5-functionalized graphene arises from the scattering between \( \text{sp}^2 \) and \( \text{sp}^3 \) C, and the other 50% reduction, defined here as a “clamping” effect, arises from a combination of the mass (35%) and steric (15%) effects. This result shows that roughly 70% of the clamping effect arises from the heavier mass of the C5 chains, and 30% arises from the steric volume of the C5 chains. We note that out-of-plane fluctuations in graphene with “fake” hydrogen atoms (mass effect) are larger than those in the C5G system (which contains both mass + steric effects), although smaller than the fluctuations in bare graphene, as expected given our results for \( \kappa \). In addition to the clamping effect, the other 50% reduction in thermal conductivity arises from the scattering between \( \text{sp}^2 \) and \( \text{sp}^3 \) carbon. Note that there is no sharp boundary between these regions in the C5G case, although unlike in the HG case, the scattering between \( \text{sp}^2 \) and \( \text{sp}^3 \) carbon occurs both between the patterned and un-patterned regions as well as within the patterned region itself.

For partially functionalized C5G samples, \( \kappa_i \) is approximately 3.5 times lower than what would be expected from a simple rule of mixtures, due to spatial confinement of the phonons in the un-patterned region (see Figure 3.6), which arises from the clamped boundary between the patterned and un-patterned regions. This can be explained by the damped fluctuation in un-patterned regions compared to that in the pristine graphene sample (see Figure 3.4b).
Figure 3.6 | Schematic of phonon confinement effects in graphene with the two different functionalizations considered in this work: hydrogen (upper) and C5 chain (lower). H-functionalization induces partial confinement of phonon modes in both the graphene and graphane domains, and suppresses thermal transport perpendicular to the boundary in HG samples. Modes with no confinement can propagate in all domains, and have no effect on thermal transport. C5-functionalization induces spatial confinement due to a clamping effect in the functionalized domain, which suppresses thermal transport parallel to the pattern. The lower right image indicates phonon waves along the AA’ line in the C5G sample; waves in the patterned region (pink arrows) are damped due to the clamping effect, and this partially damped wave suppresses thermal transport in the perpendicular direction. Blue (red) arrows indicate heat transport along parallel (perpendicular) direction to the pattern boundary.

With increasing C5 pattern coverage, $\kappa_y$ reduces further due to the increased spatial confinement with decreased un-patterned region width, and this behavior is in good agreement with previous work on the effects of quantum wells, where thermal conductivities significantly decrease with well width due to spatial confinement of acoustic phonons. In the C5G system, the anisotropy of thermal conductivity is still present ($\kappa_x / \kappa_y \sim 1/2$), although substantially weaker than HG cases. Damped atomic fluctuations in the clamped region produce a partially damped wave as shown schematically in Figure 3.6 (lower right) along the perpendicular direction to the pattern in partially functionalized C5G samples. Due to this damped wave propagation, thermal transport along the perpendicular direction is
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suppressed by a factor of two compared to the parallel direction. Thus, in contrast to the case of HG, for C5G the suppressed thermal transport is due to a combination of scattering and clamping effects of the C5 pattern, and these effects can further suppress not only thermal conductivity perpendicular to the boundary, but parallel as well.

3.2.2.3. (C5+H)-Functionalized Graphene

Figure 3.7 | Thermal conductivities of patterned graphene as a function of functional groups are shown for (a) 0.5 and (b) 0.75 pattern coverage. Each functional group introduces different thermal conductivity reduction effects as indicated.

By combining HG and C5G functionalization into the same sample, a further reduction in thermal conductivity can be achieved. In this case, all carbon atoms in the patterned region of graphene can have sp³ bonding, and a well-defined boundary between graphene (sp³) and graphane (sp³) is formed. Combining both boundary and clamping effects in this manner is
found to reduce $\kappa$ to 9.7 W/mK, which is 40 times smaller than that of pristine graphene within our calculations (see Figure 3.7).

3.3. Understanding Reduction Mechanisms in Functionalized Graphene

In order to analyze the properties of the main heat carriers in functionalized graphene and understand how they differ from those of pristine graphene, we carried out a series of lattice dynamics calculations. We compute the group velocities and lifetimes of each phonon mode in order to quantify their contributions to the thermal conductivity.

3.3.1. Pristine Graphene

In pristine graphene, our calculations show that there are five main heat carrying phonon modes (see Figure 3.8), each of whose contribution to $\kappa$ is larger than 4% of the total thermal conductivity. As expected, the low-frequency phonon modes account for most of the thermal conductivity.

3.3.2. H-Functionalized Graphene

For the case of hydrogen functionalization, we examine a system with 50% pattern coverage. Our calculations show that due to the presence of a well-defined boundary, the lifetimes of phonon modes below 20 THz are greatly decreased with respect to those in pristine graphene, which makes a large contribution to the decrease of thermal conductivity in the direction both perpendicular and parallel to the pattern, as found in our MD simulations.
It is also observed that the group velocities \((v_g)\) of the main heat carrying modes in HG samples are different in the two directions: \(v_g\) in the direction perpendicular to the pattern \((v_{g,x})\) is much lower than in the parallel direction \((v_{g,y})\). As mentioned, this is because of an acoustic mismatch at boundary, which leads to a modification of the phonon dispersion and group velocities. For instance, in phonon modes 2, 4 and 5, whose total contributions to \(\kappa_y\) are roughly 20%, we find that \(v_{g,x}\) is more than 20X smaller than \(v_{g,y}\) resulting in a 400X smaller

---

**Figure 3.8** Main heat carrying phonon modes, whose \(\kappa\) contribution is larger than 4% of total \(\kappa\), for pristine graphene and HG and C5G samples with 50% coverage. Corresponding lifetimes and group velocity ratios for these particular modes are listed, and lifetimes for all frequencies in each sample are also shown (bottom graphs).
\( \kappa_x \) than \( \kappa_y \). The fact that these phonon modes cannot carry heat in the direction perpendicular to the pattern while carrying heat in the parallel direction is due to partial confinement in either domain. Note that the shape of these modes (see Figure 3.8) is nearly consistent with the previous expectation for partial confinement in HG samples (see Figure 3.6), where phonon modes in either domain exist separately. However, phonon modes 1, 3 and 6, which are consistent with waves with no confinement, contribute to heat conduction in both directions. From these lattice dynamics calculations, we find that about 20% of phonon modes in \( \kappa_y \) in our HG sample are frozen out in the perpendicular direction due to partial phonon confinement, and the other 80% contribute to perpendicular thermal transport in HG samples with reduced group velocities. This thermal transport phenomenon leads to the thermal conductivity difference in directions, consistent with the fact that \( \kappa_x/\kappa_y \) is roughly 1/3 in this HG sample.

3.3.3. C5-Functionalized Graphene

For the C5G case, our calculations show a further reduction of the phonon lifetimes, especially for the low frequency modes, which is consistent with the large decrease of both \( \kappa_x \) and \( \kappa_y \). As discussed above, the large reduction in lifetime can be understood by scattering between \( \text{sp}^2 \) and \( \text{sp}^3 \) carbon induced from the particular kind of functionalization pattern of C5 chains on graphene.

In C5G samples, \( v_{gx}/v_{gy} \) values can be larger than 1 (e.g., mode 2) due to the spatial phonon confinement in un-patterned graphene regions, resulting in a strong modification of the phonon dispersion and reduction of group velocities in the parallel direction to the pattern.\(^ {43} \) Moreover, partially damped waves in C5G samples further reduce group velocities in the perpendicular direction, as can be seen from modes 1 and 3. Although all of the main heat
carrying phonon modes of the C5G sample contribute to heat conduction in both directions with different contributions, thermal conduction in the perpendicular direction is roughly 2X lower than in the parallel direction, consistent with the larger value of $\kappa_x/\kappa_y$, 0.469, than that of HG samples.

3.4. Outlook and Future Work

Chemical functionalization plays a significant role in the thermal transport of 2D materials since all atoms in the system can be functionalized, and phonon modes can be widely modified suggesting many possibilities for tuning thermal transport, in contrast to the case of 3D where only surface atoms can be functionalized leading to a minor influence on thermal transport. In this work, we performed molecular and lattice dynamics calculations to study the effect of chemical functionalization on thermal transport of graphene monolayers. Our simulations demonstrate that the presence of 2D periodic patterns on a graphene sheet suppresses thermal conductivity due to two main effects: 1) boundary effects induced from the sharp interface between $sp^2$ and $sp^3$ carbon domains and 2) clamping effects induced from both the additional mass as well as steric packing of hydrocarbon chains. Introducing boundaries in materials by nanostructuring has been widely used to reduce thermal conductivity.\textsuperscript{19-21} In the present work, we propose an approach for reducing the thermal conductivity in graphene based on steric hindrance, which could be applied to other materials, such as 1D carbon nanotubes and 2D boron nitride sheets. By combining steric hindrance with boundary scattering, we predict a reduction of the thermal conductivity by as much as a factor of 40 compared to pristine graphene. Our results suggest that chemical functionalization could broadly tailor thermal transport in low-dimensional system with different chemistries that change mass, charge and shape of functional groups, as
well as functionalized configuration. For example, using planar molecules such as benzene or azobenzene, which would induce more closely packed functionalization providing a stronger clamping effect, the thermal conductivity reduction could be even further enhanced. Further, the presence of a second layer of graphene together with chemical functionalization can have a similar effect; our calculations on C5+H samples with half-coverage show a reduction from 18 W/mK in the single-layer case to 11 W/mK for a bilayer. These results suggest the tunable thermal conductivity of functionalized graphene could lead to its use as an efficient thermoelectric material.\textsuperscript{24,44,45}
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Chapter 4

High-Efficiency Thermoelectrics with Functionalized Graphene

4.1. Introduction to High-Efficiency Thermoelectrics with Functionalized Graphene

Recent work has shown that the most familiar 2D carbon material, namely graphene, exhibits remarkable electronic transport properties, with a record carrier mobility of ~200,000 cm² V⁻¹ s⁻¹ reported for a suspended single layer¹ as well as a moderate Seebeck coefficient (S) of ~80 μV K⁻¹.² Graphene is well known to possess an ambipolar nature, such that the sign of S can be controlled by changing the gate bias instead of doping.⁴ Experimentally measured values of the thermoelectric figure of merit (ZT) for pristine graphene at room temperature are in the range of 0.1 – 0.01,²,³,⁵,⁶ roughly two orders of magnitude lower than the most efficient 3D thermoelectric materials such as Bi₂Te₃ alloys.⁷ Such low ZT values for graphene are to be expected due to its extremely high thermal conductivity (κ), on the order of 2000–5000 W m⁻¹K⁻¹.⁶,⁸,⁹

In the last section, we explored mechanisms for reduction in the thermal conductivity of patterned graphene nano-roads. In this section, we examine the impact of such functionalization on the electronic contributions to the figure of merit, and consider the prospect of patterned graphene nano-roads¹⁰ as an efficient thermoelectric material. The patterning introduces quantum
confinement in pure (unfunctionalized) graphene by reducing its dimensionality from 2D to quasi-1D, with the periodic functionalization lines forming arrays of parallel graphene regions. Confinement in the material leads to an improvement in the power factor by increasing the density of states at the Fermi level, as demonstrated in recent studies\textsuperscript{11-13} for low-dimensional thermoelectric materials.

4.2. Atomic Structure of Chemically Functionalized Graphene

Figure 4.1 shows a schematic of a 2D thermoelectric device based on graphene nano-roads with armchair-type interfaces formed via partial functionalization. This type of superlattice is modeled with a repeated structure of pristine graphene (sp\textsuperscript{2} network) and graphene with
functionalization ($sp^2 + sp^3$ network) within the same sheet, where the former exhibits semi-metallic behavior, and the latter shows insulating or semiconducting behavior depending on the functional groups. The electronic structure of functionalized graphene is strongly influenced by the functionalized configurations on the graphene sheet, determined by the shape of the functional groups. For example, H-functionalization generates full functionalization (perfect $sp^3$ network) showing insulating behavior, whereas hydrocarbon chains generate partial functionalization of the graphene sheet due to the steric repulsion between the chains, exhibiting a graphene-like electronic structure with a distorted cone-shaped band. In this work, we continue with the same two different functional groups as in the previous section on thermal transport, H and pentane $C_5H_{12}$, or C5, to investigate how chemical functionalization influences the thermoelectric properties of a patterned graphene superlattice.

4.3. Charge Carrier Transport in H-Functionalized Graphene

4.3.1. Electronic Structure

We employed first-principles calculations performed within the framework of density functional theory (DFT) as implemented in the plane-wave basis VASP code. The projected augmented wave pseudopotentials with the PW91 generalized gradient approximation of Perdew and Wang is used for treatment of the exchange-correlation energy. Geometry optimizations are performed using the conjugate gradient scheme until force components on every atom are less than 0.01 eV Å$^{-1}$. The fully relaxed structures are used to compute the electronic band structure.

We first compute the electronic structure of partially H-functionalized graphene (HG). In this section, the width ($W$) of the pattern in our simulations ranges from 6–23 Å and can be
represented by the number of pure carbon dimers \((N_c)\) along the pattern direction in the unit cell as shown in Figure 4.2a. In our previous thermal transport study, we defined the system size of HG sample with \(W_p\) and \(W_g\) values, where \(N_c\) does not matter, but rather only \(W_g\) matters. However, for electronic properties, it turns out there is a particular depending on the specific count of carbon atoms in the width, and define the size of HG samples with \(N_c\) values. While graphene is a zero-gap semiconductor with a 2D cone-shape linear energy dispersion, all HG samples show semiconducting behavior with a finite energy gap due to confinement effects of the graphene parts of the structure. As in the case of armchair graphene-based nanoribbons,\(^7\) the gap can be categorized into three different families depending on \(N_c\):

\[
E_g(N_c = 3p+2) \ll E_g(N_c = 3p) < E_g(N_c = 3p+1),
\]

where \(p\) is an integer. This hierarchy is in good agreement with previous work on the energy gaps of hydrogenated graphene superlattices\(^{10,18}\) and it is also found that \(E_g\) decreases with \(N_c\) values within each family due to decreasing confinement effects. All HG samples show a flattened energy dispersion across the pattern direction, whereas energy bands along the pattern direction \((\Gamma\rightarrow Y)\) retain the dispersive nature of pristine graphene, implying quasi-1D transport in such graphene superlattices. The reduction of the charge transport dimension in all HG samples introduces a peak in the DOS near the band edge, which would be expected to enhance \(S\) according to Mahan-Sofo theory.\(^{19}\)
Figure 4.2 | Thermoelectric properties of H-functionalized patterned graphene nano-roads. (a) Structure of H-functionalized patterned graphene nano-roads along with structural variables. The red arrow represents the direction of transport considered in our work. (b) Relaxation time for graphene and HG as a function of the carrier energy. (c) Electrical conductivities of HG samples as a function of band gap ($E_g$). Inset represents computed energy dispersion of three different HG samples for $N_C = 3p+2$ (pink), $N_C = 3p$ (green) and $N_C = 3p+1$ (blue), respectively. (d) Seebeck coefficient of HG samples. Inset represents computed DOS per unit cell. (e) Power factors of HG samples at 300 K.
4.3.2. Relaxation Time

The relaxation time ($\tau$) is a complex function of the electron energy, temperature, and atomic structure. In this respect, as we discussed in section 2.3.4, using a $\tau$ value obtained from pristine graphene is not a reasonable approximation for use in patterned graphene nano-roads, where chemical modification in those samples plays an important role in opening the energy gap, which indirectly relates to the relaxation time. Since the goal of our work is to determine the quantitative effect of functionalization on charge transport, we calculate the relaxation time of functionalized graphene samples with Boltzmann transport theory for a reliable quantitative approximation.

In this work, since we focus on the thermoelectric properties of a freestanding graphene monolayer, we ignore effects from charged impurities from the substrate or any organic residues on the graphene sheet, and only consider the acoustic phonon scattering. The relaxation time can be expressed with Eq. 2.34. This equation highlights the proportionality of the scattering rate to the density of states of the 2D graphene sheet.

The relaxation time of HG samples is calculated using Eq. 2.34 with density of states from first-principle calculations. Here, the $D_{ac}$ value of pristine graphene ($16$ eV)$^{20}$ is used for the HG cases, which is a reasonable approximation since charge carriers are confined within the 1D pristine graphene regions as shown in Figure 4.1b. Figure 4.2b shows our calculated $\tau$ for pristine graphene and HG sample ($N_c = 6$) as a function of the carrier energy. For pristine graphene $\tau$ decreases with carrier energy, in good agreement with experiments that showed the room-temperature intrinsic resistivity of graphene $\sim 30$ $\Omega$ is limited only by intrinsic LA phonon scattering.$^{21}$ The scattering becomes more severe in HG samples compared with graphene, particularly near the band edge. We also find that calculated $\tau$ values in HG samples
are proportional to the width of the pattern (see Figure 4.3), resulting in stronger scattering for narrower patterns, similar to the ribbon width dependence in GNR.\textsuperscript{22}

![Figure 4.3](image)

**Figure 4.3** Calculated relaxation time of three different HG samples at $n_{\text{peak}}$ and as a function of $N_C$ for $N_C = 3p+2$ (pink), $N_C = 3p$ (green) and $N_C = 3p+1$ (blue), respectively.

### 4.3.3. Transport Coefficients

Room-temperature transport calculations of patterned graphene nano-roads are calculated by semi-classical Boltzmann transport approach within the constant relaxation time approximation, as implemented in the BOLTZTRAP code.\textsuperscript{23} Here, we are interested in transport along the pattern direction ($y$). The converged values of $\sigma$ and $S$ are obtained using a dense k-point mesh of 121 points along the y direction. All simulations are carried out at 300 K and a carrier concentration range of $10^{11}$–$10^{13}$ cm$^{-2}$.

The electrical conductivity ($\sigma$) and Seebeck coefficient ($S$), are calculated as a function of carrier concentration ($n_i$), where $\sigma$ increases with $n_i$ while $S$ decreases, resulting in a maximum power factor ($S^2 \sigma$) at carrier concentrations ($n_{\text{peak}}$) between $10^{12}$–$10^{13}$ cm$^{-2}$, corresponding to
the band edge (see Figure 4.4). Our calculated $\sigma$ and $S$ values at $n_{\text{peak}}$ as a function of band gap ($E_g$) are presented in Figures 4.2c and 4.2d for the range of HG samples considered. Here, we are only interested in thermoelectric properties along the pattern direction since values in the direction perpendicular to the pattern are negligible due to the band flattening.

![Graph](image)

**Figure 4.4 | Thermoelectric properties of H-functionalized Graphene in the 3p family.** Seebeck coefficient (a), electrical conductivity (b), and power factor (c) as a function of carrier concentration ($n_i$) for different $N_C$ values.

As can be seen in Figure 4.2c, $\sigma$ decreases with $E_g$ implying that wider H-patterns exhibit higher $\sigma$ because $\tau$ increases. Clearly, the presence of the H-pattern reduces $\sigma$ compared to pristine graphene, especially for the 3p and 3p+1 families, due to both the reduced $\tau$ as well as reduced group velocities. Among the three different families, samples in the 3p+1 family show
the lowest $\sigma$, which can be explained by the lowest slope in the band dispersion as shown in the inset of Figure 4.2c. It is interesting to observe that $3p+2$ family samples with $E_g < 0.1$ eV show higher $\sigma$ than graphene because the maximum power factor arises at a higher carrier concentration, where more carriers contribute to the transport. On the other hand, most of the HG samples show larger $S$ than pristine graphene. This can be explained by a peak in the DOS near the band edge, induced from the reduction of the charge transport dimension as shown in the inset of Figure 4.2d. This sharp increase in the DOS enhances $S$ by a factor of 2 for the $3p$ and $3p+1$ family samples. Since $S$ is proportional to the magnitude of the DOS peak, $S$ is expected to increase as the pattern width decreases in going from the bulk to the nanostructured case. This is indeed what we observe for the $3p+2$ family. However, for the $3p$ and $3p+1$ family, the maximum power factor occurs at higher carrier concentration for narrower pattern samples, and the decrease of $S$ due to higher carrier concentration is large enough to compensate the increase of $S$ due to stronger confinement effects as the pattern width decreases, resulting in nearly constant $S$ values among samples.

These two conflicting thermoelectric properties produce a strong dependence between the power factor and band gap (Figure 4.2e), with a maximum value of $S^2\sigma$ at $E_g \sim 0.15$ eV for the HG sample with the $N_C = 8$ pattern ($W = 10$ Å). For $E_g > 0.15$ eV, $S^2\sigma$ decreases as $E_g$ increases, indicating that the wider H-pattern generates superior charge transport in these graphene superlattices. The reduction in $S^2\sigma$ in this regime is mainly due to more severe scattering for narrower H-patterns. On the other hand, $S^2\sigma$ decreases as $E_g$ decreases for $E_g < 0.15$ eV, and this behavior can be explained by the $S^2$ term in the power factor, which is significantly reduced with H-pattern width, due to weaker confinement effects. Thus, the HG sample with the $N_C = 8$ pattern exhibits the best performance for TE applications with $S^2\sigma \sim$
0.93 W m\(^{-1}\)K\(^{-2}\), which is about 1.6 times larger than pristine graphene. We note that this large enhancement in power factor arises from considerably enhanced S as well as a comparatively small reduction in \(\sigma\) in spite of strong scattering due to the H-pattern.

### 4.4. Charge Carrier Transport in C5-Functionalized Graphene

#### 4.4.1. Electronic Structure

**Figure 4.5** | Thermoelectric properties of C5-functionalized graphene. (a) Configuration of C5-functionalized graphene (C5G) with the structure of C5 (pentane: C\(_5\)H\(_{12}\)). C5 chains are arranged in a two-dimensional hexagonal close-packed lattice on the graphene sheet. (b) Relaxation time for C5G as a function of the carrier energy. C5G_all represents C5G sample with full coverage. (c) Deformation potential constant (\(D_{ac}\)) and corresponding power factor of C5G samples, where * represents calculated \(D_{ac}\) values for C5G samples. (d) Power factor of fully functionalized C5G as a function of spatial direction. The black dashed line indicates the average value of the power factor. The background represents the energy band contour of constant energy, showing a distorted cone-shape dispersion.
We next consider the case of functionalizing graphene with pentane chains (C5), which was shown in the previous section to further reduce \( \kappa \) in graphene superlattices beyond simple hydrogen functionalization due to a clamping effect imposed by the steric hindrance between chains. In contrast to the one-dimensional dispersion of HG cases, C5-functionalized graphene (C5G) exhibits a 2D distorted cone-shape band, resulting in an anisotropic \( \sigma \) (Figure 4.5d). This difference is caused by the fact that C5 patterns cannot generate confinement effects in graphene due to their inability to pack them closely enough to functionalize every carbon atom. As a result, the DOS of a C5G sample is similar to that of pristine graphene (Figure 4.1c), showing no peak at the band edge, and our computed S values are similar in all directions to that of pristine graphene.

4.4.2. Relaxation Time

It should be noted that in contrast to HG samples, charge carriers in C5G samples are not confined in an un-functionalized region but rather delocalized over the entire 2D graphene sheet as shown in Figure 4.1b. Accordingly, we need to determine an accurate value of \( D_{ac} \) for C5G samples, which considers the electron-phonon coupling for this specific functionalization. To this end, we compute \( D_{ac} \) using Bardeen and Shockley’s theory,\(^{24}\) where the deformation potential constant \( D_{ac} = \Delta E / (\Delta l_x / l_x) \) is determined by shifts in the band energy (\( \Delta E \)) under the lattice dilations (\( \Delta l_x / l_x \)). We note that it is difficult to obtain absolute values of \( D_{ac} \) using this approach because the absolute position of an energy level with respect to vacuum is ill-defined. However, the relative change \( D_{ac} \) arising from a C5-functionalized graphene sheet is sufficient to understand the effect of functionalization on charge transport. Reduction in \( D_{ac} \) gives rise to an increase in \( \tau \) for the C5G samples as shown in Figure 4.5b.
The calculated $D_{ac}$ and corresponding power factors are shown in Figure 4.5c. Reduction in $D_{ac}$ gives rise to an increase in $\tau$ for the C5G samples, which is inversely proportional to the square of $D_{ac}$, as shown in Figure 4.5b. It is interesting to note that C5-functionalization leads to the suppression of electron-phonon coupling in the graphene sheet, implying diminished charge scattering.

4.4.3. Transport Coefficients

![Graph](image)

**Figure 4.6** | Calculated Seebeck coefficients (a) and electrical conductivities (b) of fully functionalized C5G as a function of carrier concentration. Thermoelectric properties of pristine graphene are also shown for comparison. Due to the special functionalization configuration in C5G samples, we found anisotropic behaviour in electrical conductivities, where Seebeck coefficients exhibit no angular dependence.
In order to investigate the anisotropic behavior in the C5G sample, which arises from a special functionalization configuration, we compute thermoelectric coefficients in all directions, where directions are defined as $\theta$, the angle above the positive x-axis (see Figure 4.5a). As expected, $\sigma$ is highly anisotropic; however, $S$ values are similar in all directions to that of pristine graphene as shown in Figure 4.6a and b.

Among the several C5G samples we considered with different pattern widths, the case of fully C5-functionalized graphene (i.e., width=0, so no “nano-roads”) exhibits the largest $S^2\sigma$, with an average value close to the value of pristine graphene (0.486 W m$^{-1}$K$^{-2}$). The peak in $S^2\sigma \approx 0.88$ W m$^{-1}$K$^{-2}$ arises at $\theta = 30^\circ$, where the group velocity along this direction is largest due to the distorted band dispersion (Figure 4.5d). The values of $S^2\sigma$ for C5G samples are close to the value of graphene, showing good potential for TE applications when combined with the significantly reduced $\kappa$ for this type of functionalization.$^{25}$

4.5. Charge Carrier Transport in (C5+H)-Functionalized Graphene

H-functionalization gives rise to confinement of the graphene region, where confined charge carriers induce an enhanced power factor, while the confined phonon modes in this case have little effect on thermal transport along the pattern direction, resulting in $3 \times$ lower thermal conductivity than that of pristine graphene.$^{25}$ In contrast, C5-functionalization greatly suppresses $\kappa$ in graphene superlattices from the steric repulsion of the C5 chains,$^{25}$ although as shown above no power factor improvement is observed for this case. Thus, each functionalization type alone would not be sufficient to make high efficiency graphene-based TE materials. However,
combining both functionalizations into the same sample could achieve the best of both worlds: namely, controllable charge transport with H-functionalization and tunable thermal transport with C5-functionalization. In this combined case, a well-defined boundary is formed between the sp\(^2\) graphene and sp\(^3\) domains, giving rise to the same types of electronic confinement effects as in the HG cases, and therefore the same energy dispersions, resulting in significant enhancements in S\(^2\)\(\sigma\). We can also achieve further suppression of \(\kappa\) compared with either the HG or C5G samples due to a combination of boundary scattering and clamping effects.

4.6. Charge Carrier Transport in Pristine Graphene

Graphene exhibits a moderate Seebeck coefficient (S) of \(\sim 80 \, \mu\text{V K}^{-1}\). Electrical conductivity (\(\sigma\)) of graphene ranges from \(10^5\) to \(10^6\) S cm\(^{-1}\) depending on sample quality. Here, \(10^6\) S cm\(^{-1}\) is obtained from the room-temperature intrinsic resistivity (\(\sim 30\) \(\Omega\)), where the charge transport of graphene is limited only by the intrinsic LA phonon scattering. It also shows extremely high thermal conductivity (\(\kappa\)), on the order of 2000–5000 W m\(^{-1}\)K\(^{-1}\). Combining these experimental studies, we can compute the thermoelectric figure of merit (ZT) for pristine graphene at room temperature, which is in the range of 0.1–0.01.

Our calculated thermoelectric properties of pristine graphene as a function of carrier concentration (\(n_i\)) are shown in Figure 4.7. The maximum value of power factor \(\sim 0.565\) for pristine graphene at room temperature is obtained. These calculated values are in the same range with experimental measurements of intrinsic thermoelectric properties for a graphene monolayer (without extrinsic sources of scattering). We note that direct comparison between our results and experiments is difficult since TE properties are highly dependent on carrier concentration and sample condition.
4.7. Prediction of overall ZT values

The MD simulations employed in the previous section to compute the lattice thermal conductivity describe well the scattering effects of functionalization on thermal transport in graphene, especially for short-wavelength phonons. However, as discussed earlier in this thesis, given the current limits of system size and timescales, our MD simulations do not capture the contributions of long-wavelength phonons, which are important for thermal transport in graphene, resulting in lower \( \kappa \) values in our simulations by an order of magnitude than measured values. In order to quantitatively predict ZT, we modify our computed \( \kappa \) values by adding the long-
wavelength phonon contributions from the Klemens model, allowing one to obtain $\kappa$ values for larger graphene samples.

4.7.1. Klemens Model

We modify our computed $\kappa$ values by adding the long-wavelength phonon contributions from the Klemens model ($\kappa_{Klemens}$), allowing one to obtain $\kappa$ values for larger graphene samples.

$$\kappa_{Klemens} = \frac{1}{2} \int_{f_b}^{f_c} C(f) v l(f) \, df$$

(4.1)

where $C$ is the specific heat per unit volume, $v$ is the group velocity, $l$ is the phonon mean free path, $f_b$ is the lowest cutoff frequency, and $f_c$ is the minimum frequency mode in the MD simulation.

As we mentioned in chapter 3, chemical functionalization of graphene introduces several different thermal conductivity ($\kappa$) reduction mechanisms, and these different $\kappa$ reduction mechanisms have different influences on each phonon mode depending on its wavelength (frequency). For example, long wavelength phonons have less chance to be randomly scattered due to the boundary, while short wavelength phonons strongly scattered (Ziman’s theory). On the other hand, phonon confinement effects can strongly suppress long wavelength phonons due to the modified dispersion with lower group velocities. Also, scattering between sp$^2$ and sp$^3$ carbon suppresses almost the whole frequency range of phonon modes. Thus, phonon modes of the entire range of frequencies can be suppressed due to a combination of several different reduction mechanisms, verified by greatly decreased lifetimes with respect to those in pristine graphene, especially below 20 THz, when graphene is functionalized.
For functionalized graphene samples, the long-wavelength phonon suppression by chemical functionalization is taken into account as:

\[ K_{Correct} = \frac{\kappa_{MD,F}}{\kappa_{MD,G}} \times \kappa_{Klemens} \]  
(4.2)

where \( \kappa_{MD,F}/\kappa_{MD,G} \) is the reduction of \( \kappa \) in functionalized graphene samples. From our previous works on thermal transport in functionalized graphene (in Chapter 3), we found that for functionalized graphene samples, \( \kappa \) along the pattern direction is mainly reduced due to suppressed lifetimes of each phonon modes, implying that long-wavelength phonons (i.e., \( \kappa_{Klemens} \)) could also be suppressed by functionalization in the same manner. Accordingly, multiplying \( \kappa \) by this reduction term is quite reasonable to consider the influence of functionalization on long-wavelength phonon modes. Thus, the total thermal conductivity is defined as:

\[ K_{Total} = K_{MD} + K_{Correct} \]  
(4.3)

We calculate \( K_{MD} \) (parallel to the pattern boundary) for patterned graphene nano-roads, which are functionalized with H, C5, and C5+H patterns, as a function of pattern width as shown in Figure 4.8.
Figure 4.8 | Thermal conductivities of functionalized graphene with H pattern (solid line), C5 pattern (dashed line) and C5+H pattern (dotted line) parallel to the pattern as a function of pattern width.

At 300 K, we obtained a corrected $\kappa \sim 1810 \pm 23$ W m$^{-1}$K$^{-1}$ for pristine graphene, combining the MD calculation term $\kappa_{MD} \sim 380 \pm 23$ W m$^{-1}$K$^{-1}$ with the Klemens' correction$^{26}$ term $\kappa_{Klemens} \sim 1430$ W m$^{-1}$K$^{-1}$ (see Figure 4.9)

Figure 4.9 | Calculated thermal conductivities of patterned graphene as a function of functional groups are shown for $N_c = 8$ pattern width at 300 K, where $\kappa_{Total} = \kappa_{MD} + \kappa_{Correct}$. 
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4.7.2. ZT values in Functionalized Graphene
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**Figure 4.10 | Thermoelectric properties of patterned graphene nano-roads with different functional groups.** Calculated thermal conductivity (green), power factor (orange) and ZT (red) of patterned graphene as a function of functional groups are shown for $N_C = 8$ pattern width, which exhibits the most enhanced charge transport. These are computed values along the pattern direction.

Using the correction for $\kappa$ with Klemens model, we show our calculated thermoelectric properties of patterned graphene nano-roads as a function of functional groups in Figure 4.10 for the $N_C = 8$ pattern width. We predict a maximum value of $ZT \sim 0.09$ for pristine graphene at room temperature, in good agreement with experimental measurements of intrinsic thermoelectric properties for graphene monolayer without any extrinsic scattering sources.\(^2\) By combining the $\kappa$ reduction and $S^2 \sigma$ enhancements in each sample, we obtain significantly increased $ZT$ values for all functionalized graphene samples compared to the pristine graphene case. Among these cases, a factor of $\sim 30$ enhancement in $ZT$ can be achieved in the C5+H sample, with corresponding $ZT$ values as large as 3 at room temperature. This large enhancement in $ZT$ is due to a combination of a large reduction in $\kappa$ and relatively small
enhancement in $S^2\sigma$ by 40 % from pristine graphene. Interestingly, the fully C5-functionalized graphene case also yields a figure of merit well above 2 at room temperature, even without periodic patterning on the graphene sheet, suggesting that chemical functionalization by itself offers further opportunities for graphene to become fascinating TE material without complex nano-patterning. The results suggest that chemical functionalization could be an important route to designing high-efficiency graphene-based TE materials, by allowing for independent control of charge transport and thermal transport.

4.8. Outlook and Future Work

In this work, we investigated the thermoelectric properties of patterned graphene nano-roads functionalized with H and C5 chains using both classical and quantum mechanical calculations. Periodically patterned sp$^3$-hybridized carbon regions on graphene were shown to introduce DOS peaks at the band edge, which lead to substantially enhanced $S$ and $S^2\sigma$ compared to that of pristine graphene at carrier concentrations corresponding to the band edge. These results also demonstrate that the thermal transport in such materials can be tuned by functional groups separately from the power factor, which simply depends on the pattern width. We note that unlike the case of standard, 3-dimensional TE materials, for the 2D cases considered here it is not difficult to achieve reduced $\kappa$ and enhanced $S^2\sigma$ simultaneously, resulting in broad tunability of thermoelectric properties for this class of materials. Finally, although fabrication of functionalized graphene with 100 % H coverage or regular C5 chain ordering may be challenging, we note that incomplete H-functionalization in the patterned region has a negligible influence on ZT values of HG and (C5+H)-G samples since charge transport in these samples is mainly determined by the condition of the pristine graphene region. Furthermore, our
calculations of a fully functionalized C5G sample with random (as opposed to regular) C5 chain ordering still shows high ZT values at room temperature, as the decrease in thermal conductivity roughly tracks the decrease in the power factor, indicating that perfectly controlled ordering is not crucial for the potential use of functionalized graphene in TE applications.
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Chapter 5

Optimization of the Thermoelectric Figure of Merit in Crystalline C$_{60}$ with Intercalation Chemistry

5.1. Introduction to Crystalline C$_{60}$

The C$_{60}$ fullerene has attracted great interest since its discovery by Kroto and co-workers in 1985,$^1$ due to its symmetric shape and unique properties. This interest dramatically increased after the synthesis of C$_{60}$ solid by Krätschmer et al. (1990).$^2$ In crystalline C$_{60}$, the molecules stick together through van der Waals forces in the fcc crystal structure. The discrete levels of a free C$_{60}$ molecule are broadened in the solid, inducing energy dispersion as shown in Figure 5.1. Crystalline C$_{60}$ is a semiconductor with direct gap around 1.5 eV. In 1991, Haddon et al.$^3$ found that the intercalation of alkali metals in crystalline C$_{60}$ induces metallic behavior, and doped C$_{60}$ shows superconductivity with a large value of T$_C$ (e.g., T$_C$ = 40K for Cs$_3$C$_{60}$).$^4$

In this chapter, we explore the C$_{60}$ fulleride, a fullerene doped with a metal atom, as a candidate material for thermoelectric applications due to its low thermal conductivity ($\kappa \sim 0.4$ W/mK at room temperature),$^5$ exhibiting the lowest thermal conductivity among carbon materials. This is mostly due to the phonon scattering, arising from randomly rotating C$_{60}$ molecules between various orientations at room temperature. Furthermore, the electronic transport of crystalline C$_{60}$ can be widely modified by doping. Even in the close-packed structure, solid C$_{60}$ contains large voids due to its large linear size ($\sim 7$ Å) as a building block, and they can accommodate small atoms, ions, or even molecules. Such dopants can play an
important role in electronic properties of solid $C_{60}$ by donating electrons to $C_{60}$ due to the unsaturated character of the C-C bonds on the $C_{60}$. The variation of dopant atoms provides a wide range of accessible electronic states in solid $C_{60}$.

In contrast to the case of graphene, crystalline $C_{60}$ exhibits inferior thermal and charge transport compared with other carbon materials. In this chapter, we demonstrate how these transport properties in solid $C_{60}$ can be improved for thermoelectric applications through intercalation chemistry using both classical and quantum mechanical calculations.

---

**Figure 5.1** | Hückel energy levels of $C_{60}$ molecule, band structure of crystalline fcc-$C_{60}$, and resistivity of $K_3C_{60}$ thin film as a function of temperature, exhibiting superconducting behavior upon the introduction of K atoms.

---

5.2. **Effect of Doping Composition on Thermoelectric Properties in $A_xC_{60}$**

5.2.1. Crystal Structure and Electronic Structure in $A_xC_{60}$

Fcc $C_{60}$ contains voids at its octahedral and tetrahedral sites, and these voids are sufficiently large to intercalate impurity atoms, such as alkali metals, due to the large size of
the C\textsubscript{60} molecule. When alkali metals are doped into these voids, crystalline C\textsubscript{60} converts from a semiconductor into a metal. The combination of alkali metals and alkaline earth elements in C\textsubscript{60} leads to a variety of A\textsubscript{x}C\textsubscript{60} (A = Na, K, Rb, Cs, Ca, Sr, Ba and their combinations) materials. FCC C\textsubscript{60} can only account for compositions of A\textsubscript{x}C\textsubscript{60} (x = 1 - 3), since this structure contains one octahedral and two tetrahedral interstitial sites per C\textsubscript{60}. Further doping of metal atoms gives rise to a change of the C\textsubscript{60} lattice structure from closed-packed fcc to a more open, body-centered lattice. Accordingly, there are three distinct bulk phases upon metal doping: 1) the superconducting phase A\textsubscript{3}C\textsubscript{60} in the fcc structure, 2) the insulating A\textsubscript{4}C\textsubscript{60} in the bcc structure, and 3) the insulating A\textsubscript{6}C\textsubscript{60} in the bcc structure, in which there are six tetrahedral sites per C\textsubscript{60}. In this work, we examine two different compositions: fcc-A\textsubscript{3}C\textsubscript{60} and bcc-A\textsubscript{6}C\textsubscript{60}.

![Figure 5.2](image)

**Figure 5.2** | Unit cells and corresponding band structures of K\textsubscript{3}C\textsubscript{60} in the fcc lattice and K\textsubscript{6}C\textsubscript{60} in the bcc lattice. Intercalated potassium atoms are represented by purple spheres. Energy bands derived from t\textsubscript{1u} and t\textsubscript{1g} energy levels of C\textsubscript{60} molecules are shown.

Figure 5.2 shows the crystal structures and electronic band structures of both K\textsubscript{3}C\textsubscript{60} and
For an un-doped solid C$_{60}$, the $\pi$-orbitals, originated from the molecular $h_u$ levels of isolated C$_{60}$, make up the valence band, and the conduction band originates from the 3-fold $t_{1u}$ molecular levels. When solid C$_{60}$ is doped with metal atoms, the metal atoms give electrons to the $t_{1u}$-derived conduction band (or upper 3-fold $t_{1g}$-band), converting the behavior from insulating to metallic. In K$_3$C$_{60}$, three K atoms give three electrons to each C$_{60}$, leading to a half-filled $t_{1u}$-band since it can accommodate up to six electrons, in turn leading to metallic behavior. In contrast, the K$_6$C$_{60}$ compounds will be insulators as the 3-fold degenerate $t_{1u}$-band is filled with six electrons at this doping composition. Our calculation predicts K$_6$C$_{60}$ to be insulating, with an indirect gap of 0.5 eV (a valence band maximum at $\Gamma$, and a conduction band minimum at N). This is in quite good agreement with other previous work on electronic structure study on K$_6$C$_{60}$.\textsuperscript{7}

5.2.2. Thermal Transport in A$_3$C$_{60}$

We carried out calculations of the thermal conductivity ($\kappa$) of alkali-metal doped C$_{60}$ using the same formalism as described in the previous sections, namely equilibrium molecular dynamics (MD) simulations employed within the LAMMPS package,\textsuperscript{8} and $\kappa$ is computed from the fluctuations of the heat current using the Einstein relation. To describe the covalent bonding interactions between C atoms and the long-range van der Waals interactions for C, K, and C – K, we used the Goddard Force Field (GFF),\textsuperscript{9,10} which has been successfully applied to the study of K-intercalated fullerenes.\textsuperscript{11} Within this force field, the K atoms are assumed to be fully ionized to K$^+$, and the charges on the C$_{60}$ are distributed uniformly. The interactions are described by bond stretches (Morse), cosine angle bends, a two-fold torsion and long-range van der Waals interactions. These potentials are based on empirical fits to experimental data such as
lattice parameters, elastic modulus, and phonon frequencies for K intercalated graphite, and they predict vibrational frequencies in K$_3$C$_{60}$ quite well. All simulations are carried out at 300 K with a time step of 0.2 fs. To obtain converged results, 15 separate simulations are averaged for each system, each with different initial conditions. In each run, after a 200 ps equilibration period, the microscopic heat flux is recorded for $2 \times 10^7$ MD steps (4 ns) in order to obtain a converged thermal conductivity value. On the basis of convergence tests, we choose the size of the C$_{60}$ lattice to be 40 Å (corresponding to 4000 atoms in the simulation cell) for all subsequent simulations. The lattice constant optimized with this force field is $a = 14.18$ Å in K$_3$C$_{60}$, and we used this value as a fixed lattice parameter during the MD simulations.

Figure 5.3 | Calculated electronic (green), lattice (sky-blue) and total (dark-blue) thermal conductivities of K$_x$C$_{60}$ samples as a function of doping composition. Pristine C$_{60}$ and K$_3$C$_{60}$ are in fcc lattice, and K$_6$C$_{60}$ is in bcc lattice. Labels indicate computed lattice thermal conductivity values in each doping composition. Horizontal dashed line indicates the measured thermal conductivity of fcc-C$_{60}$ (κ ~ 0.4 W/mK). The calculated lattice thermal conductivity (κ_l) of pristine fcc-C$_{60}$, K$_3$C$_{60}$ and K$_6$C$_{60}$. We note that the use of the GFF potential tends to overestimate κ_l (~ 0.7 W/mK) with respect to the measured value for single crystal C$_{60}$ (0.4 W/mK at 300 K). This low κ_l
value is mainly due to the orientational disorder, which causes strong phonon scattering. The intercalation of K atoms suppresses $\kappa_i$, showing more than a 2-fold reduction from that of undoped $C_{60}$. This reduction is due to the disorder within the unit cell, achieved through rattling K atoms, enabling effective point-defect phonon scattering. It is interesting to note that further doping of K atom gives rise to further suppressed thermal transport, showing $\kappa_i = 0.21$ W/mK with $K_6C_{60}$, due to the higher density of rattling atoms in the unit cell.

The electronic thermal conductivity ($\kappa_e$) is computed through semi-classical Boltzmann theory within the constant relaxation time approximation, as implemented in the BOLTZTRAP code,\textsuperscript{12} which is explained in Chapter 2. The $\kappa_e$ values within the range we are interested are smaller than $\kappa_i$ by an order of magnitude, as can be seen in Figure 5.5. The total thermal conductivity ($\kappa$) is given as the sum of the electronic ($\kappa_e$) and lattice ($\kappa_l$) contributions, and it also decreases with K atom concentration in the unit cell, demonstrating the lowest $\kappa$ value for $K_6C_{60}$ in the bcc lattice.

5.2.3. Charge Transport in $A_xC_{60}$

Room-temperature transport calculations of alkali-metal doped $C_{60}$ are carried out using electronic structure calculations and the Boltzmann transport approach, as explained in Chapter 2. We performed first-principles electronic structure calculations for doped $C_{60}$, using the local-density approximation (LDA) within the framework of density functional theory and the Ceperly-Alder exchange-correlation functional. Geometry optimizations are performed using the conjugate gradient scheme until force components on every atom are less than 0.01 eV/Å. The fully relaxed structures are used to compute the electronic band structure.

In order to predict accurate transport coefficients, similar to our work on graphene
described in Section 4, we need to once again compute the energy-dependent relaxation time 
\( \tau \), generally depending on the density of states \( (N(\epsilon)) \). The charge transport in alkali-metal 
doped C\textsubscript{60} can be caused by various scattering mechanisms. A dominant scattering mechanism 
near room temperature is electron-phonon scattering, resulting in a linear temperature 
dependence of the resistivity. The contribution to the normal state resistivity due to electron-
phonon scattering is calculated using Ziman’s resistivity formula,\(^{13}\)

\[
\rho_{e-phonon}(T) = \frac{8\pi^2}{\omega_p^2 k_B T} \int_0^{\omega_{\text{max}}} \frac{h\omega\alpha^2 F(\omega)}{\cosh(h\omega/k_BT) - 1}
\]

(5.1)

where \( \omega_p \) is the plasma frequency, and the transport coupling function \( \alpha^2 F(\omega) \) can be 
replaced by the electron-phonon coupling constant \( (\lambda) \) as \( \alpha^2 F(\omega) = \frac{1}{2} \sum_{\nu} \omega_{\nu} \lambda_{\nu} \delta(\omega - \omega_{\nu}) \).

Here, the \( \lambda \) value is proportional to the density of states \( (N(\varepsilon_F)) \) as \( \lambda = N(\varepsilon_F)\nu \), where \( \nu \) is 
the corresponding electron-phonon coupling strength. Two other scattering mechanisms are the 
electron-electron scattering, leading to the presence of \( T^2 \)-like dependence, and the scattering 
originated from orientational disorder, resulting in a large residual resistivity. Accordingly, the 
overall relaxation time can be determined through

\[
\frac{1}{\tau_{\text{total}}} = \frac{1}{\tau_0} + \frac{1}{\tau_{e-e}} + \frac{1}{\tau_{e-phonon}}
\]

(5.2)

where \( 1/\tau_0 \) \( (1/\tau_{e-e} \) and \( 1/\tau_{e-phonon} \) ) is the scattering rate arising from orientational disorder 
(electron-electron and electron-phonon scattering, respectively).

For metals, the resistivity is given by \( \rho = 4\pi/\omega_p^2 \tau \), and thus, at high temperature the total 
relaxation time can be expressed as

\[
\frac{1}{\tau_{\text{total}}} = \frac{\rho_0}{4\pi} \omega_p^2 + \frac{\rho_{e-e}}{4\pi} \omega_p^2 + \frac{2\pi k_B T}{h} \nu N(\varepsilon_F)
\]

(5.3)
Here, the plasma frequency is determined by \( \omega_p^2 = \frac{4\pi}{3} e^2 \nu_F^2 N(\varepsilon) \), where \( \nu_F = 1.8 \times 10^7 \text{ cm/s} \) is the Fermi-surface averaged electron velocity, and \( N(\varepsilon_F) \sim 14 \text{ states/eV} \) for \( K_3C_{60} \), resulting in \( \omega_p = 1.2 \text{ eV} \). The resistivity values are obtained from previous experimental work that reports the electrical conductivity of \( K_3C_{60} \) thin films, which exhibit the normal-state \( \rho \sim 2 \text{ m\Omega cm} \) at room temperature.\(^{14}\) In the \( K_3C_{60} \) case, the residual resistivity value is \( \rho_0 = 1.2 \text{ m\Omega cm} \), and the value of \( \rho_{\text{e-e}} \) (at 300 K) = 0.9 m\( \Omega \)cm is obtained from the relation \( \rho_{\text{e-e}} = AT^2 \), where \( A = 0.01 \text{ m\Omega cm/K}^2 \). To compute \( \tau_{e-\text{phonon}} \), the \( \nu \) value of \( K_3C_{60} \) (0.05 eV, corresponding to \( \lambda \sim 0.7 \) with \( N(\varepsilon_F) = 14 \text{ states/eV} \)) is used for all fullerides, where this value contains the electron-phonon coupling information of both intermolecular (low frequency) and intramolecular (high frequency) phonon contributions.\(^{15}\) To this end, all three terms in the scattering rate equation are proportional to the density of states, and accordingly the total scattering rate can be expressed as \( \tau_{\text{total}}^{-1} = 0.568 \times 10^{14} N(\varepsilon) \) with the above parameters. Using this relaxation time relation, we obtained the resistivity value of \( K_3C_{60} \) at \( n_i = 4.21 \times 10^{21} \text{ /cm}^3 \) (three electrons per \( C_{60} \)) \( \sim 2.2 \text{ m\Omega cm} \), which is in quite good agreement with the measured normal state resistivity value.\(^{6}\)
The electrical conductivity (\( \sigma \)) and Seebeck coefficient (S) are calculated as a function of carrier concentration (\( n_i \)), resulting in a maximum power factor at the edge of the \( t_{1u} \)-band for undoped \( C_{60} \) and \( K_3C_{60} \), and the edge of the \( t_{1g} \)-band for \( K_6C_{60} \). The calculated \( S^2\sigma \) of \( A_xC_{60} \) with different doping compositions (\( x = 0, 3 \) and 6) are shown in Figure 5.4, and the \( K_6C_{60} \) sample in the bcc lattice exhibits the highest \( S^2\sigma \) value. It is interesting to note that the more open bcc lattice exhibits a higher power factor than the close-packed fcc lattice. This can be explained by the broadened \( t_{1u} \) (\( t_{1g} \)) valence (conduction) band, caused by the introduction of K atoms in the bcc lattice. Such band widening is considered to be due to the presence of hybridization between \( C_{60} \) and K electronic states.\(^{16} \) This is contrary to the case of the fcc lattice, where dispersion of the \( t_{1u} \) band is not affected by K intercalation. The hybridization between \( C_{60} \) and metal states in the bcc lattice is explained in detail in section 5.3.2.

5.2.4. Prediction of Figure of Merit \( ZT \) in \( A_xC_{60} \)
Combining both the thermal and charge transport studies described above, we are able to predict the full ZT in \( A_xC_{60} \) samples. Among the three fulleride samples, \( K_6C_{60} \) yields the highest ZT \( \sim 0.6 \) at room temperature, owing to both the lowest \( \kappa \) and highest \( S^2 \sigma \). This high ZT value, compared with other organic TE materials, suggests the potential of alkali-metal doped \( C_{60} \) in the bcc lattice as a candidate material for thermoelectric applications. Here, it should be noted that our predicted value of ZT for \( A_xC_{60} \) samples are underestimated possibly by a factor of 2, arising from the overestimated \( \kappa \) values from MD simulations.

### 5.3. Effects of Dopants on Thermoelectric Properties in \( A_xC_{60} \)

#### 5.3.1. Face-centered Cubic (fcc) \( A_3C_{60} \)

We first investigate the effect of lattice parameter variation on thermoelectric properties of alkali-metal doped \( C_{60} \) with stoichiometry \( A_3C_{60} \) in fcc lattice. Many previous theoretical and experimental studies demonstrate that \( A_3C_{60} \) exhibits superconductivity, and its transition temperature \( (T_C) \) increases monotonically with unit cell size.\(^{17,18}\) As the lattice increases, the
overlap between $C_{60}$ ions decreases, resulting in a reduced bandwidth and an increased electronic density of states ($N(\varepsilon_F)$), which enhances the $T_C$ of $A_3C_{60}$. The lattice parameter variation of $A_3C_{60}$ results from the insertion of $A$ ions of various size by chemical doping. In this work, we consider four different alkali metals ($A =$ Na, K, Rb, and Cs).
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**Figure 5.6 | Computed density of states of $A_3C_{60}$ ($A =$ Na, K, Rb and Cs) fullerides.** The lattice parameter ($a$) of $A_3C_{60}$ increases with the ionic radius of intercalated alkali metals. As lattice parameter decreases, density of states of $t_{1u}$ band in $A_3C_{60}$ samples decreases.

We first compute the electronic structure of $A_3C_{60}$, and the calculated density of states are shown in Figure 5.6. In $A_3C_{60}$, the lattice parameter increases with the size of the inserted $A$ ion, where the lattice parameter ranges from 13.7 (Na$_3$C$_{60}$) to 14.4 Å (Cs$_3$C$_{60}$). As we expected, $A_3C_{60}$ samples with smaller lattice parameters shows lower $N(\varepsilon_F)$ of the $t_{1u}$-band due to the increased overlap between $C_{60}$ ions, which would be expected to suppress $S$ according to Mahan-Sofo theory.\(^{19}\) In contrast to the suppressed $S$, as the lattice parameter decreases, $\sigma$ is expected to increase owing to the more dispersive electronic band.
Our transport coefficient calculations show that as the lattice parameter decreases, $\sigma$ increases while $S$ decreases. This is indeed what we expected from our electronic structure calculations. Interestingly, between these two conflicting thermoelectric properties, $\sigma$ is more influenced by the lattice variation than $S$, resulting in a maximum value of $S^2\sigma$ with $Na_3C_{60}$ sample (Figure 5.7). Although $\kappa_e$ decreases with lattice parameter as well, our calculated $ZT$ values exhibit the same lattice parameter dependence with $S^2\sigma$, due to the lower $\kappa_e$ values by an order of magnitude compared to $S^2\sigma$ values (Figure 5.7). Here, the $\kappa_l$ value of $K_3C_{60}$ (0.32 W/mK) is used for all $A_3C_{60}$ samples since the mass differences of the inserted ions has a negligible effect on thermal transport in $A_3C_{60}$ samples. Among these samples, the $Na_3C_{60}$ case exhibits the highest $ZT \sim 0.4$ at room temperature. This result implies that a smaller lattice parameter is more favorable for thermoelectric applications, which is opposite to the case of $C_{60}$-based superconductivity. The role of the dopant in $A_3C_{60}$ samples is to modulate the volume of the unit cell, and accordingly the bandwidth as well, which is an important
optimization factor in controlling charge transport in fullerides.

5.3.2. Base-centered Cubic (bcc) $A_6C_{60}$

We investigate the effect of dopants on transport coefficients in bcc $A_6C_{60}$ samples as well. As mentioned in section 5.2.3, the charge transfer from an A ion to $C_{60}$ is not complete at this composition, resulting in a hybridization between the $C_{60}$ and A electronic states. Comparison between actual $K_6C_{60}$ and hypothetical pristine bcc-$C_{60}$ with the same lattice parameter demonstrates that the fully occupied $t_{1u}$-band of $K_6C_{60}$ is considerably wider than that of the empty $t_{1u}$-band of pristine bcc-$C_{60}$. This band widening is mainly due to the presence of hybridization between the $C_{60}$ and K states. In bcc $A_6C_{60}$, the electronic band becomes more dispersive with alkali metal doping. Accordingly, in addition to the lattice parameter, dopant variation could provide another strong controlling factor, namely hybridization variation, on charge transport in bcc $A_6C_{60}$ samples, in contrast to the case of fcc $A_3C_{60}$ samples, where only the lattice parameter can be modulated by the dopants. Here, we consider two different kinds of dopants, alkali metals ($A_6C_{60}$, $A = Na$, K and Rb), alkaline earth metals ($AE_6C_{60}$, $AE = Ca$, Sr and Ba) and their combinations ($K_3AE_3C_{60}$ and $A_3Ba_3C_{60}$), to investigate how doping influences the thermoelectric properties of fullerides in the bcc lattice. We note that AE ions are expected to provide stronger hybridization between $C_{60}$ and ion states than A intercalation, leading to a wider bandwidth.$^{16}$
As can be seen in Figure 5.8, the lattice parameters of bcc $A_xAE_{6-x}C_{60}$ ($x = 0, 3$ and $6$) fullerides are significantly influenced by the dopants. We found that the lattice constant decreases with the size of dopant ions within the samples with the same composition, similar to the fcc $A_3C_{60}$ fulleride cases. Interestingly, fulleride samples with larger $AE$ ion composition exhibit smaller lattice constant. For example, the lattice constants of $Ba_6C_{60}$ and $Sr_6C_{60}$ are smaller than $K_6C_{60}$, despite the larger ionic radii of these dopants, in agreement with previous studies.\(^{16,20}\) This result implies that $AE$ ion doping induces stronger hybridization between $C_{60}$ and metal ions than the $A$ ion case, resulting in stronger $C_{60}$ and ion interaction, which could decrease the fullerene interspacing.
When hybridization exists, the lattice constant reduction does not always result in a simple broadening of the band structure. We compute the t$_{1g}$-band widths ($W$), which are the difference between maximum and minimum energy levels in the band, of fullerides in the bcc lattice. As can be seen in Figure 5.8, the t$_{1g}$-band width decreases with lattice parameter within the samples with the same composition, as in the case of fullerides in the fcc lattice. However, samples with the same lattice parameter do not always result in the same bandwidth. Fulleride samples (A$_x$AE$_{6-x}$C$_{60}$) with higher AE ion composition exhibit larger bandwidths than the samples with lower AE ion composition even with the same lattice parameter: $W$ ($x = 0$) > $W$ ($x = 3$) > $W$ ($x = 6$). We note that this bandwidth gap arises from the different hybridization of each dopant, and stronger hybridization is generated with AE ions as we expected from our lattice parameter study. This can be explained by the previous valence-electron density study of the K$_3$Ba$_3$C$_{60}$ fulleride,\(^\text{16}\) demonstrating that considerable electron densities remain around both the Ba and K sites, and densities around the Ba are larger than the K site, implying stronger hybridization with Ba ions (Figure 5.8b). Thus, the intercalation of metal atoms in crystalline bcc C$_{60}$ has an impact not only on the lattice constant, but also on the hybridization with C$_{60}$, where both variations determine the bandwidth of bcc fullerides together.
Figure 5.9 | Thermoelectric properties of \( A_xAE_{6-x}C_{60} \) \( (x=0, \, 3 \, \text{and} \, 6) \) fullerides. (a) All considered \( A_xAE_{6-x}C_{60} \) samples are listed. We consider three different alkali metals (Na, K and Rb) and three different alkali earth metals (Ca, Sr and Ba). Here, blue arrow indicates the direction for bandwidth increase and lattice constant decease. Power factors (b), electronic thermal conductivities (c) and ZT values (d) of \( A_xAE_{6-x}C_{60} \) fullerides are computed as a function of bandwidth (W).

Next, we calculate the thermoelectric properties \( (S^2\sigma, \kappa_e \text{ and } \text{ZT}) \) of \( A_xAE_{6-x}C_{60} \) \( (x=0, \, 3 \, \text{and} \, 6) \) as shown in Figure 5.9. As we expected, \( \sigma \) increases with bandwidth, while \( S \) decreases. These two conflicting properties generate a dependence between the power factor and bandwidth with a maximum value of \( S^2\sigma \) at \( W \sim 0.9 \) eV for \( \text{Ba}_6C_{60} \). Below this bandwidth, \( S^2\sigma \)
roughly increases as the bandwidth increases, as in the case of the fcc lattice, mostly due to the increase in $\sigma$. Significant $S^2\sigma$ reduction beyond its maximum point arises from considerably reduced $S$ values, by a factor of 7, compared with other $A_xAE_{6-x}C_{60}$ samples, despite the increased $\sigma$ values. This behavior can be explained by the strong hybridization between $C_{60}$ and AE states, inducing an overlap between valence and conduction bands, and making these fullerides semimetallic, resulting in the sharp reduction of $S$. $\kappa_e$ increases with bandwidth, owing to more dispersive electronic bands with larger bandwidth, as in the case of $\sigma$. The results demonstrate that the hybridization between $C_{60}$ and dopant metal states plays an important role in the charge transport of crystalline $C_{60}$ in the bcc lattice, and optimization of dopants could lead to further improvement of the electronic properties in crystalline $C_{60}$.

We predict the full $ZT$ in bcc fullerides, combining with our computed lattice thermal conductivity of $K_6C_{60}$ ($\kappa_l = 0.21 \text{ W/mK}$), as shown in Figure 5.9d. Among these samples, a $ZT$ value as large as 1 can be achieved in the case of $K_3Sr_3C_{60}$ at room temperature. This significant enhancement in $ZT$, by a factor of $\sim 5$ with respect to pristine crystalline $C_{60}$, is due to a combination of a reduction in $\kappa$ and enhancement in $S^2\sigma$. This $ZT$ value is further above the highest $ZT$ value yet reported among organic thermoelectric materials at room temperature ($ZT \sim 0.4$). Here, as we noted in the previous section, for pristine $C_{60}$ our computed lattice thermal conductivity value is overestimated by a factor of 1.8 with respect to the measured value, resulting in underestimated $ZT$ values in fullerides. This high $ZT$ value indicates the importance of optimizing intercalating dopants in crystalline $C_{60}$, which could engineer the thermoelectric properties of fullerides, by simultaneously improving all of the properties constituting $ZT$. 
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5.4. Outlook and Future Work

In this work, we investigated the thermoelectric properties of crystalline C$_{60}$ intercalated with alkali and alkaline earth metals using both classical and quantum mechanical calculations. The intercalation of metal atoms could play an important role in controlling both thermal and charge transport. Introduction of dopants generates strong phonon scattering in crystalline C$_{60}$, and thermal transport in such materials can be tuned by dopant composition. These results also demonstrate that dopant variation could broadly tailor charge transport in fullerides, introducing different effects on the bandwidths, which mostly determine charge transport in crystalline C$_{60}$. Thus, the introduction of metal atoms in crystalline C$_{60}$ could be an important route to designing high-efficiency fullerene-based thermoelectric materials, by improving both charge and thermal transport.

References

Chapter 6

Conclusion

In this dissertation we have presented a detailed atomistic study of both thermal and charge transport in carbon-based nano-materials. We have focused on graphene and crystalline C$_{60}$, and have carried out a series of calculations using equilibrium molecular dynamics, lattice dynamics, density functional theory, and semi-classical Boltzmann transport theory. Using these simulation methods, we studied the effects of chemical modifications (i.e., chemical functionalization on graphene, and metal atom intercalation in crystalline C$_{60}$) on thermal and charge transport in these carbon-based materials. The understanding gained of the key thermoelectric properties enabled us to provide new design strategies for high-efficiency thermoelectric materials.

We first studied the influence of 2D periodic patterns on the thermal transport of partially functionalized graphene with different functional groups, employing a combination of classical molecular dynamics and lattice dynamics simulations. Our calculations showed that the use of patterned 2D shapes on graphene reduces the room-temperature thermal conductivity by as much as 40 times compared to that of the pristine monolayer, due to a combination of boundary and clamping effects. Lattice dynamics calculations elucidated the correlation between this large reduction in thermal conductivity and two dynamical properties of the main heat carrying phonon modes: 1) decreased phonon lifetimes by an order of magnitude due to scattering, and 2) direction-dependent group velocities arising from phonon confinement. Taken together, these
results suggested that patterned graphene nano-roads provide a method for tuning the thermal conductivity of graphene without the introduction of defects in the lattice, opening an important possibility for thermoelectric applications.

Next, \textit{ab initio} electronic structure calculations and the Boltzmann transport approach were used to determine the role of chemical functionalization on the electrical transport properties, including the electrical conductivity ($\sigma$) and Seebeck coefficient ($S$), which combined with our computed thermal conductivities enables us to predict the full $\text{ZT}$ in these materials. We predicted that suitable chemical functionalization of graphene can introduce peaks in the density of states at the band edge that result in a large enhancement in the Seebeck coefficient, leading to an increase in the room-temperature power factor of a factor of two compared to pristine graphene, despite the degraded electrical conductivity. Furthermore, the presence of patterns on graphene reduces the thermal conductivity, which when taken together, leads to an increase in the figure of merit for functionalized graphene by up to 2 orders of magnitude over that of pristine graphene, reaching a maximum $\text{ZT} \sim 3$ at room temperature according to our calculations. These results suggest that appropriate chemical functionalization could lead to efficient graphene-based thermoelectric materials.

Finally, we investigated the thermoelectric properties of crystalline $C_{60}$ intercalated with alkali and alkaline earth metals using both classical and quantum mechanical calculations. Through these calculations, we have understood the influence of doping concentration and dopants on the thermoelectric properties of crystalline $C_{60}$. Intercalating metal atoms in solid $C_{60}$ gives rise to strong phonon scattering, and thermal transport in solid $C_{60}$ can be tuned depending on dopant composition. In addition, a variation of dopants could broadly tailor charge transport in fullerides, introducing different effects on bandwidths, which mostly determine the charge
transport in crystalline C$_{60}$. Based on this understanding, we optimized the thermoelectric figure of merit ZT in crystalline C$_{60}$, predicting ZT ~ 1 at room temperature with appropriate doping. Here, all of the properties constituting ZT can be improved simultaneously with metal atom intercalation. Thus, the introduction of metal atoms in crystalline C$_{60}$ could be an important route to designing high-efficiency fullerene-based thermoelectric materials.

One of the most exciting ways in which computational materials design can be applied to the field of thermoelectrics is in the discovery of new classes of thermoelectric materials that have not been previously considered for thermoelectric applications. This is now possible because of the age of materials design we have entered, and it is happening in many fields across science and engineering for an ever-expanding range of materials. Rather than only examining the material that is already known as a “good” thermoelectric material and making it better, we can think much more broadly and creatively. The creation of new materials learning curves will play a crucial role in paving the way towards cost effective and efficient energy technologies. It is in this spirit that we have explored in this thesis an understanding of the impact of chemical modifications on the thermal and charge transport in carbon-based materials, which could provide new design strategies for high efficiency thermoelectric materials.