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Abstract

Organic photovoltaics (OPVs) and organic light-emitting diodes (LEDs) are organic
optoelectronics offering a number of unique benefits that may play an important role
in the future of clean energy generation and efficient energy consumption. In this
thesis, we explore key electronic processes in OPVs and OLEDs, with a major focus
on quantum-mechanical kinetic modeling of magnetic field effects (MFEs) that probe
underlying subprocesses.
Certain organics are capable of dividing excited states in a process termed singlet
fission, which can increase the maximum theoretical efficiency of an OPV by a factor
of nearly 1/3. The MFEs on photocurrent measurements from our collaborators are
combined with theoretical models to determine optimal device architectures for singlet
fission OPVs, allowing us to exceed the conventional limit of one electron per photon.
We also use MFEs to determine the spin of charge transfer states most efficient at
generating photocurrent and demonstrate microscopic insight into the mechanism of
their diffusion, offering new design principles for the engineering of donor-acceptor
interfaces in OPVs.
Thermally activated delayed fluorescence (TADF) is becoming an increasingly impor-
tant OLED technology that extracts light from non-emissive triplet states via reverse
intersystem crossing (RISC) to the bright singlet state. We use MFEs to prove a
rather surprising finding that in TADF materials composed of donor-acceptor bends,
the electron-hole distance fluctuates as a function of time, resulting in spontaneous
cycling between states that are advantageous to fluorescence at one moment and then
advantageous to RISC at another.
Combined with additional topics in the fields of metal organic frameworks and reac-
tion pathfinding methods, the work in this thesis provides insight into how to achieve
optimal performance in OPV and OLED devices, which may serve an important role
in the future of our energy landscape.
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Chapter 1

Introduction and background

With projections of a world population increase of 3 billion people by the end of 2050

and a correlated 56% increase in energy consumption,2o,21 the need for a major change

in the way energy is sourced and consumed is hardly an debatable topic. As majority

of these projected population and energy increases expected to take place in emerging

markets, where economic development will likely take precedence over environmental

impact,2 2 it may be shockingly more difficult to decrease fossil fuel dependence from

the already overwhelming current value of 86%. As long as the consequences of

these realities remain years in the future, however, changes in consumption habits

may not take place without a reordering of the costs of renewable energy technologies

and fossil fuels. Significant advancements in clean-energy-related fields are therefore

a necessity.

Solar energy is the most abundant source of clean energy, with enough of the sun's

energy reaching earth's surface over the course of one hour to sustain energy demands

for one year. 2 5 In fact, even 10%-efficient solar cells would net the requisite energy

figures with a land-mass coverage of 0.1%. 26,27 Therefore, solar energy remains one

of the most promising renewable energy options. As stated, however, economics will

likely the distance future, and the present 3x greater price of utilizing solar power

motivates the exploration of new approaches to harnessing the potential of solar
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energy. 28

In addition to seeking clean, renewable sources for energy, it is important to also

continually improve the efficiency of devices that consume energy. Lighting consti-

tutes a substantial use of energy, particularly in the commercial sector, where it was

estimated to constitute over 10% of electricity consumption in 2013.20 Light-emitting

diode (LED) bulbs already offer efficiencies 48% greater than compact fluorescent

bulbs and 560% greater than traditional incandescent bulbs. 29 Widespread adoption

of LED lighting, however, will require competitive pricing and comparable or better

light output quality.

1.1 Organic semiconductors

Organic optoelectronics offer potential solutions to the problems currently faced in the

fields of solar energy capture and solid-state lighting. Organic photovoltaics (OPVs)

and organic LEDs (OLEDs) are new technologies that utilize organic semiconductor

(OSC) materials, in place of the inorganic materials used in traditional electronics.

OSC materials are composed of organic molecules that are bound by relatively weak

Van der Walls interactions. As a result of the weak intermolecular interactions and

the low dielectric screening of electron interactions, the fundamental excited states in

OSCs are highly localized, Coulombically-bound electron-hole pairs, known as exci-

tons (see Figure 1.1b).30-32

The localized nature of excitons results in a number of unique benefits in OSCs. For

instance, localization makes OSC materials robust to disorder in the molecular pack-

ing structure, 33 allowing for cheap and easy processing of OLEDs that even have the

potential to be flexible.29 Additionally, the unique property of distinct spin-substates

enables efficient multiplication of excited states, which increases the maximum theo-

retical solar conversion efficiency. Localization also gives rise to unique physics, as well

as obstacles, that necessitate certain approaches to design of OPVs and OLEDs.
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1.1.1 The fundamental electronic states

The electrons of OSCs are typically envisaged and modeled within the valence-orbital

approximation, in which only the highest occupied and lowest unoccupied molecular

orbitals (HOMO and LUMO) of each molecule are considered; the tightly-bound core

electrons are usually ignored. The term "hole" is used to refer to an unpaired electron

occupying a HOMO orbital of molecule a, with wavefunction qHOMO,a, while the "elec-

tron" is occupies a LUMO orbital of molecule b, with wavefunction #LUMO,b. While

far from quantitative, this electronic description serves as a reasonable zeroth-order

approximation, due to the weak intermolecular interactions in OSCs. The discus-

sions of this section will be framed around zeroth-order approximations commonly

used in traditional organic materials; higher-order corrections will be discussed and

incorporated as needed in specific cases.

a ground state b exciton

LUMO

HOMO
* NO 6 0 40 440 4NOW a 3NW40 NO

C CT state d charge/polaron (-)

women O* 0 4 4m 060pp 0

Figure 1.1: Fundamental electronic states in OSCs illustrated in the context of a
1-dimensional chain of molecules. Each pair of HOMO and LUMO lines corresponds
the valence orbitals of a molecule. Grey circles represent electrons occupying the
molecular orbitals.

The fundamental electronic states in OSCs are illustrated in Figure 1.1. In the ground

state (Figure 1.1a), the HOMO is doubly occupied and the LUMO is unoccupied. In

an exciton (Figure 1.1b), the HOMO and LUMO of the same molecule are singly

occupied. A charge transfer (CT) state Consists of a singly occupied HOMO on

one molecule and additional electron in the LUMO of a neighboring molecule (Figure

1.1c). CT states can also be described as an overall-neutral state composed of positive
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and negative (Figure 1.1d) charges on neighboring molecules. Some systems have CT

states that can undergo radiative relaxation directly from the CT state to the ground

state; this type of CT state is referred to as an exciplex.

Charges in OSCs are often referred to as polarons. Polarons are quasiparticles con-

sisting of a charge and the dielectric polarization of its surroundings. Polarization of

the surrounds is the distortion of positive and negative densities in the surroundings

in response to the unbalanced charge.

0*00

Figure 1.2: Illustration of a polaron. The charge (red) induces distortions (polariza-
tion) in the surrounding molecules.

1.1.2 Singlet and triplet spin substates

Electrons have intrinsic spin angular momentum of S = 1/2. Within the zeroth order

approximations of the current discussion, the electronic spatial r and spin a- degrees

of freedom are uncoupled. Therefore, total electronic wavefunctions will be products

of spatial and spin components:

IP = <({ } ({-)(.)

The spin statistics theorem the total wavefunction of a system of identical, half-

integer-spin particles must change sign when two particles are swapped-the total
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Figure 1.3: Ground (e) and first excited singlet (a) and triplet states (b, c, d) of a
two-electron system in the HOMO-LUMO basis. The orbital digram representations
are shown in the left column, with the bottom level representing the HOMO and
the top level the LUMO. The wavefunctions are given to the right, with exchange
symmetry of the spatial and spin components labeled in blue. Note: For simplicity,
a general triplet exciton is commonly illustrated using the orbital diagrams of either
b or d.

wavefunction must be antisymmetric under exchange. For the product wavefunction

of Equation (1.1), this requires either # or x to be antisymmetric and the other to

be symmetric. For a two-electron system in the HOMO-LUMO basis, this results in

the ground and single-excitation wavefunctions given in Figure 1.3.

35



In the notation used for the total wavefunctions T in Figure 1.3, the capital letter of

the subscript indicates the total spin: S ++ Stot = 0, T ++ St0 t = 1. Stat 0 states are

referred to as singlets, because they have spin multiplicity Stot(Stot + 1) = 1. Stot = 1

states are referred to as triplets, because they have spin multiplicity Stot(Stot + 1) 3,

and the subscripts of T_, To, T+ indicates the magnetic quantum number ms = -1,

ms = 0, and ms = +1, respectively. As singlets all have ms = 0, their spin quantum

number is omitted from the notation. Instead, the So is used denote the ground state

(always a singlet in typical organics, and S1 is used to denote the first excited singlet

state.

The electron-electron interaction energy,

Ee-e = I(ri, r2 )* fr- r2l I (ri, r2 ) d3rid3r2 ,

is composed of a Coulomb energy and an exchange energy. For the excited (exciton)

states of Figure 1.3, the Coulomb energy is given by

C = JJ IHOMO (ri) 2 fri r2 l I LUMO (r 2 ) 2 d3 rid3 r 2 ,

and is analogous to the Coulombic repulsion of the electron and hole densities. The

exchange energy is given by

*= HOMO (ri) OLUMO (ri) HOMO (r 2 ) OLUMO (r 2 ) d3rid3r 2 , (1.2)
irJ - r2l

and, despite being completely quantum mechanical in nature, can be conceptualized

as the Coulomb repulsion of the electron and hole within the overlapping region of

#HOMO and qLUMO. The exchange energy will therefore depend on the spatial overlap

of #HOMO and qLUMO:

J 0C I(OHOMO I OLUMO) 2
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Due to the symmetry of the S1 spatial component,

Ee-e (Si) = C + J.

The antisymmetry of the spatial components of the triplets, on the other hand, results

in

Ee-e (T_) = Ee-e (TO) = Ee-e (T+) = C - J.

Therefore, the exited singlet is 2J higher in energy than the triplet states:

AEsT = E (Si) - E (T{-,+,O}) = 2J (1.3)

This singlet-triplet exchange splitting is brought to light by considering a system of

two indistinguishable electrons in an infinite 1-dimensional well of length L. The

eigenstates of this system are the familiar particle-in-a-box eigenfunctions,

On(X)= sin (L , n=1,2,...

The spatial components of the first excited singlet and triplet wavefunctions are

singlet: [01 (x1) #2 (X 2) + #1 (x2) #2 (X1)] , (1.4)

triplet: [#1 (XI) 02 (X2) - #1 (X2) 02 (Xi)] . (1.5)

The probability densities of these spatial components are plotted in Figure 1.4. In the

singlet state, the particles are most likely to be found at the same point in the box

(at coordinates {O.3L, 0.3L} and {0.7L, 0.7L}). In the triplet state, the particles are

most likely to be found toward opposite sides of the box (at coordinates {O.3L, 0.7L}

and {0.7L, 0.3L}). The electrons are, therefore, better correlated in the triplet state,

resulting in it a lower energy than the singlet.

The effects of confinement are also displayed in Figure 1.4. As the box size is increased

from L = 1 to L = 2, the differences in correlation between the singlet and triplet are
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diminished, which decreases the effect of the exchange splitting.

(a) singlet, L = 1
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Figure 1.4: Probability density for the singlet and triplet and spatial components
of the wavefunction for two particles in a box of length L with quantum numbers
ni = 1, n2 = 2 [see Equations (1.4) and (1.5)]. In the singlet state, the particles are

most likely to be found at the same point in the box (at coordinates {0.3L, 0.3L} and

{0.7L, 0.7L}). In the triplet state, the particles are most likely to be found toward
opposite sides of the box (at coordinates {0.3L, 0.7L} and {0.7L, 0.3L}). Increasing
the box size spreads out the joint probability, decreasing the effects of exchange.

Confinement of the electron and hole as an exciton or CT state in OSCs results in

a substantial overlap of #HOMO and OLUMO (i.e. the HOMO and LUMO are of the

same or neighboring molecules) and a potentially large exchange energy, as large as
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several hundred meV. " Therefore, the singlet and triplet substates of excited states

in OSCs often behave as distinct states, and a number of consequences result.

One of the most important properties of singlet and triplet states is orthogonal-

ity:

(Ts I TT) = 0,

which results from orthogonality of the different spin components x({o-}). This re-

sults in spin-forbidden transitions between the excited singlet and triplet substates.

Also, due to the ground state being a singlet, photoexcitation results in only singlet

excitons, and only singlet excitons are able to radiatively relax to the ground state.

Triplet excitons are, therefore, dark states in traditional OSCs.
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1.2 Organic photovoltaics

1.2.1 Fundamental electronic processes

Solar energy harvesting requires conversion of absorbed photon energy into a sepa-

rated charges that are collected at opposite electrodes. The fundamental processes in

a light absorption/excitation

-SL

b exciton diffusion to interface

c exction dissociation/CT formaitrI-

d charge separation and collection

Figure 1.5: Illustrations of the fundamental processes in an OPV device. Grey circles
represent electrons, and grey, dashed circle outlines are used here to denote the empty
occupation resulting from the initial excition process in b. The acceptor valence
orbitals are lower than the donor's, which drives exciton dissociation at the interface.
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OPVs are illustrated in Figure 1.5. Photon absorption produces an excition (Figure

1.5a). The exciton binding energy is > kBT, preventing spontaneous dissociation

at room temperature." Instead, exciton dissociation requires the exciton to diffuse

(Figure 1.5b) to an interface between two OSC materials with correct offset of their

HOMO and LUMO levels to induce a CT state, as show in Figure 1.5c. Finally,

charge separation from the CT state must occur, followed by diffusion and extraction

of the charges to opposite electrodes (Figure 1.5d).

1.2.2 Architectures and morphologies

a bilayer b photodector (PD) c bulk-heterojunction (BHJ)
electrode electrode electrode

donor

acceptor

electrode electrode electrode

Figure 1.6: Illustration of the three OPV device architectures used in studies found
in 2 and 3.

The donor/acceptor interface required for excition dissociation can be realized using

a number of different OPV architectures. Figure 1.6 contains illustrations of the three

OPV device architectures used in the studies throughout 2 and 3. The most basic

architecture is a bilayer OPV (Figure 1.6a), where single layers of the donor and

acceptor materials are sandwiched between the two electrodes. A problem arrises in

bilayer OPVs if either layer is made thicker than the exciton diffussion length (- nm

for singlet excitons15 ), in which case a number of relaxation processes may occur prior

to exciton diffusion to the interface, wasting energy as heat. Photodetectors (PDs)

(Figure 1.6b) are similar to bilayer OPVs, but contain a number of thin donor and

acceptor films layered in series between the two electrodes. They can be made thicker
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and absorb more photons while avoiding exciton diffusion limitations, and are useful

for scientific studies under reverse-bias conditions, which ensures high charge extrac-

tion yield. 36,37 PDs are akin to a nanostructured version of a bulk-heterojunction

(BHJ) OPV (1.6c), which contain a blend of donor and acceptor materials. The mor-

phology of the blend layer of a BHJ can vary significantly depending on the materials

and preparation technique.

Metal organic frameworks

One class of materials that allows exquisite control over the intermolecular distances

and angles between organic molecules is metal-organic frameworks (MOFs). These

are crystalline hybrid materials made from inorganic and organic building blocks

whose topologies, and implicitly the intermolecular distances between various build-

ing blocks, can be controlled by design using the principles of reticular chemistry.

Although MOFs have traditionally been used for gas separation and storage, their

highly ordered nature has also made them attractive targets for studying photophys-

ical phenomena related to energy transfer3" 40 for light harvesting and luminescence

for sensing. 41-45 One idea is that blends of donor and acceptor OSC materials could

be incorporated within the empty space a MOF with a highly conductive framework

component, allowing for rapid and efficient transport of charges formed within the

embedded OSC blends.

1.2.3 Efficiency and the Shockley-Queisser limit

Understanding the factors limiting current-day solar conversion efficiencies is funda-

mental to achieving performance increases. The power generated by a solar cell is

equal to the product of its voltage and current. The maximum voltage is set by the

bandgap (E(Si in OVPs), because photons below are not absorbed, and the energy

of photons above is wasted as heat through rapid vibrational relaxation. Because the

solar spectrum is composed of photons at wide range of energies at varying intensities,
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there is a maximum theoretical efficiency for a singlet-junction solar cell of 33.7%,

known as the Shockley-Queisser limit. 46

Multiple exciton generation

Splitting the excited state generated after the absorption of high energy photons

presents one pathway beyond the single junction efficiency limit. Instead of harvesting

a single electron, several charges can be obtained by dissociating the child excitons.

For example, so-called multiple exciton generation mechanisms have been used to

produce an average of more than one electron from an ultraviolet photon with energy

four times the bandgap.4 7 Multiple exciton generation thus recaptures wasted energy

by generating and additional exciton using the excess vibrational energy before it is

converted to heat.

1.2.4 Singlet fission

Singlet exciton fission is a type of multiple exciton generation mechanism found in

organic semiconductors, whereby a singlet excited state (Si) splits into two triplets

(T1) of E(T1 ) < 1/2E(SI) on neighboring molecules; see Figure 1.7.48,49 It is no-

table because spin conservation disallows the usual competing loss process: thermal

relaxation of the high-energy exciton into a single low-energy exciton (i.e. thermal

relaxation from Si to T1 is spin-forbidden). In fission, the low energy exciton is a

dark state, inaccessible by a direct transition from either the high energy exciton or

the ground state. Only the evolution of the high-energy state into two triplet excitons

is spin-allowed, as discussed below. Consequently, prior studies have suggested that

singlet fission can be efficient even in the visible spectrum, harnessing photons of just

twice the energy of the child excitons. 50 55

There is a side effect of spin in singlet fission, however. The dark exciton controls

the electrical properties of the cell. These are decoupled from the optical absorption,

which is controlled by the bright, high-energy exciton. Thus, fission does not itself
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original energy split
into two excited states

E(Tj) 'E(S 1 )

molecule 1 molecule 2

Figure 1.7: Illustration of the singlet fission process. A singlet excited state (Si) splits
into two triplets (T1 ) of E(T1 ) < 1/2E(Si) on neighboring molecules.

increase the power efficiency of a solar cell. It potentially doubles the photocurrent

at the cost of losing at least half the open circuit voltage. To overcome the Shockley-

Queisser limit, solar cells must combine fission with a conventional material that fills

in the absorption spectrum above the dark exciton. 1,56-59 Therefore, in addition to

demonstrating singlet fission can break the conventional barrier of one electron per

photon, it is necessary to provide proof of concept device designs that also incorporate

a material that absorbs energy between E(T1 ) and E(SI), which has to potential to

raise the maximum device efficiency to 44.4%.6O.

1.2.5 Triplet-charge annihilation

Singlet fission introduces a large number of triplet excitons, which would otherwise

not be present in a typical OPV. The presence of triplet excitons in and charges in

an OPV results in an important and characteristic loss mechanism in singlet-fission-

based solar cells: triplet-charge annihilation (TCA). TCA is the process of destroying
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C++ S0T+ C+

Figure 1.8: Orbital diagram illustrating the process of triplet-charge annihilation.

a triplet exciton during its interaction with a charge (see Figure 1.8). As the triplet

destroyed in a TCA event was a potential source of photocurrent, it is crucial to design

devices that minimize TCA, in order to preserve the benefits of singlet fission.
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1.3 Organic light-emitting diodes

1.3.1 Fundamental electronic processes

a charge injection and diffusion

b exciton formation

c radiative relaxation

Figure 1.9: Illustrations of the fundamental processes in an OLED device.

The operation of OLEDs is similar to reverse of the processes in OPVs. Whereas

light is converted into electrical power in OPVs, electrical power converted into

light in OLEDs. The fundamental processes in OLEDs are illustrated in Figure 1.9.

Charges (electrons and holes) injected at opposite electrodes diffuse and eventually

come within the radius at which they are attracted through their mutual Coulomb

interaction (Figure 1.9a). Under influence of the Coulomb attraction the charges form

an exciton (Figure 1.9b). The exciton then may undergo radiative relaxation to the

ground state, emitting a photon (Figure 1.9c).
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1.3.2 Efficiency and the impact of exciton spin substates
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Figure 1.10: Diagram of the result of the operation of an OLED based on typical

hydrocarbon OSCs. Injected charges have random spins, and 3/4 of the excitons

formed are dark triplet states. The maximum efficiency in such a device is 25%.

The spin of the injected charges are completely random and, therefore, combine to

form excitons with equal probability for forming each of the four spin substates dis-

cussed in 1.1.2. This results in a major fundamental limitation for OLEDs composed

of traditional semiconductor materials: 75% of the excitons formed are non-emissive,

dark triplet states (see Figure 1.10), resulting a maximum efficiency of 25%.

anode ,,,ectedc.har g.. - cathode

4
AF ; >> kT

h V hv
(phosphorescence)

Figure 1.11: Diagram of the result of the operation of an OLED incorporating phos-

phorescent organometallic emitters. Nearly all of the injected charges end up in the

triplet states, from which phosphorescence may take place. The maximum efficiency

in such a device is 100%.

Current state-of-the-art OLEDS incorporate organometallic complexes containing

heavy metal atoms that provide high amounts of spin-orbit coupling (SOC).61-63 SOC

causes mixing between the singlet and triplet excited states, relaxing the spin-selection

47



rule for transitions between the singlet and triplet excited states and allowing efficient

phosphorescence from the triplet states. The majority of singlet excitons in these sys-

tems undergo intersystem crossing ISC to form triplet excitons, so the majority of

the emission comes from phosphorescence.

Unfortunately, in addition to the high cost associated with the precious metals found

in many of these organometallic complexes, empirical evidence suggests there is a

practical lower limit to the phosphorescence lifetime of commonly used phosphors,

which has stagnated somewhere in the vicinity of 1 microsecond.6 4 This limit imposes

a major roadblock to device design, because as the charge injection rate is increased

to drive the OLED brighter, long lived excitons result in substantial energy build-up

in the device, which ultimately leads to bimolecular annihilation processes and lower

efficiency-a phenomenon often referred to as " roll-off."6 7 In addition, the energy

released during such bimolecular recombination events is believed generate structural

defects through chemical reactions, resulting in degradation of OLED devices over

time. 29 ,6 8

anode i, a,acbe hargges ......_ cathode

I I

sin. et. RI-SC I
AE, T "kf T

hv

Figure 1.12: Diagram of the result of the operation of an OLED incorporating TADF
emitters. By minimizing the AEsT, excited triplets may be thermally upconverted
to S1 and undergo ensuing fluorescence. The maximum efficiency in such a device is
100%.

To obtain high-efficiency, low-cost OLEDs for applications in solid-state lighting,

recent work has proposed thermally assisted delayed fluorescence (TADF) as an al-

ternative mechanism to phosphorescence for harvesting triplet excitons.69- 71 TADF

relies on efficient thermal upconversion from the dark triplet state to an emissive sin-
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glet state,7 2 a process termed reverse intersystem crossing (RISC); see Figure 1.12.

TADF emitters are designed based on achieving a small overlap between the HOMO

and LUMO orbitals, which as discussed in 1.1.2, decreases the exchange interaction

energy. Because typical fluorescence rates are on the order of nanoseconds, TADF

devices could achieve better roll-off characteristics and longevity, if the RISC lifetime

can be made comparable to the fluorescence lifetime. Indeed, the maximum efficiency

of a TADF-based device is also 100%.

1.4 Theoretical tools

1.4.1 Quantum master equations

Whereas wave functions are used when a system is known to be in a single, quan-

tum state, density operators and matricies are used for any of the following condi-

tions:

1. Only the probability of a system being in a certain state is known (i.e. there is

some uncertainty regarding the state of the system).

2. There is an ensemble of systems that may be in a different states at a given

moment.

3. The generation or interaction of two or more subsystems results in entanglement

of their states.

The density operator p of an for a system existing in a possibility of N states is

expressed as
N

p = pi |0Oi) , (1.6)

where pi is the probability of finding the system in the state 10i) and must sum to

one: Epi = 1. Note: The states in Equation (1.6) do not to be orthogonal. The

elements of the density matrix corresponding to p in a basis of states { UM) } are given
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by
N

Prn_ (Umn p P Un) >pE i (Urn I~~ (b un), (1.7)

where it is recognized that the probability of finding the system in state IUM) is the

diagonal element prnrn.

When the system is known to be in state ipk) (a pure ensemple) its density operator

is simply

p = I y) ( Oj I (1.8)

while a system whose state is completely random or uncertain has the diagonal density

matrix proportional to the N x N identity matrix 1N:

1

N
(1.9)

where N is the number of states in the sum of Equation (1.6).

Some other useful properties of the density matrix are:

" The ensemble average expectation value of the observable with operator A:

(A) = Tr {Ap}.

* The probability of finding the system in state 4V): Tr {[1) (01 p}

Lindblad form of quantum master equations

The time dependence of the system density matrix is given by the Liouville-von

Neumann equation:

(1.10)

where H is the Hamiltonian of the system. Often, one is only interested in the be-

havior of a subset of the system. This is often the case when thermal fluctuations

(i.e. phonons, in the solid state) are involved in irreversible (incoherent) transitions
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of the subsystem. Rather than calculating the unitary (coherent) evolution of the

entire system using Equation (1.10), a partial trace can be used to isolate a reduced

description for the behavior of the subsystem under the influence of its environment.

This process represents an approximation that assumes the time scale of the environ-

mental fluctuations causing the irreversible transition are short with respect to the

transition they cause. 73 The irreversible transition is then said to be stochastic, due

to the uncertainty in the state of the environment. The time evolution of the reduced

density matrix-referred to as p from here on-is then governed by what is termed a

"quantum master equation" (QME).

The most general form for a QME is the Lindblad form73 7 :

= - [H, p] + I nprt - 2Itn, PI, (1.11)
n

where where {A, B} = AB + BA is the anticommutator. The first hand on the

right-hand side of Equation (1.11) corresponds the the right-hand side of Equation

(1.10), except H is the Hamiltonian of the subsystem, and describes the unitary

evolution of the subsystem. The second term on the right-hand side of Equation (1.11)

describes the stochastic, irreversible transitions between the states of subsystem. The

F operators are known as "Lindblad operators," or "quantum jump operators." 75

Each one corresponds to an irreversible transition between states of of the subsystem

induced by interactions with the environment, or "bath." For example, the Lindblad

operator corresponding to a transition from state |@i) of the subsystem to state KI)

of the subsystem can be represented as

Fi -i = Vk ji I b) (0i 1, (1.12)

where kjsi is the rate constant quantifying the transition rate.

The effect of the F operators can be seen by considering the Equation (1.11) in the

case that H = 0. For a subsystem with two possible states, 1a) and 1b), and one

Lindblad operator, Faeb = v/kees 1a) (bl. The two terms of the sum in Equation
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(1.11) are

Fa<-bPF<-b = kb<-a |a) (b| p 1b) (a| = kabPbb |a) (a|

and

I t{<-bFa b, P - ka<b (|b) (b\ p + p |b) (b\).2 a 2

This yields the system of equations rate equations

d paa Pab Pbb pab/2

dt Pba PbbJ -Pba/2 -Pbb

Therefore, we can see there is transfer of probability from Pbb to Paa with rate constant

kasb, and the off-diagonal coherence elements decay with rate constant kab/2. The

decay of the coherences is due to the loss of phase information (dephasing) that results

from an irreversible transition. 76

Extending the Lindblad form with annihilation and source operators

The sum over Lindblad operator transitions in Equation (1.11) preserves the total

population of states in the subsystem and the trace of the subsystem density matrix

Tr {p},73-75,77 as the two are equivalent. This is because the Lindblad operators

only produce population transfer between states of the subsystem and dephasing.

When population can be exchanged between the subsystem and bath, creating or

destroying population of subsystem states, Equation (1.11) can be extended by adding

annihilation and source operators A and 4D:78

= - [H, P] + 1 PFt If {Fi, P})- {A, p} + (D. (1.13)
dt - h L P <nn 2  nn, 2'

The annihilation operator A is the sum over individual operators for the population-

decreasing transitions. For example, if states 1a) and b) decay with rate constants ka

and kb, then

A = ka |a) (a| + kb1b) (b|.
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The creation operator is the sum over individual operators for the the growth rate of

each state. For example, if Ia) and Ib) are generated at the rates #a and #b, then

4'= a 1a) (a|+ #b |b) (b| .

Analytical solutions

The time dependent solution for p can be obtained analytically by rewriting Equation

1.13) as a superoperator equation in Liouville space:

d
- p) = M p) + vec().

dt
(1.14)

In Equation (1.14), the N x N density matrix p is

super vector Ip) composed by stacking the columns

vec(p) = 1p) =

( P1,1

PN,1

P1,2

PN,2

P1,N

PN,N )

vectorized to obtain an N 2 x I

of p:

(1.15)

Similarly, vec (D) is the vectorized source matrix 1. M in Equation (1.14) is a

N2 x N2 superoperator matrix. An analytical expression for M may be obtained

using the vectorization relation for the multiplication of general N x N matrices A,

B, and C:

vec (ABC) = (CT 0 A) vec (B) , (1.16)
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where we recognize vec(B) as Ip). Using Equation (1.16), we can vectorize Equation

(1.13):

vec ( ) vec [H, 1{F Fn p} {A, p} + <D

- [iN 0 H -- H 1N

=+ 1: n* O Un - 2(IN

\ 2 [N OA + T® iN]

=M Ip) + vec ((D).

n n n iN)] vec (p) + vec (CD)

(1.17)

Transient decay Transient decay experiments are represented by defining an initial

density matrix p(t = 0) = p(O) and have no source term (i.e. JD = 0). Solving the

differential equation of Equation (1.17), the solution for Ip) at time t is

(1.18)

The matrix exponential of Equation (1.18) can be solved easily on a computer using

the eigendecomposition of M, M = ULU- 1 :

Ip (t)) = ell|p (0)) = UeLtU-1 p (0)) ,

where eLt represents the diagonal matrix with elements

(eLt)ii = eLiit.

Steady-state (continuous illumination) Continuous illumination experiments

are represented by defining a source term 4b, and we are interested in the solution of

Equation (1.17) at steady-state (i.e. I p) = 0). Solving Equation (1.17) under these
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conditions yields the steady state solution

Ip (o)) = -M--vec (4b) , (1.20)

which is easily solved on a computer by computing the matrix inverse M--.

1.4.2 Magnetic field modulation of the rate of singlet-fission

Singlet fission is a spin-allowed process, because the overall process of going from

a singlet to two spatially separated, takes place through 9 spin-coupled "triplet-

pair" energy-eigenstate intermediates, (TT) '''9.48,78-81 We represent this kinetically

as

S()+ (TT) T T

where the k, and k_ 1 processes represent spin-conserving electronic transitions, the

k2 process represents the spatial separation of the triplets by exciton diffusion, and

'yfis(B) is the (magnetic field dependent) effective rate constant for the overall process

of going from a singlet to an uncorrelated triplet pair. For convenience in later

sections, we define the magnetic modulation factor X(B):

7fs (B) = X (B) yfis (B = 0) = X (B) 'f,. (1.21)

The { (TT)'} states are mixtures of one singlet, three triplet, and five quintet eigen-

functions of the total spin operator Stot 2  S 1
2 + S2

2 , where S12 and S2
2 are the spin

vector operators of the two triplets. Spin must be conserved during the k, transition,

so the initially generated pair is a singlet coherent superposition of the 9 (TT) eigen-

states. This singlet state is, in general, not a stationary state, because it's zero-field
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splitting spin Hamiltonian8 0

Hzfs = D (SZ1
2 + SZ2 

2 ) + E (S 12 + S 2 
2 - S 1

2 - SY2 
2) , (1.22)

does not commute with the total spin of the pair (i.e. [Hzfs, Stot 2] $ 0).' The singlet

admixture of the (TT) states will, therefore, vary with time. This changes the effective

rate of the spin conserving k_ 1 transition back to the singlet and, therefore, affects

the competition with the spin-agnostic k2 triplet diffusion process.

By applying an external magnetic field, we have the ability to change the (TT)

Hamiltonian through the Zeeman effect:

H =gpBB -(Si S2) + Hzfs, (1.23)

where g = 2.002 is the electron g-factor, [LB = 5.788 x 10-5 eV - T is the Bohr

magneton, and B is the external magnetic field. By varying the strength of the

magnetic field, we can affect the spin-mixing in the (TT) manifold, and as a result,

the effective rate of fission. We must emphasize that while the direct rate from

Si to the (TT) manifold (which always has total singlet admixture equal to 1) is

not magnetic field dependent,8 3 the overall rate of going from the singlet to two

separated/ spin-decoupled individual triplets, T1 + T 1, is magnetic field dependent.

This is because the magnetic field dependent mixing of singlet character affects the

number of (TT) pairs that successfully separate/decouple versus those that return

to S1 . This competition is strongly dependent on the branching ratio, k-1/k 2 , which

influences the magnetic field modulation of 7yfis as a result.48 84 85 The rate constant,

kj, only determines the zero-field value, 7yfis(0), by determining the attempt rate of

the overall singlet fission process S1 1a T1 + T1 .

To obtain an analytical expression for the overall rate 7yfis at steady-state (i.e. under

continuous illumination/generation of singlet excitons), we use a we start with the

'In Equation (1.22) the spin operators are labeled by the triplet (1 or 2) of the pair, and D and
E are the triplet excitonic zero-field-splitting parameters that are averaged over the inequivalent
molecules of the unit cell. 80,82
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QME for the (TT) density operator p of the form

dp i
dt h

1
[H, p] - {A, p} + (D,2

where H is Equation (1.23),

A = k2 I + ki IS) (Sj

TD = [S1] ki IS) (S, I

and [S 1] is the concentration rate of singlet excitons. Equation (1.24) can be solved

for p exactly using Equation (1.20).

Taking the trace of p gives the population of (TT) states:

- Tr{p} = -k 2 Tr
dt

{p} - Tr {Ap} + [Si] kiI,

where we recognize the first term on the right hand side of Equation (1.27) as the

rate of disappearance of singlets due to fission. 78 Thus,

'fis [Sl] = k2 Tr {p}. (1.28)

In the eigenbasis of H, the matrix elements of p are given by

(Emk En

hk2
Pmn = -[S 1] S*Sn - 2 k2 (S Sipin + Sj*Sn Pmi),

where the Em are the eigenvalues of H and The Sm are overlap factors of the mth

energy eigenstate of H, Im), with the singlet-spin eigenstate of St2ot (i.e. S2 S)

Sm = (SI0) . (1.30)

Both Em and Sm change with the field strength, influencing the fission rate through

Equations (1.29) and (1.28) by changing the oscillation frequency and singlet admix-
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Figure 1.13: Density matrix (Johnson and Merrifield model) MFE calculations. (a)
Magnetic field changes the Em and Sm, which (b) affects Xfis. In the long-lifetime
limit ( Em - En >> hk2 ), the MFE is nearly identical to that calculated with the
simplified Merrifield model.

tures (see Figure 1.13).

The density matrix treatment discussed so far has become known as the "Johnson

and Merrifield model," and has been shown to accurately reproduce experimental

singlet fission magnetic field effects (MFEs).48,81 The simpler and more widely used

"Merrifield model," 79 while not as quantitative, has a more intuitive interpretation. In

the long-lifetime limit (IEm - E, I > hk2 ; see Figure 1.13c), Equation (1.29) simplifies

to to a diagonal matrix and yields

9k2

Yfis k 1  2
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Figure 1.14: Merrifield model MFEs, in which coherence within the (TT) manifold
are ingnored. (a) The singlet fission modulation is proportional to the number of

(TT) states with substantial singlet character. (b) The magnetic field redistributes
the singlet character over the (TT) eigenstates. (c) Classical kinetic scheme for the
Merrifield model. The rates k, and k_ 1 are scaled by the singlet character of the
respective (TT) state.

where the salient feature is that -tis increases with the number of (TT) states with

substantial IS1 (i.e. the number of states with appreciable singlet amplitude), which

varies with magnetic field, from 3 states at zero-field to 6 states at low-field [< 50 mT

(for crystalline materials; up to 9 for disordered materials) and 2 states at high-field

[> 100 mTj (see Figure 1.14).so The model can be depicted as classical kinetic scheme,

where the rates k, and k- 1 are scaled by the singlet character of the respective (TT)

state, as shown in Figure 1.14c, and an alternative derivation of Equation (1.31) will

be shown in @2. .7 Importantly, both models predict the unique, non-monotonic MFE

line shape observed in singlet fission materials,8 1 ,86 though the coherence effects on

the low-field enhancement are more in line with experimental results. 1,49,56
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1.4.3 Magnetic field modulation of the rate of triplet-charge

annihilation

Similar to singlet fission, TCA is a spin-allowed process, because it takes place through

6 spin-coupled triplet-charge intermediate states, (TC)', which have fractional

doublet-character. 78,87 We represent this kinetically in Figure 2.12c, where the red-

colored transition between the spin-coupled (TC) state to a single charge (rate con-

stant k4) is spin conserving and, in a similar manner to singlet fission, depends on

the amount of doublet character in a given pair state.

The TCA rate constant (i.e. the rate constant for the overall process, T1 + C: 2IT^

C7) is given by 18

6 6
'_YTCA = Zp (D *Dn ~ ~ (132[T11 [C::]- Pn(D

where p is the spin density-matrix 6 x 6 matrix of the intermediate (TC)' manifold

of states, and

Dm: = (D:flm) (1.33)

is the doublet character, or overlap of mth eigenstate of the triplet-doublet Hamilto-

nian with the up/down-doublet-spin eigenstate of Sotal (i.e. Sota ID') = D))2

These overlap factors change with the magnetic field strength due to modification of

the spin Hamiltonian.

The spin Hamiltonian of the triplet-doublet pair state is78

H = gOB - (o- + S) + DS + E (Sx-- S2) (1.34)

where o- and S are the spin operators for the doublet and triplet exciton, respectively,

and Sx, Sy, and S, are the spin projection operators of the triplet. The remaining

terms have been defined above for Equations (1.22) and (1.23).

The steady-state (TC) density matrix, p in Equation (1.32), is determined by an
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equation analogous to Equation (1.29)78

Em En + 1) Pmn = [T,] [C] 3 mn
hk- 1 6 k-3

2 k 3 SE[(DI+*D+ + D-*D-) pin + (D+*v+ + D-*D-) Pml] (1.35)

We note that the quantity
1k
- [TI] [C+] k 3
6 k-3

does not influence the value of 'YTCA, and the prefactor

k4

[T 1 ] [C+]

in Equation (1.32) cancels out when we calculate the normalized MFE of the magnetic

field TCA rate.

In contrast to singlet fission, the number of (TC) spin states with doublet character

monotonically decreases from six at zero magnetic field to four under a large magnetic

field."8 As a result, the modulation factor

XTCA - 'TCA (B) (1.36)
7YTCA (0)

displays a monotonic decease with field strength (see Figure 2.15), in stark contrast

to the unique line shape of the singlet fission MFE (compare with Figures 1.13b and

1.14a). The characteristic dependences of 7yis and ?TCA with varying magnetic field

are distinct, allowing for unique determination of the two processes.

61



THIS PAGE INTENTIONALLY LEFT BLANK

62



Chapter 2

Magnetic field effects as a tool for

studying singlet-fission-based organic

photovoltaics

2.1 Determining the singlet-fission layer thickness nec-

essary for maximum triplet yield

Singlet exciton fission in photovoltaic devices is complicated by the presence of addi-

tional important loss pathways, such as singlet exciton dissociation into charge; 55,81

see Figure 2.1.7 Singlet exciton dissociation losses occur when singlet excitons are gen-

erated close enough to the donor-acceptor interface that the exciton dissociation rate

is comparable to the rate of singlet fission. Consequently, it is necessary to determine

the singlet-fission layer thickness necessary to ensure singlet excitons are generated

far enough from the interface and have the necessary time to undergo fission.

Due to the potentially significant internal loss mechanism of singlet exciton dissoci-

ation, it is typically insufficient to measure fission rates in of stand-alone materials.

Practical applications require measurements of the triplet yield (also referred to as
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the singlet fission yield or fission yield)-the average number of triplets generated per

excited singlet-in actual operating devices devices. A lower limit is defined by the

internal quantum efficiency (IQE)-the ratio of charges generated by the solar cell to

the number of photons absorbed. Due to the inherent error introduced by the optical

modeling necessary to estimate the number of photons absorbed the IQE is often met

with sceptism. 88,89 Much more concrete evidence is provided by measuring the num-

ber of charges generated per incident photon, referred to as the external quantum

efficiency (EQE). An EQE greater than 100% is the gold-standard for proving the

caliber of an MEG material. However, simultaneously optimizing a device's triplet

yield and it's the numerous factors contributing the the EQE is far from ideal, and

could lead to obscurement of an excellent singlet fission candidate.

In this section we discuss how MFEs can be used to quantify triplet yields and provide

independent conformation of IQE evaluations. By determining the triplet yield of de-

vices with different thicknesses of the singlet fission material, the minimum thickness

required to prevent singlet exciton dissociation can be determined. Combined with

the device's EQE or IQE, triplet exciton diffusion limitations can also be factored

into determining the optimal layer thickness.

2.1.1 Pentacene-C6 0 devices

The best understood fission material to date is pentacene, an acene with five rings.

Its dynamics are illustrated in Figure 2.1. Optical excitation generates a delocalized

spin-0, or singlet, exciton. Within about 80 fs, 5 0 5 5 the pentacene singlet exciton

splits into a pair of triplet excitons. Although triplet excitons are dark states, energy

may be extracted from them if they are dissociated into charge. This is possible at

a junction between pentacene and the fullerene C60 when the pentacene is oriented

approximately perpendicular to the interface.1

The structure of the pentacene-based solar cell designed by the our collaborators

is shown in Figure 2.2.' In order to demonstrate singlet fission can break the con-
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Figure 2.1: A kinetic scheme of singlet exciton fission in pentacene, based on cal-

culations of the singlet and triplet excitons and charge transfer states at the pen-

tacene/fullerene interface, with the purple (orange) density indicating where less

(more) electron density is found in the excited state. The delocalized singlet exciton

and two localized triplet excitons are circled in red. The loss pathway for singlet

excitons is direct dissociation into charge before singlet exciton fission. Each process

is labeled with a corresponding rate constant.

ventional barrier of one electron per photon, they went through great lengths to

minimize losses unrelated to the singlet fission process itself. They incorporated a

poly(3-hexylthiophene) (P3HT) layer, which increases the device efficiency by con-

fining pentacene triplet excitons away from the anode and helps extract holes from

pentacene that are generated from exciton dissociation, approximately doubling the

highest IQE previously reported for pentacene.2 ' 7 Despite an IQE of (160 10)%,

the EQE of their device was only (82 1)%, owing to the low absorption yield of

pentacene.] By employ a light-trapping scheme, they were finally able to increase the

EQE to (109 1)%,7 still considerably less than the IQE they determined.

To provide independent conformation of the high IQE, we developed a model to

analyze the photocurrent modulation under a magnetic field. The crucial rates are

identified in Figure 2.1. The singlet exciton can either directly dissociate into a single
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Figure 2.2: (A) Chemical structures and architecture of the solar cell with the thick-
ness of each layer in nanometers and energy levels of the lowest unoccupied and

highest occupied molecular orbitals in electron volts. 1-6 The anode is composed of in-

dium tin oxide (ITO) and poly(3, 4-ethylenedioxythiophene) poly(styrenesulfonate)
(PEDOT:PSS). The cathode employs bathocuproine (BCP) and a silver cap. (B) Ex-
ternal quantum efficiency of devices without optical trapping (blue line), and device

measured with light incident at 10' from normal with an external mirror reflecting

the residual pump light (red line). Optical fits from IQE modeling are shown with
dashed lines: modeled pentacene EQE (blue dashes), modeled P3HT EQE (purple
dashes), and modeled device EQE (black dashes) for comparison to the measured

device efficiency without optical trapping.

electron-hole pair, ks, or undergo fission resulting in the generation of two electron-

hole pairs, kfis(B) (only a different notation from syfis(B) in 1.4.2). In absence of

a magnetic field, three out of nine triplet-pair states have singlet character. Under

a high magnetic field (B > 0.2 T), the number of triplet-triplet pairs with singlet

character reduces to two, reducing the singlet fission rate, kfis(B). The photocurrent

yield changes if there is effective competition between fission and the dissociation

of the singlet exciton. It is not possible to generate a magnetic field effect on the

photocurrent yield unless there is a singlet loss mechanism that competes with the

fission process.

We used the following kinetic scheme, which includes the rates essential to Merrifield's

theory of singlet fission, to explain the magnetic field dependence of photocurrent.
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Figure 2.3: Detailed kinetic scheme of singlet fission. ki is the conversion of a singlet
exciton into a triplet-triplet pair. k_ 1 represents the reverse process, i.e. recombi-
nation of the triplet-triplet pair to a singlet excited state. A triplet-triplet pair is
separated into two free triplets (k2), which dissociate to charge (kT). The singlet
exciton can directly dissociate into a single electron-hole pair, ks.

In Merrifield's theory, a singlet fission event takes place by way of one of nine spin-

coupled triplets (TT)', where I = 1,...,9 designates the quantum spin state. The

factor S112 is the singlet character of the spin state of (TT)' and changes under a

magnetic field. We do not include backward recombination of the free triplets, i.e.

T, + T1 - (TT)', because such a process is endothermic by - 0.1 eV; there are no

reports of delayed fluorescence in pentacene.

Under steady-state conditions, the concentrations of all species are constant, leading

to the following equations:

d[Sil 9 S12 [1S12 S1
dt + k1Si 2(TT)] - kiS 2 [S] - ks [S 1 ] = 0 (2.1)

d [(TT)'] = kiS1
2 [S1] - k1S2 [(TT)l1 - k2 [(TT)' = 0 (2.2)

dt

d 1] = 2 k2 [(TT)'] - k [Ti1] 0 (2.3)

d [e=] ks [Si] + kT [T1] - kout [e-] 0 (2.4)
dt

(2.5)

where # is the rate of singlet generation, and kot is the rate constant for charge

extraction.
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Solving Equation (2.2) for [(TT)'], substituting into Equations (2.1) and (2.3), and

simplifying gives

k_11sil2 kiS 2 [Si] -
k-,I112i + k2

9

S i kIS11
2 [SI] - ks [Si]

=(# - k 2 [S] ks [S ]
1==1 k2

=#-kfis (B) [Si] - ks [S1] = 0

(2.6)

and

k2 [(TT)'] - k, [T1 ]

2k, I: Is1 2 [Si] - kT [T1 ]

=2kfis (B) [Si] - kT[Tl] = 0

(2.7)

where we have defined an overall rate constant kfis(B) for the process of going from

Si to T, + T, (i.e. singlet fission):

kfis (B) = k1
11 k2f+

(2.8)

Note that the expression for kfis(B) in Equations (2.6)-(2.8) is identical to the one the

Merrifield theory (see Equation (1.31).50 Our kinetic scheme can thus be simplified

to Figure 2.1 and the following scheme:
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T1 + T1
ks kT k
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Combining Equations (2.4)-(2.7) gives an expression relating the photocurrent I(B)

to the rate constants:

I (B) oc kou [e_ ks _+2 kfis (B) (2.9)
[ k6 s (B) + ks k6s (B) + ks

For convenience, we write x (B) = kfis (B) /kos, where X(B) is the modulation of the

zero-field fission rate ko due to an external magnetic field [Equation (1.21)]. Using

X(B) in Equation (2.9), we can express the normalized

_I (B) - I (0) _ kskoe( )( 0
I1(0) (2k s + ks) (Xk s + ks)

dissociation of the singlet exciton directly into charge is only likely to compete with

fission for pentacene molecules directly adjacent to the acceptor. Indeed, reductions

in the singlet exciton lifetime of pentacene have been observed in very thin pen-

tacene films (0.6 monolayer) adjacent to a C6 0 layer. 5 Thus, we can approximately

model pentacene films of varying thickness by changing the effective rate of singlet

dissociation in Equation (2.10).

Analytically, we can solve for x at a given value of the magnetic field by noting

that the magnitude of 5 is maximized when ks = k yis/2. This yields Equation

(2.11):
2 max2 + max + 1 + 226max &max + 1 2.11

(6max - 1)2
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The result for x can be used to directly obtain the triplet yield of singlet fission from

the magnetic field modulation in photocurrent at zero field (note: x(O) = 1):

2 (1 - 6 )x- ((x + 2) x + 1)2 - 862X
rlais +klo(2.12)

1+s (s/ + 1) (x -

We note that while Merrifield's theory allows one to calculate X (B) = kfis (B) /kfs
from first principles, it requires knowledge of the triplet exciton zero-field-splitting

parameters D and E in the Hamiltonian Equation (1.22) and also the ratio branching

ratio k-1/k2 . These were fitting parameters in Merrifield's work.80 Equation (2.11)

enables us to, instead, obtain an expression for X(B = 0.4T), requiring only the

experimental values of 6 max at B = 0.4 T. Once 6 max is obtained for a material,

the fission yield of a device can be determined simply by measuring the change in

photocurrent at B = 0.4 T. This procedure does not require calculating or fitting the

line shapes of MFE.

To obtain an independent measure of the yield of singlet fission, multiple devices were

fabricated while varying the thickness of pentacene, see Figure 2.4. For thin layers

of pentacene (d < 5 nm) the optical absorption was increased by employing the

multilayer photodetector architecture. 49 ,88 Photodetectors were measured in reverse

bias to improve charge extraction. As a test of generality, both C60 and 3,4,9,10-

perylene tetracarboxylic bisbenzimidazole (PTCBI) were used as acceptor molecules

and found to yield similar results. Devices with thicker layers of pentacene employed

the same device architecture as in Figure 2.2A. The magnetic field modulation of

photocurrent at 0.4 T is shown in Figure 2.4. It peaks at 6max = -(2.7 0.1)% in

2-nm-thick layers of pentacene sandwiched between acceptor layers. From Equation

(2.11), we obtain X = 0.85, identical to the value assumed in Reference 49 based on

tetracene measurements. 90

In Figure 2.4, we apply Equation (2.12) to transform the magnetic field modulation

data into the expected yield of triplet excitons from singlet fission. We find that singlet

fission is incomplete in pentacene films with thickness d < 5 nm, accounting for the
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Figure 2.4: (A) The magnetic field dependent change in photocurrent measured at
B =0.4 T as a function of pentacene layer thickness. Square symbols are measured
in photodetector structures, and each pentacene layer is sandwiched between C60

(blue squares) or PTCBI (red squares) acceptor films. Measurements in the solar cell
architecture of Figure 2.2A are circles. (B) The triplet yield from singlet exciton fission
as obtained from Equation (2.12). (C) A comparison of the maximum achievable

quantum yield determined from the magnetic field effect (green line) with the internal
quantum efficiency as determined from EQE measurements and the calculated optical
absorption. The reduction in quantum efficiency observed in thin layers of pentacene
is found to originate in incomplete singlet exciton fission. Gray dashed lines are a

guide to the eye.

relatively low IQE in the photodetector structures. The triplet yield approaches 200%

in thicker films, providing independent confirmation of the high IQE calculated for

the device structure shown in Figure 2.2A.

The IQE, as evaluated with optical modeling, 8 8 is shown in Figure 2.4C and compared

to predictions based on the magnetic field effect. The IQE is suppressed in thin

layers of pentacene, increases to a maximum for d ~-' 15 nm, and then is reduced in
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thicker films. Decreases in IQE for thicker films are presumably due to triplet exciton

diffusion limitations and lower-than-unity charge collection efficiency. There are two

important conclusions from this IQE comparison. First, the yield of singlet fission

can be conveniently determined directly from the normalized change in photocurrent

under a magnetic field. A high yield is characterized by a vanishing modulation of

photocurrent under a magnetic field. Second, singlet fission in pentacene requires a

relatively thick film to minimize losses due to singlet exciton dissociation. Fission

is not effective in fine-grained blends of pentacene and fullerene or perylene-based

acceptors.

The observation of external quantum yields exceeding 100% in the visible spectrum

represents a notable advance in the application of singlet fission to solar cells. To

increase the device efficiency fission should be paired with a low-bandgap material

that harvests photons below the singlet exciton energy. This could be an organic

material," inorganic semiconductor nanocrystal,1,17,58 or a conventional inorganic

semiconductor. 59 High-quality contemporary silicon solar cells show an AM1.5 effi-

ciency of ~ 25%;91 singlet fission materials such as tetracene or rubrene could be

integrated with silicon cells to double the photocurrent from high-energy solar pho-

tons (A < 550 nm), ultimately boosting the efficiency of the silicon cell to more than

30%.
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2.1.2 Tetracene-C6 0 devices

When paired in a solar cell with suitable low energy gap materials, fission increases the

power efficiency by enhancing photocurrent in the visible spectrum. 16,92 Tetracene, for

example, absorbs blue and green photons; exciton fission then generates two triplet

excitons, each with energy ~ 1.25 eV. 93 This energy match to the bandgap of silicon

(1.1 eV) provides special motivation for studying. 92,94-98 It is the most efficient fission

material yet identified that can partner with the predominant material of modern

solar cells.

(a) (b) 1.5 15

Thin Film V7 7
kfi s

'- ~ 1- 10

Singlet vVC
Fission rSinglet Exciton Fo0.5 5

'. ksTriplet Excitons
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Charge0
Transfer State a -10 [L
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Figure 2.5: Dynamics of singlet fission and the magnetic field effect in tetracene.
(a) A kinetic model including fluorescence as a possible singlet decay channel. (b)
Fluorescence from a tetracene crystal (square) and thin film solar cells (triangle) as
a function of magnetic field. The photocurrent from a solar cell with a 30-nm-thick
tetracene layer exhibits the opposite sign to the measured changes in fluorescence.

Energy conservation during exciton fission requires that the initial exciton has ap-

proximately twice the energy of the product states. In tetracene, the fission process

is thought to be slightly endothermic, resulting in a significant retardation of the

rate. 9 Nevertheless, the yield of triplet excitons is aided by spin conservation, which

eliminates a thermalization loss pathway.7 The initial exciton is a singlet with total

spin S = 0 and it cannot rapidly decay into one lower-energy triplet exciton with

total spin S = 1. Only the generation of two triplets is allowed.8, 31,48,55 Thus, sin-
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glet exciton fission in neat films of tetracene competes only with the relatively slow

processes of singlet exciton fluorescence and non-radiative decay to the ground state.

Indeed, multiple studies have shown or suggested a near unity efficiency for the fission

process in neat films of tetracene. 54,99

The determination of the IQE is especially challenging for tetracene devices, since

its optical absorption overlaps with the usual acceptor material C6 0 . Alternative

approaches for measuring triplet yield based on the temperature dependence of fission

in tetracene5 6 are also suspect given conflicting reports of the temperature dependence

of the fission rate, 54,100 and the magnetic field effect in tetracene. 01 In this work we

couple measurements of the internal quantum efficiency in tetracene solar cells with

analysis of the magnetic field dependence of photocurrent generation and tetracene

fluorescence. When combined, these techniques address the weaknesses of previous

measurements of triplet yield in tetracene. 56

In 2.1.1, the ultrafast fission rate in pentacene preempted triplet yield losses due to

fluorescence. Due to tetracene's slower fission rate fluorescence losses must also be

included when determining the triplet yield; see Figure 2.5(a).1 0 2 Figure 2.5(b) 102 is

a plot of fluorescence from a tetracene single crystal as a function of magnetic field.

It is compared to the fluorescence and photocurrent from tetracene photovoltaic cells

under an applied magnetic field. The fluorescence trends are identical in single crystals

and thin films incorporated in solar cells, but both are opposite to the photocurrent

dependence. Fluorescence monitors the singlet exciton population, which increases as

fission is slowed under a magnetic field. Conversely, the negative sign of the magnetic

field effect on photocurrent demonstrates that charge formation mostly originates

in triplet excitons, which decrease under the magnetic field due to a slower fission

rate.

The magnetic field effects in Figure 2.5(b) can provide a quantitative model of the

yield of singlet exciton fission when they are combined with a kinetic model as de-

scribed in Figure 2.5(a). 7 A photon is first absorbed by the fission material, creating

a singlet exciton. The singlet exciton dynamics are modeled by three rates: the com-
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bined radiative, kR; the rate of singlet exciton dissociation into charge, ks; and the

effective singlet exciton fission rate, kfis5 (B). It is notable that charge generation oc-

curs at donor-acceptor interfaces, so ks can be tuned by adjusting the greatest exciton

diffusion distance, d, as was done in @2.1.1.' Very thick tetracene layers have negli-

gible charge generation rates. Normalizing by the rate of fission under zero applied

magnetic field, kfi,(0) = kis, we define

kf 5 ,(B)
Xfis (B) =k- i

f is

ks (d)
xs(d)

fis
kR

fis

The magnetic field-induced modulation, 61(B, d), of photocurrent, I, as a function of

magnetic field B, and greatest exciton diffusion distance, d, is

61 (B d) = I(Bd) -I(0d) _ (xfis(B) - 1)(xs(d) +2xR)
I (0,d) (xs (d) + xfis (B)+ XR) (xs (d)+ 2)

Similarly, the magnetic field-induced modulation, 6F(B, d), of fluorescence, F, is

F (B_ d) - F (0,d) 1- xfi5 (B)
F (0, d) xs (d) + xfs (B) + XR

For large magnetic fields B > 0.4 T, the normalized fission rate Xfis converges to a

constant value x"s. Under B > 0.4 T, both 61(B, d) and 6F(B, d) have a limiting

case for d - oc when xs -÷ 0:

61 (B > 0.4 T, d -+ oc) = -1) XR
x'rn, + xR

6F(B > 0.4Td- oo) 1- ds .
X ir + xa

The photocurrent change also has an additional minimum value at a particular value

75



of xs and d:

6, (B > 0.4 T, dmax) = fZS 1( (1-x)+ Xfis R - x)

Any two of the three potential experimental measurements: 6. (B > 0.4 T, d -+ oo),

6 F (B > 0.4 T, d -+ oc), or 6, (B > 0.4 T, dmax) allows us to solve for X', and XR

and then obtain xs(d) by measuring 6, (B > 0.4 T, d) or 6 F (B > 0.4 T, d). But both

photocurrent modulation measurements are complicated by additional photocurrent

generation from C60 at overlapping wavelengths,O2 forcing us to also estimate the

IQE of tetracene and C60 . Thus, obtaining the triplet yield from the magnetic field

effect on photocurrent is hampered by the same problem that obstructs direct mea-

surements of the IQE in tetracene. We can, however, correct a 61 measurement at

a tetracene thickness for which we expect the IQE to be most accurate, in this case

6, (B > 0.4 T, d -+ oc), and then rely on the 8 F measurement to predict the yield at

varying thickness. Alternatively, we can find an approximate solution from the 6F

measurement alone. 102 We explore both approaches below.

Due to increasing photocurrent contributions from C60, the IQE of thin tetracene

layers is extremely sensitive to small errors in optical modeling parameters. Devices

with thick layers of tetracene have lesser contributions from C60 to the photocurrent.

Therefore, in Figure 2.6(a)10 2 and 2.6(b), 102 we use : 6, (B > 0.4 T, d -+ oc) and

6 E (B > 0.4 T, d -+ oo) to determine the normalized fission rate under a magnetic

field, xfis, and radiative loss rates, XR. For tetracene under strong magnetic fields

of ~ 0.4 T, we find x7m = 84.5% and XR = 5.07%. From our measurement of

fluorescence modulation under a magnetic field 6 F (B > 0.4 T, d), 102 we then calculate

the normalized singlet loss rate xs(d) as a function of tetracene thickness, which allows

us to determine the triplet yield:

triplet exciton yield = 2 0 Xf .
xfi, + Xs + xR

Recall that these values are normalized by the zero field fission rate k%8 ' 10 ns- 1 . 48,95,99,103
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Figure 2.6: (a) and (b) The tetracene fluorescence change 6F and photocurrent change

6, under a magnetic field in both tetracene and pentacene. The tetracene fluorescence
changes are measured in the same device used to determine the photocurrent change.
(c) Tetracene and pentacene triplet exciton yields modeled from fluorescence and
photocurrent changes, respectively. The red squares represent the triplet exciton
yield approximated by the 6F-only-approach. Orange triangles represent the full
calculation based on both 6 F and the photocurrent change 61 as corrected by the
IQE. (d) The IQEs of thin layers of pentacene and tetracene reflect the changes in
triplet yield, and triplet diffusion losses in thick films. Pentacene data are from Ref.
7, and tetracene IQE data are from Ref. 8.

We also test a 6F-only-approach to estimating Xs and the triplet yield. For most

singlet fission materials, the radiative loss rates, XR, are significantly smaller than

Xfjis. Under this assumption, we can simplify the magnetic field-induced modulation

of fluorescence to
1 - Xfis (B)

6F(Bj d)~el_
xs (d) + Xfs (B)

Solving at 6 F (B > 0.4 T, d -+ oc) we find X's = 85.2%. We then calculate xs(d)

and the triplet exciton yield from 6 F (B > 0.4 T, d). In Figure 2.6(c), 10 2 we show

that this estimate of the triplet exciton yield agrees well with the full model. The 6F-

only-approach requires a quenching interface, but does not require a device structure

engineered to extract photocurrent or measurement of the IQE, while still producing a

good estimation of X's, Xs, and triplet exciton yield. The accuracy of this approach

could be further improved by including the ratio of fluorescence and fission rates
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as obtained from the photoluminescence transients in monomeric solutions and thin

films; see Fig. 3 of Burdett et al. 99

The triplet exciton yield of tetracene is plotted together with the triplet yield of

pentacene in Figure 2.6(c). The IQEs of solar cells are also plotted for comparison

in Figure 2.6(d). 1 1 2 The data show similar trends as a function of fission material

thickness, but the overall photovoltaic performance is significantly worse in tetracene

with a peak IQE of 127% 18% as compared to 160% 10% in pentacene. 7 Tetracene

exhibits a relatively slow fission rate and hence it is less competitive with singlet ex-

citon dissociation for thin tetracene layers. Consequently, the peak IQE in tetracene

occurs for thicker layers where triplet diffusion losses are already significant. As

demonstrated by the residual magnetic field modulation of photocurrent from thick

tetracene layers, there are also losses due to fluorescence in tetracene, which is notably

stronger than pentacene but still weaker than other losses. Subtracting from the max-

imum possible efficiency of 200%, we estimate that 20% of the potential photocurrent

in our best device is lost due to singlet exciton dissociation (collecting one charge per

singlet exciton instead of two), 8% to fluorescence, and the remaining 45% due to

triplet exciton diffusion limitations, yielding the final IQE value of 127% 18%.

As additional verification for the determination of triplet yield, in Figure 2.7, 102 we

compare our estimates of the singlet loss rate to measurements. As expected, the

average rate of the extracted direct singlet exciton dissociation loss increases as the

tetracene layer thickness decreases. In our thinnest photodetector, we determine

ks = 0.8k , which is consistent with the measured rate of ks ~ k '~ 8.3 ns- 1 for

a tetracene-C60 blended thin film featured in Fig. 5(a) of Yost et al.'

In conclusion, we find that the slow rate of singlet exciton fission in tetracene lowers

its triplet yield within a 20 nm radius of a C60 interface. Pentacene exhibits faster ex-

citon fission and higher yields at similar distances (singlet dissociation lossless nearly

eliminated beyond 15 nm radius of C60 ) ,7 highlighting the importance of design-

ing exothermic rather than endothermic fission materials. Nevertheless, tetracene

can yield internal quantum efficiencies that exceed 100%. In optimized organic so-
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Figure 2.7: The normalized singlet dissociation rate, Xs, as obtained from modeling
the fluorescence change with a function of the greatest distance to a donor-acceptor
interface. The Xs of tetracene:C60 blend in Yost et al. 14 was included as a comparison
and test of our method.

lar cells, we find a peak triplet yield of 153% 5% with an IQE of 127% 18%.

These results agree with prior work, 56 although we find here that thicker layers of

tetracene are required to optimally compete with singlet exciton dissociation. We

have also demonstrated that the exciton yield in tetracene can be determined simply

from the magnetic field modulation of fluorescence without measuring photocurrent

or IQE.
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2.2 Capturing photon energy between E(T1 ) and E(SI)

As mentioned in 1.2.4, singlet fission sensitizers require a support from a conventional

sensitizer that absorbs the photons with E(T1 ) < E < E(Si), because the dark T1

state will not absorb energy above E(T1 ). In this section we explore two approaches

to integrating this conventional sensitizer into a PV structure. Magnetic field effects

allow us to determine if the triplets produced from fission are contributing to the

photocurrent, providing a simple method to evaluate various device compositions and

architectures. The photocurrent of a device that benefits from the triplet products

will be proportional to the rate of fission, while the photocurrent of a device that

doesn't benefit from the triplet products will be inversely proportional to the rate of

fission. These proportionalities are directly probed by the magnetic field effect on the

fission rate.

2.2.1 Using long-wavelength acceptors

Organic devices may be able to narrow the gap in efficiency by incorporating mul-

tiple donor-acceptor junctions, thereby harnessing additional incident photons with

wavelengths beyond the absorption cutoff of the first cell. 104 It is not clear, however,

how organic multijunction cells will be manufactured. Many modern organic pho-

tovoltaics rely on solvent annealing to optimize morphology, leading to challenging

solvent incompatibilities in the fabrication of the multijunction stack.105

Singlet exciton fission offers an alternative path to higher efficiencies. Because it

does not require the addition of extra junctions in a stack, it is especially promising

for single-layer solution-processed photovoltaic blends. As discussed above, however,

realizing the benefits of fission requires pairing with a suitable low energy gap material.

One route to this pairing is through the acceptor material. Since the fission materials

identified to date are typically electron donors, we need electron acceptors with very

deep unoccupied states, and appreciable optical absorption in the vicinity of A

1 pm. 10 6
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Figure 2.8: Energy levels and molecular structures of the materials used in this work,
and representation of nanocrystals with 1,3-benzene dithiol linkers and chemical struc-
ture of the linker. The energy levels are taken from the literature. 5,9-15

Here, we examine three classes of acceptors for compatibility with singlet fission

donors: fullerenes, 49,56 perylene diimides, 9 and PbS and PbSe nanocrystals (NC). 57

Collectively, the lowest unoccupied molecular orbital (LUMO) levels of these acceptors

span a range of approximately 1 eV, as seen from the energy levels in Figure 2.8.1

We also vary the singlet fission donor, using either pentacene or its derivative 6,13-

diphenyl-pentacene (DPP), in which we also demonstrate singlet fission. DPP has a

highest occupied molecular orbital (HOMO) energy of 5.2 0.1 eV, 10 which is slightly

deeper than that of pentacene at 4.9 0.1 eV.f'

A singlet exciton that does not undergo fission yields one charge carrier pair at the

donor-acceptor junction. However, if the singlet exciton does undergo fission, it splits

into two triplet excitons and potentially forms two charge carrier pairs. Thus, in a

device where triplets can dissociate at the donor/acceptor interface, the application

of a magnetic field results in fewer generated charges and has a negative effect on

the photocurrent. Conversely, in a device that can dissociate singlet excitons but not

triplet excitons, the application of a magnetic field increases the photocurrent since

the reduction in the fission rate increases the singlet exciton density.
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Figure 2.9: Magnetic field effect on the photocurrent for various donor/acceptor com-
binations in a multilayer structure. The DPP-C60 device was biased at -9.0 V,
pentacene-C6o at -2.5 V and DPP-PDIF-CN2 at 0 V. The wavelengths of excitation
as indicated on the plot are absorption peaks for the singlet fission material. Inset:
device structure.

Figure 2.9 shows the photocurrent of three different donor/acceptor pairs as a func-

tion of applied magnetic field. Here our collaborators utilize multilayer photodetectors

consisting of 1-2-nm-thick layers of the singlet fission donors combined with fullerene

or perylene diimide-based acceptors as shown in the inset of Figure 2.9.1 The magnetic

field effect results from the competition between fission and singlet exciton dissocia-

tion into charge. 49 Thus, the effect of magnetic field on the photocurrent is strongest

in thin layers of pentacene. Singlets formed deep within a pentacene film will all form

triplets without any competition from exciton dissociation.

We find that the magnetic field effect is negative when the device generates substantial
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current from pentacene or DPP, confirming that DPP performs singlet exciton fission.

Positive magnetic field effects should be obtained when triplets cannot be dissociated,

and indeed DPP/C60 , which generates very little current from photoexcitation of

DPP, does exhibit an increase in the photocurrent with applied magnetic field. It

is also notable that the negative trend in photocurrent with applied magnetic field

for pentacene/C 60 is still evident at low temperature, confirming that the triplet

dissociation pathway is not endothermic.

We summarize our results in Figure 2.10.1 Donor-acceptor junctions that demonstrate

a triplet contribution to the photocurrent are colored in blue, while those that generate

no photocurrent from triplets are colored in red. The ordinate is the difference in

energy between the acceptor's LUMO and the donor's HOMO. 10 ,1 2 This HOMO-

LUMO offset is an estimate of the CT state energy at the donor-acceptor junction;

however, it neglects the binding energy of the CT state, which can be a few tenths

of an eV.1 07 ,108 The binding energy of a triplet exciton in pentacene is signified by

the horizontal dashed line at 0.86 eV. 109 It is likely that the triplet energy in DPP is

similar to that in pentacene since the triplet exciton is localized on the acene core,

which is common to both molecules.

Overall, we find reasonable agreement between our observations of triplet exciton dis-

sociation and our estimates of the CT energy at the donor-acceptor junctions, where

donor/acceptor combinations with a CT state energy less than the pentacene/DPP

triplet energy are able to dissociate the triplet excitons, and those with a significantly

greater CT state energy are not. However, there are two notable discrepancies. When

we exclude the binding energy of the CT state, we find that exciton dissociation at

pentacene/C 6 0 junctions is expected to be slightly endothermic. The temperature de-

pendence of the magnetic field effect displayed in Figure 2.9 confirms this is not the

case, suggesting that triplet exciton dissociation may rely on Columbic stabilization

of the CT state. However, this conclusion is not definitive given the large uncertainty

in the C60 LUMO measurement.

In conclusion, we have investigated the process of triplet dissociation in singlet fission-
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Figure 2.10: ELUMO, acceptor - EHOMO, donor is shown for various junctions (solid lines).

Blue indicates that photocurrent and/or magnetic field measurements confirm that
the device can dissociate the triplets of the singlet fission material, while red lines
indicate that triplets cannot be dissociated. The light blue regions and the pink re-
gions indicate the error bars due to uncertainty in the values of ELUMO, acceptor and

EHOMO, donor. The pentacene(Pc)-PbSe(1.26 eV) device is indicated by two differ-
ent levels which represent ELUMO, acceptor determined from literature values measured
through cyclic voltammetry14 and PESA. 13 The ELUMO, acceptor of PbS reported from

the two measurements agree to within the experimental error.

sensitized donor-acceptor junctions through measurement of the EQE' and the mag-

netic field-dependence of the photocurrent. The magnetic field dependence provides

a clear probe of triplet dissociation in thin layers of a singlet fission material. We

find that interfaces with the archetype small molecular weight acceptor C60 are sen-

sitive to small changes in the donor and acceptor energy levels. For example, the

use of the pentacene derivative DPP instead of pentacene prevents the dissociation

of triplet excitons at the interface. The most technologically promising acceptor is

PbSe(1.26 eV). It efficiently dissociates pentacene triplet excitons and also absorbs
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long wavelength light, thereby satisfying both characteristics of an effective acceptor

in a singlet exciton fission-based solar cell.
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2.2.2 Incorporating additional, long-wavelength donors

Singlet fission molecules, including acenes, often exhibit low absorption coefficients (<

105 cm-), which limits the efficiency of singlet-fission-based solar cells. To overcome

this problem, Reusswig et al. devised a solar cell architecture where a singlet fission

sensitizer is inserted between a singlet donor and an acceptor, see Figure 2.11a for the

device operation principle. 16 Excitons created by photon absorption of singlet donors

migrate to a singlet fission sensitizer, where the number of excitons doubles. In this

device, the process of singlet exciton fission is decoupled from photon absorption,

exciton diffusion, and charge transport. 16 This architecture can convert a variety of

highly light-absorbing molecules to effective singlet fission materials. 16

Reusswig et al. built a tris[4-(5-phenylthiophen-2-yl)phenyl]amine (TPTPA)/PDI-

CN2 planar heterojunction device with rubrene as the singlet fission sensitizer (see

Figure 2.11b). 16 Figure 2.11c presents the boost in the efficiency of singlet donor

photoexcitations by the singlet fission sensitizer. The EQEs at A < 450 um, where

TPTPA absorption dominates, double as a thin layer of rubrene is inserted.

The magnetic field effect on photocurrent confirms that the EQE enhancement owes

to energy transfer from TPTPA to.rubrene and consequent singlet fission in rubrene;

see Figure 2.11d. 16 The singlet fission sensitizer device shows reduction in photocur-

rent down to -14% upon photoexcitation of TPTPA under applied magnetic field,

meaning that TPTPA absorption undergoes singlet fission. The control device shows

almost no magnetic field effect. This study shows the possibility to overcome the typ-

ically poor optical absorption of singlet fission materials by utilizing energy transfer

from a good light absorber to singlet fission sensitizers. 110
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Figure 2.11: [Reference 16] (a) Energy flow in photovoltaic devices that exploit a
singlet exciton fission sensitizer. Optical excitation populates singlets on TPTPA.
The singlet excitons are transferred to rubrene, a singlet fission sensitizer, where they
undergo singlet fission, followed by charge transfer at the donor-acceptor interface.
(b) A device structure of TPTPA/PDI-CN2 bilayer photovoltaic cells incorporating
a singlet fission sensitizer. (c) EQE spectra of the TPTPA/rubrene/PDI-CN2 pho-
tovoltaic device compared with the control device. (d) Comparison of magnetic field
dependence of photocurrent for TPTPA/PDI-CN2 devices without rubrene (dashed)
and with rubrene (solid). The illuminations at A = 365 nm (blue) and A = 500 nm
(green) photoexcite TPTPA and rubrene, respectively.
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2.3 Determining the impact of PV device design on

triplet annihilation losses

Previous work has demonstrated that triplet excitons produced by singlet fission can

be dissociated at the pentacene-C60 interface,1,2,7, 49,111 suggesting device quantum

efficiencies could approach 200%. As was demonstrated in 2.1, the external quantum

efficiency (EQE) of and solar cells can meet or exceed 100%. Unfortunately, we

also found that pentacene-based singlet fission photovoltaics suffer from pentacene's

low absorption coefficient and short triplet diffusion length. Use of pentacene in a

bulk heterojunction (BHJ) solar cell should lessen absorption and triplet diffusion

losses. However, previous pentacene BHJ devices have low EQEs. 112 Even the best

performing blend"1 has neither an EQE nor an IQE" 4 greater than 100%.

Here, we identify an important and characteristic loss mechanism in singlet-fission-

based solar cells: triplet-charge annihilation (TCA). Triplet-charge annihilation is

the process of destroying a triplet exciton during its interaction with a charge, rep-

resented in Figure 2.12a. Nanostructured layers enhance triplet-charge interactions

by confining the triplet and the charge to a small volume. This becomes additionally

important in singlet-fission-based devices, because singlet fission forms two triplets in

close proximity to each other and potentially near the donor-acceptor interface. The

charge resulting from dissociation of one triplet could possibly annihilate the remain-

ing and subsequently formed triplet excitons, thereby negating the benefits of singlet

fission. Thus, it is important to identify and engineer against TCA when building

singlet-fission-based and, more generally, triplet-exciton-based solar cells.

Triplet-charge annihilation is also known as triplet-doublet78 or triplet-polaron"'

annihilation, where the charge is characterized by its doublet spin multiplicity, or more

accurately described as a polaron-a localized charge surrounded by its polarization

field.
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Figure 2.12: (a) Schematic diagram of singlet fission, exciton dissociation, and triplet-
charge annihilation occurring in a bulk heterojunction photovoltaic device. The blue
shading represents a donor material such as pentacene. The white region is the ac-
ceptor. The morphology of the bulk heterojunction structure encourages interactions
between triplets and charges. Rate model diagrams of the processes of singlet fission
(b) and triplet-charge annihilation (c) with the rates necessary for calculating the
yield of singlet fission and loss due to triplet-charge annihilation labeled. Processes
shown in red depend on the spin-character of the pair state.

Modeling the combined magnetic field effects of singlet fission

and TCA

Changes in the rate of singlet fission and/or TCA change the yield of triplet excitons,

which is reflected as a change in solar cell photocurrent from pentacene/C6o-based

devices. '7,49 Using a magnetic field, our collaborators are able to modulate the rates

of singlet fission and TCA and measure the changes in the photocurrent, a technique

termed magnetic field photocurrent spectroscopy (MFPS). The MFPS signal, the

normalized change in photocurrent, is defined as:

_ I (A, B) - I (A, B = 0)
I (A, B = 0)

(2.13)
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Figure 2.13: Diagram of the kinetic scheme used to incorporate the magnetic field-
dependent rates of singlet fission and TCA within the setting of an operating solar
cell.

where is the illumination wavelength A used to generate the photocurrent I, and B

is the magnetic field strength.

We can determine the contributions of triplet-charge annihilation (TCA) and singlet

fission to a device's MFPS signals using a steady-state kinetic scheme that incorpo-

rates the magnetic field dependent rates of singlet fission and TCA within the setting

of an operating solar cell. Our kinetic scheme is diagrammed in Figure 2.13.

Under steady-state conditions, the concentrations are constant with time:

d [S 1] -d G - yfis (B) [S 1] - ks [S1] = 0 (2.14)dt
d [Ti] 2-f, (B) [S1 ] - kT [Ti] - TCA (B) [T1 ] [C'] = 0 (2.15)

dt
d [C = ks [SI] + kT [T1 ] - kout [C ] = 0 (2.16)

dt

where the magnetic field dependence of the rate constants -yfis and 7YTCA are indi-

cated.
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Combining Equations (2.14) through (2.16), the steady state concentration of charges

is

2 kout Kfis + 1

1

KTCA
+ (Kfis + 1

1 2

KTCA

1 2Kfis + 1
+4 4

KTCA Kfis + 1

(2.17)

where

Kfs = Yfis
ks

(2.18)

and

KTCA
'YTCA G

kT kout
(2.19)

The zero-field values of Kfis and KTCA are the two free parameters in our model used

to fit the MFPS curves.

Since photocurrent, I, is proportional to the concentration of charge (i.e. I

kout [Ce]), Equation (2.17), may be used to calculate the MFPS (the normalized

change in photocurrent), 6:

I (B) - 1 (0) [C ]B _ 0

)(B) =0 = (2.20)

Note that the value of G/k,t in Equation (2.17) cancels when calculating the MFPS;

only the values of Kfis and KTCA are needed for Equation (2.20).

The two fit parameters, Kis and KTrCA, used to fit Equation (2.20) to the measured

MFPS signals enter into Equation (2.17) through

Ks= K Kfi
Ki= fis7

and

K KTCAKTCA =KCA KTCA

3 = K 0'Yfis.= K2A = KfsX0s

KrCA TCA TCAXTCA
'YTCA

where the superscript "0" indicates the value at B = 0.

It is important to emphasize that changes in photocurrent for TCA or singlet fission
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are only observed if there is a competing process present in the device. For exam-

ple, Kfo is determined by the ratio of the zero-field fission rate constant to the rate

constant of the competing process of singlet exciton dissociation into charge ks. In

the limit of ks -+ 0, Equation (2.21) shows that Xfis also goes to zero. On the other

hand, triplet-charge annihilation depends on the density of triplets and charge. Con-

sequently, its parameter, KTrCA, is the ratio of the zero field TCA rate constant to

the rate constant of triplet dissociation into charge (kT) and the generation rate of

excitons (G) to the rate of charge extraction from the device (kout). In the limit of

k0ot -+ 0, Equation (2.22) shows that XTcA also goes to zero. Next we show that Kfi

and KTCA can be re-expressed as the key device parameters: singlet fission triplet

yield and TCA triplet loss efficiency, jfis and TITCA

Singlet Fission Yield

The fission yield, lfis, is given by 2x the ratio of the fission rate to the total Si

consumption rate, and we can simplify as follows.

7fis 2 YSi1 0  -2 ks 2 (2.23)
s + ks[SIlj 1 + 1 + K0 (23

kfi

Note: By convention, the factor of 2 is included to give a maximum fission yield of

200%.

Since KI is one of our fitting parameters, we use the fit value and Equation (2.23)

to calculate the reported yield value.
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TCA Efficiency

The TCA efficiency, TCA, is given by the ratio of the TCA rate to the total T1

consumption rate, and we can simplify as follows.

TCA[1[] tCA [ YTCA 220
TCA [T A [C kT

kT[T 1] 0+ _YrCA [T1 ]0 tC: 0 kT + _YTCA [C ] I CA [C ] 0

where [C'] is given by Equation (2.17).

Using Equation (2.17), we have that

'YTCA C 0 1 KTrCA _ KTCA - 2 + 4K0 2Ks+1 (2.25)
kT2 Kis2 + IKfs + 1 K0 , + I

Since Kfo and KrCA are our fitting parameters, we use their fit values and Equations

(2.24) and (2.25) to calculate the reported efficiency value.

Note: Our estimates of the TCA efficiency are most likely upper bounds, because

our model neglects loss processes other than TCA (eg. ground state recombination of

singlets and triplets, charge traps, etc.), which would reduce the number of charges

at steady state and, therefore, decrease the right hand side of Equation (2.24).

Magnetic field modulation factors

The modulation factors Xfis(B) and XTCA(B) are determined by the steady state den-

sity matrices of Equations (1.29) and (1.35) that enter into Equations (1.28) and

(1.32). In the case of singlet fission, the calculation of p requires knowledge of the

branching ratio, k_ 1/k 2, and the rate constant, k2. Figure 2.14 shows how k2 and

k_ 1/k 2 affect Xfis. We adjusted k2 to match the smallest low-field rise of our MFPS

signals and then adjusted the branching ratio until Xfis(O. 4 T) matched the experi-

mentally determined value of 0.85 from 2.1.' The values used are k=1k2= 0.7 and

k2 = 1 x 109 s-1, and they are fixed throughout the process of fitting each of the 9
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Figure 2.14: The effect of independently varying the rate constant, k2 , and branch-
ing ratio, k_ 1/k 2 , of Equation (1.29) on the magnetic field modulation factor of the
singlet fission rate, Xfis. To make the left subfigure, k2 was varied through the series,
{0.8, 1.0, 1.2} x 10' s-1, while holding k_ 1/k 2 fixed at 0.7. To make the right sub-
figure, k_ 1/k 2 was varied through the series, {0.6, 0.7, 0.8}, while holding k2 fixed at
1 x 109 s-1.

MFPS curves across the 5 different devices.

We note that the backward rate constant from the (TT) manifold to the singlet, k- 1,

obtained from our fitting is, in fact, significantly smaller than the forward rate from

the singlet to the (TT) manifold (~ 1/(100 fs) = 1 x 1013 S-1).50-55 However, the

value of k2 = 1 x 10' s-1 obtained from our fitting is comparable to the value found

for tetracene by81 (2.8x109 s-') and results in a ratio of k_ 1/k 2 = 0.7, which gives

rise to a zero-to-high-field modulation of the overall fission rate constant of 0.85. We

initially tried fitting the MFPS data using the simpler Merrifield model, 79 but we

found it unable to describe the magnetic field dependence at low field. Specifically,

the simple theory predicted too large an increase in the fission rate at low field. Only

the Johnson and Merrifield density matrix description 81 proved to be adequate in

describing low-field modulation of the fission rate and is the theory to calculate all

MFEs throughout this study.

In the case of TCA, the calculation of p requires knowledge of the branching ratio,

k4/k- 3, and the rate constant, k- 3 . Figure 2.15 shows the how k- 3 and k4/k-3

affect XTCA. We adjusted k- 3 to match the MPFS signal of the 40 nm PV device

(which is presumably due entirely to TCA), obtaining k- 3 = 9.5 x 107 s-, and then

adjusted k4 /k- 3 until XTCA(0. 4 T) equaled 0.78, obtaining k4 /k- 3 = 0.47. This value
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Figure 2.15: The effect of independently varying the rate constant, k- 3, and branch-
ing ratio, k4 /k- 3, of Equation (1.35) on the magnetic field modulation factor of the
TCA rate, XTCA. To make the left subfigure, k- 3 was varied through the series,
{6.7, 9.5, 12} x 10' s- 1, while holding k4/k- 3 fixed at 0.47. To make the right subfig-
ure, k4 /k- 3 was varied through the series, {0.38, 0.47, 0.56}, while holding k- 3 fixed
at 9.5 x 107 s-1.

of XTCA(0.4 T) was determined by considering the limiting case where Ki -+ oc

(i.e. 100% singlet fission and maximum possible density of triplets) and KTrCA 4 00-

This limiting case realizes the maximum possible positive MPFS signal, 6max. Using

Equations (2.17), (2.20), and (2.22) under these limiting conditions, 6max is

6max = rlim (0.4 T) = XTcA(0.4 T) - 1
Kfi-_oc XTCA(0.4 T)

KTCA+00

which can be used to determine XTCA(0.4 T) through

1
XTCA(0.4 T)2 (2.26)

(1 + 6max)

The largest positive MPFS signal we measured was 13%, which gives XTCA(0. 4 T)

0.78. The values of k4/k- 3 and k- 3 are also fixed throughout the process of fitting

each of the 9 MFPS curves across the 5 different devices.

Results

In Figure 2.16 we plot the measured MFPS signals and our fits for two solar cells

with differing pentacene thickness, which changes the mechanism dominating the
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Figure 2.16: Bilayer pentacene photovoltaic device structures and energy levels for a
15-nm-thick and 40-nm-thick pentacene (Pc) layer, demonstrating the typical mag-
netic field photocurrent spectroscopy signatures of (a) singlet fission and (b) triplet-
charge annihilation. Solid lines are fits from the steady state kinetic model and device
thicknesses are in nanometers.

MFPS lineshape. The device with a 15-mn-thick pentacene active layer has a MFPS

signature which shows no evidence of TCA and is characteristic of singlet fission's

MFPS signature. 1,7,116 Note especially the negative value at high magnetic fields of

~ 0.4 T and the zero-crossing at low magnetic field ~ 0.04 T. In contrast, the change

in photocurrent for a 40-nm-thick pentacene layer matches the characteristic posi-

tive monotonic modulation of TCA as a function of magnetic field.78 87 This result

was expected, because the 40-nm-thick device was designed to eliminate competition

with singlet fission (i.e. ks ~ 0) and, therefore, turn off the singlet fission MFE

in the photocurrent. This device's MFPS therefore only reflects TCA. (Note: The

change in photocurrent for the 40-nm-thick solar cell is proportional to X-1, because

photocurrent is inversely proportional to loss processes.)
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Figure 2.17: Devices used to study the effect of nanostructuring on TCA. (a) a
pentacene-C6 0 2:1 by volume BHJ, (d) a pentacene-C6 0 5:2 by volume BHJ, and (g)
a multilayer pentacene-C6 0 photodetector with 5 nm pentacene and 2 nm C6 0 layers.
Bulk heterojunction devices under A = 670 nm illumination and application of a
magnetic field produce large positive changes in photocurrent (b,e) which is reduced
with the application of a reverse bias. Short circuit and reverse bias EQEs (c,f) of the
BHJ structures show improved device performance under a bias of V = -2V. The
MFPS signal of the photodetector at 0 and -2 V bias (h) demonstrates the lack of
TCA in the device. Short circuit and reverse biased EQE of the photodetector device
(i) also shows improved performance with a peak EQE of 102%. Solid lines are fits
from the steady state kinetic model and device thicknesses are in nanometers.

In Figure 2.17, we compare the performance of bulk heterojunction devices to a

nanostructured photodetector built from thin alternating layers of pentacene and

C60 . From the MFPS signals of each device we clearly see that TCA dominates the
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MFPS in the bulk heterojunction structures. Application of a reverse bias to extract

charges reduces the MFPS of TCA, as expected. The TCA signature is also weaker

in the multilayer photodetector.

The results of Figures 2.16 and 2.17 demonstrate that the magnitude of TCA is

strongly related to the ease of charge extraction in each device. Charge extraction

is worst in finely-mixed blends, but can be improved by applying a bias to pull out

the charges or fabricating larger aggregates of the donor and acceptor materials to

facilitate percolation pathways within the device. Comparing the MFPS trends to

the corresponding external quantum efficiency (EQE) measurement in Figure 2.17,

we find that TCA is unsurprisingly correlated with very poor device efficiency. Our

peak quantum efficiency of 103%, for V = -2 V, is observed in devices where TCA

is not apparent even under short circuit conditions.

To further confirm the effect of poor charge extraction on increasing TCA, we added

a N,N,N',N'-tetrakis(4-Methoxy-phenyl)benzidine (MeO-TPD) hole-blocking layer to

the BHJ device of Figure 2.17a. Our largest measured positive MFPS signal increased

from 4% to 13%; compare Figures 2.17b and 2.18b. The wavelength dependence

of the high magnetic field MFPS signal traces the calculated pentacene thin film

absorption spectrum, Figure 2.18b, and has a maximum change in photocurrent at

pentacene's peak absorption wavelength, due to a maximum triplet exciton population

at this wavelength. There is zero contribution to the MFPS from the C60 region of

absorption, 425 to 450 nm, which leads us to conclude that TCA is solely a result of

excitons that are created on pentacene. This also indicates that there are no polaron-

pair-originating magnetic field effects on the photocurrent in these devices.

The device structure in Figure 2.18a exhibits the largest positive MFPS signal mea-

sured from TCA and can be used to empirically estimate the number of triplets lost

due to TCA: The device EQE is 2.1% at pentacene's peak absorption wavelength.

Optical modeling predicts 65% absorption by pentacene.1 1 7 Assuming a 200% fission

yield gives a peak possible EQE of 130%. If the reduction in EQE from 130% to

2.1% is entire due to TCA, then we can correlate the 13% MFPS signal with a loss
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Figure 2.18: The device structure and energy levels of a BHJ solar cell with a MeO-
TPD hole blocking layer (a) and the corresponding TCA MFPS signal (b) at short
circuit. The solid lines trace out calculated absorption spectrums of pentacene (red)
and C60 (blue) in the device, scaled equally so that the pentacene absorption matches
the peak change in photocurrent. The match between pentacene absorption and the
MFPS signal demonstrates that TCA is solely due to triplets produced by pentacene.
Device thicknesses are in nanometers.

of approximately all of the triplet excitons. This represents an upper bound on the

EQE loss due to TCA, as it assumes that under short circuit conditions all the loss

in the device is due to TCA, e.g. no loss in EQE from poor charge extraction. As

seen in Figure 2, a thick PV typically measures around 0.6% change in photocurrent

due to TCA, corresponding to a maximum loss of 5% of the pentacene triplets due

to TCA, if EQE and the MFPS change in photocurrent are linearly related.
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Figure 2.19: Singlet fission yield (a) and TCA efficiency (b) as determined from
the two adjustable fit parameters [see Equations (2.23) and (2.24)] of the steady-

state kinetic model for the bulk heterojunction (BHJ), nanostructured multilayer

photodetector (PD), and photovoltaic (PV) devices of Figures 2.16 and 2.17. The
red and blue bars in (b) correspond to the TCA yield at V = 0 V and V = -2 V,

respectively.

The fit parameters of our steady-state kinetic scheme provide additional estimates of

the singlet fission triplet yield and TCA efficiency, qfis and qTCA. A 200% singlet fission

yield corresponds to 100% of the excited singlet excitons undergoing fission, and a

100% TCA efficiency corresponds to 100% of the triplets being annihilated before

forming free charges. Figure 2.19 displays the results for the devices of Figures 2.16

and 2.17. The kinetic analysis finds a 5% efficiency for TCA in the 40-nm-thick PV, in

agreement with the estimate above. The kinetic analysis also shows that singlet fission

is nearly complete for pentacene layers greater than ~ 15 nm and that TCA is most

prevalent in finely-blended BHJ structures. Triplet-charge annihilation decreases as

the donor and acceptor layers become more structured in the photodetector, where

greater continuity in the horizontal plane appears to benefit charge extraction, in
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turn reducing TCA. Applying a bias to BHJ devices increases charge extraction,

decreasing the TCA loss, with the singlet fission efficiency remaining unchanged.

Because a TCA efficiency of 50% means that half of all triplets are annihilated before

forming free charges, the 2:1 BHJ device (Figure 2.17a) is barely benefitting from

singlet fission.

Through measurements of various pentacene singlet fission photovoltaic devices and

modeling based on a steady-state kinetic scheme, we have identified an important loss

process present in pentacene-based singlet fission solar cells, TCA. Different device

architectures result in varying amounts of TCA, with pentacene-C6 0 BHJ solar cells

having the largest prevalence of TCA. This is a result of poor charge extraction, likely

due to a lack of percolation pathways. We conclude that obtaining a benefit from

singlet fission is especially difficult in fine-grained BHJ photovoltaics. While TCA is

observed in all singlet-fission-based solar cells, the magnitude of the MFPS signal can

be decreased through device engineering, as was observed here for both bilayer solar

cells and optimized nanostructured photovoltaic cells with improved phase separation

and percolation pathways for charge extraction. The methods used here to quantify

the loss due to TCA should apply equally well to other devices where triplet excitons

and charges are contained spatially, such as triplet exciton based organic solar cells

and phosphorescent emitting layers in organic light emitting diodes.
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Chapter 3

Magnetic field effects as a tool for

studying charge-transfer-related

processes in organic electronics

3.1 The role of electron-hole separation in thermally

activated delayed fluorescence in donor-acceptor

blends

Organic light emitting diodes (OLEDs) are a quickly evolving technology. The ex-

isting state of the art for these devices involves using phosphorescent organometallic

complexes to extract light from otherwise dark triplet states that comprise the over-

whelming majority of excitons formed in OLEDs. 61-63 In addition to the high cost

associated with the precious metals found in many of these phosphors, empirical ev-

idence suggests there is a practical lower limit to the phosphorescence lifetime of

commonly used phosphors, which has stagnated somewhere in the vicinity of 1 mi-

crosecond. 64 This limit imposes a major roadblock to device design, because as the

charge injection rate is increased to drive the OLED brighter, long lived excitons
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Figure 3.1: (a) Illustration of TADF in an OLED: 3/4 of the injected charges form

non-emissive triplets, which can then undergo RISC and fluoresce from the singlet.

(b) Chemical structures of the donor, m-MTDATA, and acceptor, 3TPYMB, of the

exciplex system studied.

result in substantial energy build-up in the device, which ultimately leads to lower

efficiency-a phenomenon often referred to as "roll-off. "165-67 To obtain high-efficiency,

low-cost OLEDs, recent work has proposed thermally assisted delayed fluorescence

(TADF) as an alternative mechanism to phosphorescence for harvesting triplet ex-

citons. 69 - 71 TADF relies on efficient thermal upconversion from the triplet state to

an emissive singlet state, 72 a process termed reverse intersystem crossing (RISC); see

Figure 3.1(a). Because TADF does not rely on phosphorescence, it offers a fresh set

of electronic parameters to optimize that could lead to faster energy conversion and

higher efficiencies than phosphorescent OLEDs (pOLEDs). 118

In the quest to engineer organic systems with efficient RISC, the main focus has been

placed on decreasing the energy gap AEST between the triplet (T1 ) and excited sin-

glet (Si) states.1 1 9 Because AEST is the result of exchange interaction between the

unpaired electrons of an exciton, one way to shrink AEsT is to spatially separate the

electron (e) and hole (h), creating a charge transfer (CT) state. Increasing the sepa-

ration results in a tradeoff, however, because the oscillator strength that determines

the fluorescence rate also decreases with e-h distance. 120,121

In order to provide a more detailed perspective on how c-h separation influences device

performance, here we study TADF in a blend of 4,4',4"-tris[3-methylphenyl(phenyl)

amino]triphenylamine (m-MTDATA) donors and tris-[3-(3-pyridyl)mesityl]borane
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(3TPYMB) acceptors; see Figure 3.1(b). 122,123 In this case, the luminescence comes

from exciplex emission: the electron in the LUMO of the acceptor relaxes directly

to the HOMO of the donor, so that the donor-acceptor spacing directly determines

the electron hole distance. By measuring magnetic field effects (MFEs) on the time

resolved photoluminescence, we discover rather complex dynamics-the MFE is neg-

ligible at short times (< 100 ns), becomes positive at intermediate times (~ 1 s)

and then changes sign at long times (> 5 ps). We are able to explain these obser-

vations using a quantum mechanical rate model in which the distance between the

electron and hole fluctuates as a function of time. The photogenerated electron-hole

pair begin on near neighbors and have a large exchange splitting that mutes the MFE.

After some time, the electron and hole separate to a distance beyond the exchange

radius, at which point AEST is on the order of the Zeeman energy of the applied

field (~ 50 [teV), and MFE is large. 124,125 The conclusion is that the bound electron

and holes in these blends are significantly more dynamic than previously appreciated,

suggesting new avenues for controlling TADF efficiency.

Background

Before presenting the results, we review the fundamental ideas that govern magnetic

field effects in these systems.

Energies of Spin States and Transitions Between Them

In a simple molecular orbital picture, singlet (S) and triplet (T) states with the same

orbital configuration are separated by the exchange energy (2J), where

I'f 1
J J] #* (ri) #k (ri) #*1 (r2) #k (r2) d3ridr2  (3.1)

n i~~r, - r2l r)O r)dr1dr

with 0#, and #k corresponding the electron and hole orbitals involved in the transi-

tion, respectively. Often #n is the LUMO and #k the HOMO. If the electron and hole
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orbitals are localized and spatially separated, J decays rapidly (typically exponen-

tially) with electron-hole separation. J is therefore an extremely sensitive measure

of the proximity of the electron and hole. For typical bright states, J can be as

large as several hundred meV. For typical TADF single molecule emitters J is < 100

meV.

In the absence of magnetic fields and relativistic effects, spin is a good quantum num-

ber and singlet and triplet states never interconvert. This approximation is generally

good for organic molecules, where S-T interconversion times are typically long com-

pared to fluorescence lifetimes. 34 There are, however, two terms that can mix S and T

states in organic systems. The first is spin-orbit coupling (SOC). SOC is a relativistic

effect that arises from a coupling between the spin angular momentum of the electron

and its orbital motion. It is the dominant mechanism for intersystem crossing in small

molecules 34,126,127 with typical values as large as a few meV. However, SOC decays

rapidly with the electron-hole distance, making it insignificant for electron-hole pairs

on non-neighboring molecules.128-131

At larger electron-hole distances, S-T transitions are driven by the hyperfine interac-

tion (HFI). HFI arises from interactions between an electron's spin S and the magnetic

nuclei of its molecule, with a Hamiltonian of the form

nuclei~

HHFI = S - aNIN1  (3.2)
LN

where the aN are the hyperfine coupling constants of the Nth magnetic nucleus with

nuclear spin IN . For small molecules, HFI is typically negligible compared to SOC,

with values as small as 10-' meV. But for large electron hole separations, HFI dom-

inates because it is completely local. The electron or hole experiences a field due to

the nuclei in its own molecule, and this field is independent of the distance between

the electron and hole. Because of the relatively large electron-hole spacing required

for TADF, HFIs are gaining attention in the OLED community. 119,132-135

For single-molecule TADF, the conclusion then is that ISC and RISC are driven

106



by SOC between S and T states that are relatively widely separated in energy.

This energetic separation is responsible for the observed thermally activated behav-

ior. 72,136 However, when the electron-hole separation is large (a so-called radical pair

or polaron-pair (PP) state) the RISC mechanism is somewhat different. 125,137-141 Dur-

ing the formation of a PP, the exponential decrease of J and SOC eventually results

in Esoc, AEST <EHFI, and HHFI becomes increasingly important. Most importantly,

HHFI does not conserve spin (i.e. [HHFI, S 2] $ 0). Thus, in the presence of HFI, an

initially S or T state will evolve into an admixture of S, T+, To, and T_. Therefore,

when the PP state recombines, it may form an S, T+, To, or T_ exciplex, with the

probability being proportional to the admixture of that state at the time of recombi-

nation.

Magnetic Field Effect of ISC and RISC of Polaron Pairs

Under application of an external magnetic field Bext of magnitude Bext, the T+ and

T_ triplet substates are increased and decrease in energy, respectively, by Ezeeman =

gPBB ext; see Fig. 3.2(a). Now, Ezeeman is only approximately 4.5 x 10-3kBT in a

relatively strong magnetic field of 1 T, so the Zeeman effect will not appreciably

affect the thermodynamic singlet/triplet equilibrium ratio or the RISC activation

energy. However, the Zeeman splitting will influence the unitary evolution of states

that are coupled by an interaction on the order of Ezeeman by changing the oscillation

frequencies and amplitudes. In the case of PPs, all four of the S, T+, To, and T_

spin states will be mixed by HHFI at zero field. As the external field increases, the

mixing of T+ and T_ with S and To is decreased at a rate roughly proportional to

Be- , resulting in a monotonic decrease in the overall rate of S-T transitions within

the PP state.

To model HFI from the relatively large number of magnetic nuclei, we employ the

model of Schulten and Wolynes.'1 2 Within this semiclassical approximation, the sum

over nuclear spins E aNIN of Equation 3.2 is replaced with a static, classical "hyper-

fine field" BHF representing the effective magnetic field experienced by the electron
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Figure 3.2: (a) Zeeman effect of an external magnetic field of strength Bext on the

energies of the spin states of a PP. At zero-field, all four states are degenerate and

can be mixed by HFI; at high-field, only S and To are mixed. (b) Spin-vector repre-

sentation of singlet-triplet mixing in a PP. The electron e- and hole h+ spins (black

vectors) precess about different total magnetic field vectors and at different Larmor

frequencies, resulting in oscillations between various linear combinations of the mutual

orientations corresponding to S, T+, To, and T_ depicted in (c).

due to HFI with the molecule's magnetic nuclei. Because it is the sum of a large

number of independent nuclear fields, BHF can be reasonably approximated by a

Gaussian distribution with a standard deviation, oHF, on the order of 1 mT for most

organics." The total effective field of the ith polaron spin of the ensemble is then

Btot,j = Bext + BHFi Observables are calculated by averaging over random samples of

BHF fields.

The interplay of BHF and B,,t can be visualized using the vector representation of

spin angular momentum. Each spin precesses at the Larnor frequency

Wi = 9pB IBtotj /h

about a cone oriented along the total field vector it experiences, as shown in Figure

3.2(b). Within the standard spin-vector model, the pure spin states of S, T , To,
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Figure 3.3: Experimental and fitted model t-PLMFE of the a 1:1 blend film of m-
MTDATA:3TPYMB at zero- and high-field (0.2 T). Inset: Rapid short time decay
of ~ 60% of PL signal (see discussion in text). (b) The APL/PLo [Equation (3.3)]
based on the experimental and fitted model transient decays.

and T_ are represented as drawn in Figure 3.2(c). To remain in one of these mutual

orientations, the two spins must precess about the same axis at the same frequency.

At zero-field, the hyperfine fields experienced by each polaron of a pair are randomly

oriented and have different magnitudes. Therefore, the electron and hole precess

about different axes and at different frequencies, resulting in time-dependent mutual

orientations that are (in general) linear combinations of those corresponding to S,

T+, To, and T_ (see Figure 3.2(b)). At high-field (Bext < OHF), Be- and Bh+ are

effectively parallel, precluding mixing of S, T+, and T_. Only the difference in preces-

sion frequency-due to components of B, and Bh+ along Bext-causes oscillations

between S and To. Therefore, pure spin states are more long-lived at high-field.

Results

The transient PL MFE (t-PLMFE) for a 1:1 blend film of m-MTDATA:3TPYMB is

shown in Fig. 3(a). To better visualize the magnetic field effect over the PL decay,

we have also plotted the normalized magnetic field induced change in the transient
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PL, which is defined as

PL (t; Bext) - PL (t; 0) (33)APL/PL0  33PL (t; 0)

Based on the APL/PLO, the t-PLMFE of this system can be divided into three time

periods: I. For t < 100 ns, there is little to no MFE. II. For 100 ns < t < 1 Ps the

MFE rises and becomes significantly positive III. For 1 ps < t < 30 s the MFE

drops, eventually becoming significantly negative. Based on the discussion of S-T

transitions in the previous sections, the following explanation suggests itself:

" During period I, most of the electron-hole pairs remain on near neighbors within

the exchange radius. At these close separations, the magnetic field is insufficient

to influence the rate of S-T transitions and there is little to no MFE.

" During period II, a large fraction of the surviving electron-hole pairs separate

beyond the exchange radius, forming PPs that are initially spin-singlet. At these

distances, the MFE is significant and suppresses hyperfine-induced mixing with

the T+, and T_ PP spin states. The decreased mixing in the PP manifold

increases the number of PPs that recombine in with singlet spin, resulting in

increased PL.

" During period III, the luminescence comes almost entirely from TADF of long-

lived triplet states. In the presence of the field, the number of surviving triplets

is reduced (because fewer triplets were formed during the recombination events

in period II) resulting in a negative MFE.

Some of the PL dynamics can be explained by the classic picture of SOC-induced

ISC and RISC within the exciplex states. However, the important point is that the

presence of an MFE requires a significant amount of indirect ISC and RISC, where

the electron and hole must separate beyond the exchange radius (forming a PP) and

geminately recombine on the timescale of the PL. Thus, the electron-hole separation

is dynamic.
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This qualitative picture is further supported by examining the PL decay itself. At

times t > 40 ns the PL decay is fit well by a biexponential function, Ipe-t/,r -Ide-/Td,

with two timescales: a 'prompt' signal with rp~ 1 s and a 'delayed' signal with

Td - 20 pts. It is natural to associate the prompt signal with TADF from singlets

that never underwent ISC to form triplets (and thus relax to the ground state more

quickly), while the delayed signal originates from singlets that underwent ISC to form

triplets, followed by RISC to the singlet manifold. The delayed states then have longer

lifetimes, because the triplets relax slower and are longer lived, resulting in the larger

Td-

In the presence of the magnetic field, the prompt PL signal increases in both intensity

(Ip = 0.40 + Ip,B = 0.43), which suggests that, with the field on, there are more

singlets that relax without ever undergoing ISC to triplets. At the same time, the

magnetic field also increases the lifetime (Tp = 1.15 Ps -+ Tp,B = 1.22 ps), which

is also to be expected, as the reduced ISC rate will increase the lifetime of singlet

CT states. Meanwhile, the delayed signal has a lower intensity with the field on

(Id = 0.019 -+ Id,B = 0.016) which is again consistent with fewer singlets undergoing

ISC to form triplets that would contribute to the delayed signal. The field slows down

the delayed signal, as well (Td = 21 s -* Td,B = 22 ps) consistent with the reduced

RISC rate in the presence of field.

We should note that there is a significant drop in the PL signal for t < 10 ns, during

which time ~ 60% of the initial signal decays away; see the inset of Figure 3.2(b).

This decay is not magnetic field dependent and it is not entirely clear what leads to

this drop. It also appears to be absent from another transient PL measurement in

the literature [see Supplementary Figures 1(b), 1(c) and 3 of Reference 123]. Possible

sources include: 1) Radiative decay of the initial population of exciplexes, which

never underwent charge separation and, therefore, never formed a magnetic field

sensitive PP. 2) PL decay of overlapping 3TPYMB exciton emission in the range

of 450-650 nm [see Figure 6 of Reference 1231 3) Limitations of the instrumental

response function. 144,145 Due to the uncertainty about this initial signal, we focus our
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Figure 3.4: Jablonski-type diagram depiction of our theoretical model. The electron
and hole are on neighboring donor and acceptor molecules (illustrated as circles)
in the exciplex (EXP) configuration and on non-neighboring molecules (separated
beyond the exchange radius) in the polaron pair (PP) configuration. The spin-vector
representations of Figure 3.2(c) are used to depict the spins states within the EXP and
PP configurations. The stochastic transitions are indicated by straight arrows and

are labeled with the corresponding phenomenological rate constant (fit parameter),
while the HFI-induced coherent evolution within the PP configuration in indicated
as a cycling.

attention on explaining the dynamics for t > 40 ns.

The picture above seems qualitatively plausible, but lacks any qualitative or predictive

power. In the next section, we construct a theoretical model that allows us to quan-

titatively test this picture and make predictions about the underlying microscopic

rates.

Two-configuration model

To lend credence to our proposed set of dynamical processes underlying these three

distinct time periods of the t-PLMFE, we developed a simplified model (drawing in-

spiration from the work of Frankevich and coworkers,137,138 and Kersten and cowork-

ers 146), in which an excited electron-hole pair can exist in one of two "spatial" con-

figurations: an exciplex (EXP) configuration or a PP configuration (see Figure 3.4).
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While the spatial degrees of freedom are course-grained into the two discrete EXP and

PP configurations, the electronic spins of the pair are treated explicitly and evolve

according to interactions relevant to the spatial configuration they occupy. To treat

both the coherent spin evolution in the PP configuration and the incoherent transi-

tions throughout the model, we used the Lindblad quantum master equation to solve

for the time dependent density matrix of our system:

dp - [H, p] + (FprF - I.{ , if p}) - {A, p}, (3.4)

where {A, B} = AB + BA is the anticommutator.

The density matrix p of our system is comprised of the 8 states labeled next to

their spin-vector representation in Figure 3.4 and is expressed in the pure-spin basis

as

p =A )EXP EXP + E P APP) KAPP. (3.5)
A A

where A represents a member of the set of 4 spin substates {S, T_, TO, T+}.

The process of composing the basis states in Equation (3.5) is as follows. We start

with the S, spin-1/2 eigenstates

0

0

Next, we form the spin-coupled basis for the electron-hole pair using the Kronecker

product 0:

aa)= 1a)0 a),

ce) = a) 0 1,) ,

a)= 11) 0 1 a),

I #1) = ,3) 0 1 ) .
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Then, we compose the singlet and triplet substates (in the Zeeman representation:

T-, To and T+) from the spin coupled states:

S) 2-1/2 (1 3) - I aO)) (3.6)

To) 2- 1/2 (Ia3) + I3Ce)), (3.7)

T-_) = 1##) , (3.8)

T+) = laa) . (3.9)

Finally, we use the following two rotation matrices

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

QPP 10000

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

QEXP-
1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1
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to generate generate the 8-state vectors of Equation (3.5):

PP) -Q JA),P

AEXP) QEXP A),

where A represents a member of the set of 4 spin substates {S, T_, To, T+}.

The first term on the right-hand side of Equation (3.5) describes the unitary evolution

under the influence of the system Hamiltonian,

H = H EXP + HPP.

Within our model, we assume the relatively large exchange interaction prevents uni-

tary evolution in the EXP manifold; the JA)EXP states are eigenfunctions of the ex-

change Hamiltonian. Therefore, we can simply take HEXP = 0. The Hamiltonian for

HFIs was discussed above within the semiclassical approximation, so the PP states

experience a Hamiltonian:

H = B (Btote SPE + BtOt,h+ Sr), (3.12)

where the spin-1/2 operator components--Sq, q C {x, y, z}-of SPE and SPP are given

by

qe- = Qpp (S 0 12) QTP

S =Qpp (12 0 Sq) QPP T

The second term of Equation (3.4) describes the stochastic, incoherent transitions

between the states of p. For each of the vertical transitions indicated between the

states of Figure 3.4, there is a corresponding F (Lindblad or quantum-jump) operator

of the form

Fb -a = \/-kba 1b) (al.
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For example, the F operator corresponding to the charge separation of SEXP is

kCS sPP) KSEXP

The complete set of F operators are

sPP<-sEXP kcs SPP) KSEXP

FsEXP__PP kCR sEX) (SPP

FrPP rEXP kcs Tp1) (T XP

TrEXPgTPP kc+TXP) PTP

FTrkPP+IEXP c T Tp) IT ,

FTEXP-TPPF-gErXP=-Vkc T PP) (T EXPI

TPP -TEXP = T0 ) T EXP I

FEXPTP , kcR IT EXP) KTPP

The final term on the right hand side of Equation (3.4) describes population decay.

In our case, this occurs (mainly) via photon emission from SEXP and nonradiative

decay from TEXP, so we take

A = ks SEXP) sExP' +kTTEXP )TEXP (3.13)

The rate constants in this model (kcs, kT, ks ... .) are treated as parameters and used

to reproduce the experimental data.

To solve Equation (3.4) we write it as a superoperator equation

d
Sp) =M 1p) .dt

(3.14)

Here, p is treated as a super vector Ip) (with 8 x 8 = 64 elements) composed by
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stacking the columns of p:

I' PI,1

P8,1

P1,2

P8,2

I

M is a superoperator (a 64 x 64 matrix), which using the vectorization relation for

the multiplication of matrices A, B, and C,

vec (ABC) = (CT 0 A) vec (B),

is given by

[H, p] + [F'PFX

H - HT 0 18]

1* 0 Fr (18 0 rt rn + r T 0 (

+ AT D 1 8]

=M p) .

Equation (3.14) is then solved as

p(t)) = et Ip(O))

using the eigendecomposition of M:

p(t)) = et I p(O)) = UetU

(3.15)

p(O)) .
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Finally, to obtain the normalized photoluminescence at time t, we start with the t = 0

density matrix corresponding to a unit population of SEXP states after a pulse:

p(o) = SEXP) KsEXP (3.16)

We then evolve the density matrix using Equation (3.15) and evaluate the expectation

value for the population of SEXP states, which gives the normalized PL signal:

PL(t) = Tr [SEXP) KSEXP p(t) (3.17)

Equation (3.17) is then averaged over 1000 random pairs of the hyperfine fields Be-

and Bh+, sampled from a 3-dimensional Gaussian distribution with UHF = 1 mT, per

the above discussion (Note: UHF = 1 mT was not treated as an adjustable parame-

ter).

Modeling results

In order to obtain the model parameters, we performed a brute-force optimization

search use a root-mean-square deviation metric, with the calculated PL(t) scaled by

0.42 to match the experimental PL magnitude at t = 10 ns (i.e. after the ambiguous

initial drop discussed above). There are 6 parameters: (ks, kT, kCs, kCR, k1sc, and

kRISC). In fitting the data, we found that ks was very important to fitting the overall

decay magnitude without overshooting the prompt and delayed decay rates. kCs and

kCR were important for fitting the onset of the MFE, because an MFE will only be

present once a population of PPs begins to influence the SEXP population. kISC was

important for fitting the transition from the prompt and delayed components and

the transition from positive to negative MFE. Both kCR and kRISC were important

for fitting the magnitude of the MFE, with larger values of kCR decreasing both the

positive and negative MFE components and larger values of kRIsC decreasing the

negative MFE in the vicinity of TRISC = k-. And as expected, kT was important

for fitting the delayed lifetime.
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The final rate constants we arrived at were as follows:

" ks = 320 ms 1 [Ts = 3.1 ps. This is a physically reasonable value when

compared to the range of fluorescence and radiationless decay rates, ~ 1-10

s 1, measured and calculated for various tetracyanobenzene singlet exciplex

complexes in PMMA ridged solutions. 147 Also, In combination with the values

of kcs and kRISC, the prompt PL quantum yield

(DP = ks = 27%
ks+kcs+k1 sc

corresponds well with the literature PL quantum yield of 26%. 123

" kT= 27 ms- 1 [TT= 37 s. While we were unable to find a literature estimate

for this parameter, this value appears too high to be entirely due to triplet

non-radiative recombination, which is spin-forbidden. It is possible that this

parameter is artificially high due to compensation for a lack of processes omitted

from the model, such as charge or exciplex trap states, for instance. Another

possibility is triplet quenching by oxygen contaminant. It as also possible an

unexplored set of parameters would yield a similar fit with a smaller kT (and a

necessarily higher value for kRISC)-

" kcs = 720 ms- 1 [TCS = 1.4 ps] and kCR= 530 Ws- [TCR =1.9 nsl. These values

are physically reasonable when considering the energy required for detailed-

balance between charge separation and recombination:

kcs - exp E(PP) _>(EXP) E(PP) - E(EXP) = 170 meV
kCR kBT

which is comparable to the literature estimate of the same energy gap for

poly(1,4-phenylene-1,2-dimethoxyphenyl vinylene) (150 meV).' 3 8 We note that,

in reality, there are different rates kcs and kCR and energy gaps for the singlet

and triplet states, but we ignored this fact in order to minimize the number of

adjustable parameters.
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SkisC 140 ms- 1 [TICS 7.1 s] and kRISC= 36 ms 1 [TRICS = 28 ]s. These

values also yield a physically reasonable energy gap E(SEXP) - E(TEXP) = 35

meV, which is comparable to the Poole-Frankel model estimate of 51 meV. 148

The results of this theoretical model are shown in Figure 3.2. As can be seen from

the data, the rate model quantitatively reproduces the experimental results. Most

importantly the model reproduces the distinct line shape of the APL/PLO, yielding

an initial latency period followed by a positive MFE and then a negative MFE. The

magnitude of the MFE is also well reproduced, because the fast kCR rate results in

incomplete spin mixing within the PP manifold,146 and because some of the ISC and

RISC occurs through the field-insensitive, SOC-induced mechanism.

Discussion

These findings have a significant impact on our understanding of how charge recombi-

nation occurs in OLEDs. In the simplest picture, charge recombination occurs when

two charges diffuse onto near neighbor molecules, at which point they become bound

by Coulomb attraction and cannot escape one another. From this trapped CT state,

they either emit (if the spin is a singlet) or recombine non-radiatively (if the spin is

triplet). Our results show that this simple model is incorrect. Instead, even while

the electron and hole are on near neighbors immediately after photoexcitation, the

distance between them continues to thermally fluctuate. 149 The separation must rou-

tinely exceed the exchange radius of ~1 nm to generate the observed MFE. But

the electron and hole must remain bound, because only geminate recombination is

sensitive to the magnetic field. Thus the separation cannot exceed ~ 10 nm: an e-h

pair separated by > 10 nm in a dielectric medium with c ~ 2.8 (typical for organic

semicondutors) are unbound at room temperature. Thus this picture of dynamically

fluctuating bound electron-hole pairs in OLED materials is both physically reasonable

and strongly supported by the experimental data and theoretical modeling presented

above.
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This picture has a significant impact on the design principles for OLEDs. First,

we note that in these TADF blends, the electron hole pairs look much more like

excitons in a traditional semiconductor. In those materials, the electron-hole pair

binding energy is very small (only slightly more than kBT) and the distance between

the electron and hole is very large. Thus, many of the design principles used in

creating inorganic LEDs could potentially be translated to the design of TADF-based

OLEDs. In addition, it is interesting to speculate whether the same dynamics might

be happening for intramolecular TADF materials or even traditional OLED systems.

It is easy to verify that these systems do not typically show a MFE on the PL but a

recent transient EPR study indicates that HFIs contribute to the ISC process in high-

EQE single-molecule emitters. 134 Thus, if the bound electron and hole are moving,

they must not be separating beyond the exchange radius, or at least not long enough

for HFI mixing to be effective. This is likely due to the fact that the electron-hole pair

binding energy is larger in these systems, creating a larger thermodynamic barrier

to long range charge separation. To maximize energy efficiency, devices are moving

more and more toward chromophores with small binding energies.' 5 0 ,1 5 ' The work

here suggests that as that occurs, one may also see the beneficial effect that more

weakly bound excitons will be in equilibrium with PP states where singlet-triplet

interconversion is facile. The fluctuations in the bound CT distance will thus provide

a second, TADF-like mechanism for harvesting energy from bound triplet excitons in

which TEXP -+ TPP PP _ SEXP.

Conclusions and future work

In this work we demonstrate that the electron-hole pair separation in the 1:1 blend film

of m-MTDATA:3TPYMB is a dynamic variable, fluctuating on the 1 s timescale and

leading to complex time- and magnetic-field-dependent dynamics in the photolumi-

nescence spectrum. Through careful theoretical modeling of the underlying dynamics,

we are able to conclude that a significant portion of the delayed photoluminescence is

due to an indirect mechanism in which the initially bound electron and hole separate
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beyond the exchange radius (- 1 nm) before eventually rejoining one another and

emitting light.

The implications for this discovery are twofold. First, in designing OLEDs, our results

suggest that thinking about CT states as static objects is not appropriate. Rather

they should be seen as dynamically evolving states in which the electron and hole

independently can move between multiple molecules before recombining. Secondly,

the fact that the bond between electron and hole is apparently much weaker than

previously assumed suggests that many of the design principles for inorganic LEDs

could be useful in generating the next generation of OLED materials.

In the future, it will be interesting to study the morphology dependence of these

characteristics. Do these observations persist in a host-guest architecture? In partic-

ular, spectroscopic probes of the spatial dynamics coupled with microscopic models

of charge hopping could give us a much more fine-grained picture of how disorder in

these materials affects the timescale for recombination.
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3.2 Determining the spin of charge-transfer states

that most efficiently generate photocurrent

Charge transfer (CT) states are bound combinations of an electron and a hole located

on separate molecules.152 154 They are formed on neighboring molecules at donor-

acceptor interfaces in organic photovoltaics (OPVs) after dissociation of excitons or

during recombination of free charge. 155-157 Modern OPVs demonstrate ultrafast for-

mation of CT states from excitons, and efficient dissociation of CT states into charge

under short circuit conditions. 158 Indeed, internal quantum efficiencies of many OPVs

now commonly approach 100% (Ref. 159). But charge recombination losses mediated

by CT states remain a problem in even the best devices, 16-164 increasing markedly at

weaker internal electric fields, reducing open circuit voltage and power efficiency.

Synthetic control over donor and acceptor OPV materials enables us to engineer the

physical separation of the electron and hole at the donor-acceptor interface. This

prompts an important question in OPV: What is the effect of the CT state size?

On one hand, separated CT states have smaller Coulombic binding energies, which

should improve the photocurrent yield. But large separations are also expected to

possess weaker coupling to the initial exciton, potentially reducing the exciton disso-

ciation rate at donor-acceptor interfaces. 165 In addition, increased charge separation

significantly reduces exchange splitting between singlet and triplet CT states. When

the two are nearly degenerate, intersystem crossing between the two is fast, facilitat-

ing spin engineering that could improve the efficiency of OPVs. For example, spin-1

triplet CT states are forbidden from recombining to the ground state, which is typi-

cally a spin-0 singlet. Traditional OPV designs demand, however, that the CT state

energy be as high as possible to maximize the open circuit voltage. 166,167 Typically,

this pushes the CT energy above the energy of the triplet exciton on the donor or

acceptor. As the lowest energy excited state in the system, the triplet exciton traps

the energy originally contained in the CT state until it eventually recombines with

the ground state, creating a crucial loss pathway or 'triplet drain.' 1541 6 1
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Figure 3.5: Schematic of expected changes in (a) singlet and (b) triplet charge transfer

(CT) states as a function of their size. The possible triplet dynamics are dependent

on the presence of a triplet quenching state or 'drain' on the donor or the acceptor.

(inset) The measurement apparatus used to apply pressure to the films.

Summary of pressure-related results

To investigate the impact of CT state size on a complex set of tradeoffs for singlet

and triplet states, our collaborators constructed an apparatus that allowed them to

measure a material's transient photoluminescence (PL) under external pressure; see

inset of Figure 3.5.149,168,169 Singlet and triplet CT states were monitored as a function

of size using a set of exciplex emitters originally designed for thermally activated de-

layed fluorescence (TADF) in organic light-emitting devices. Two specific TADF thin

film donor:acceptor blends were selected: (1) the same m-MTDATA:3TPYMB blend

studied in @3.1; (2) an m-MTDATA:t-Bu-PBD blend, which replaces the acceptor of

the blend from 3.1 with 2-(biphenyl-4-yl)-5-(4-tert-butylphenyl)-1,3,4-oxadiazole (t-

Bu-PBD). These materials have been demonstrated to fluoresce from the exciplex CT
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Figure 3.6: (a) Chemical structures of m-MTDATA, t-Bu-PBD and 3TPYMB.
(b) The crucial energy levels and rates for the m-MTDATA:t-Bu-PBD and (c) m-
MTDATA:3TPYMB systems. The excitonic triplet state T1 state is for the acceptor;
the excitonic triplet of m-MTDATA is ~ 2.7 eV (not shown). (d) Measured m-
MTDATA:3TPYMB film PL under pressure. Vertical line indicates the peak wave-
length. (e) Transient PL for the m-MTDATA:t-Bu-PBD system. Green and purple
dashed lines indicate fitted prompt and delay lifetimes, respectively.

state with efficiencies of - 20%, and they exhibit the bi-exponential transient fluo-

rescence decays and temperature-dependence characteristic of single-molecule TADF

emitters (see Figure 3.6e).' 2 3

The dynamics of both the systems are shown in the rate diagrams of Figure 3.6b,c.

Three critical states define the system: singlet CT state '(D+A-), triplet CT state
3 (D+A-), and excitonic triplet states T1. In both the systems, the singlet CT state

lies at ~ 2.6 eV as determined by exciplex CT state fluorescence. 149 The triplet CT

state is nearly isoenergetic with the singlet CT state; the triplet CT for the t-Bu-

PBD acceptor system is estimated to be between 5 and 50 meV lower than that of

the singlet CT state. 23,170 Note that the observed CT state emission in these systems

is due to the exciplex singlet CT state between the nearest neighbor donor-acceptor

molecules. Of particular importance to these systems are the excitonic triplet energies

(see Figure 3.6b,c). The triplet back transfer is blocked in the m-MTDATA:3TPYMB

system, due to the high energies of the triplet excitons, while the m-MTDATA:t-Bu-
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PBD system has potentially significant triplet back transfer.

The pressure-induced changes to the transient PL provided insight into the principle

spin-dependent loss pathways in an OPV, as illustrated in Figures 3.5 and 3.6.149 The

major findings from their pressure experiments were: 149

1. Singlet CT states recombine directly to the singlet ground state of the donor

and acceptor; this loss pathway is exacerbated as the CT state is physically con-

strained. This is due to an increased transition dipole moment under pressure.

2. Applied pressure also enhances the back transfer from triplet CT states to low-

lying triplet exciton drains present on either the donor or acceptor. 160,164 This

is due to an increased exchange splitting in the CT states, which decreases

E (3(D+A-)), resulting in better coupling to the triplet drain.

Insights from magnetic field effects

Spin-orbit coupling- induced intersystem crossing (ISC) and reverse intersystem cross-

ing modulates the interaction between singlet and triplet exciplex CT states. As

revealed in 3.1, donor/acceptor systems like this may also contain another intersys-

tem crossing mechanism, in which temporary delocalization of a CT state to form a

polaron pair (PP) results in degeneracy of the singlet and triplet states, which are

then interconverted through hyperfine coupling with the local magnetic nuclei. This

mechanism is affected by an external magnetic field.

The CT state populations and resulting changes in photocurrent were probed by

applying an external magnetic field to the device and simultaneously monitoring flu-

orescence and photocurrent. 149 The magnetic fields used in the experiments split two

of the three triplet levels by up to ~ 50 meV. This Zeeman splitting is inconsequen-

tial to the intersystem crossing between the tightly bound CT states, because the

exchange splitting between the singlet and triplet states is much larger than 50 meV.

Instead, the magnetic field only modulates intersystem crossing between singlet and

triplet states of larger CT states (PPs) whose exchange splitting is < 50 meV. Indeed,
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Figure 3.7: (a) Magnetic field effect on fluorescence for the m-MTDATA:t-Bu-PBD

(red) and m-MTDATA:3TPYMB (blue) systems. Increases in PL from both the sys-
tems demonstrate that the applied magnetic field increases the population of singlet
CT states. (b) The magnetic field effect on photocurrent for the m-MTDATA:t-Bu-
PBD (red) and m-MTDATA:3TPYMB (blue) systems. The positive magnetic field
effect with the t-Bu-PBD acceptor indicates that current is most efficiently collected
from the singlet CT state, while the negative magnetic field effect with the 3TPYMB
acceptor indicates that current is more efficiently collected from the triplet CT state.

as explained in @3.1, the magnetic field effect is due to an initial population of singlet

CT states that temporarily separate beyond their exchange radius, forming Coulom-

bically bound polaron pair states with zero effective exchange splitting. Such an

extended singlet state may undergo intersystem crossing to a triplet mediated by hy-

perfine interactions. Otherwise, if the state remains as a singlet, it may collapse back

and radiatively recombine within the spin-relaxation time.125 ,138,171,172 Therefore, we

expected the magnetic-induced increase in the probability of geminately recombining

to singlet CT state to lead to an increase in the fluorescence quantum yield. Indeed,

an increase in fluorescence under magnetic field was observed in both the material

systems; see Figure 3.7a.

However, there is a striking difference between these material systems when we exam-

ine the magnetic field effect on photocurrent measured simultaneously with the fluo-

rescence in Figure 3.7b. In the m-MTDATA:t-Bu-PBD system, the magnetic field ef-

fect on the photocurrent is also positive, that is, as the singlet CT population increases

with the applied field, the photocurrent simultaneously increases. This signifies that

the photocurrent is more efficiently generated from the singlet CT state, confirming
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our observation of significant back transfer loss processes quenching the triplet CT

states in this material system. Photocurrent from the m-MTDATA:3TPYMB system,

however, shows the opposite effect, decreasing with applied magnetic field. As the

singlet CT population increases with an applied external magnetic field the triplet

CT population must correspondingly decrease. Because the change in the photocur-

rent is negative with increasing applied field, we conclude that photocurrent must be

more effectively collected through the triplet CT state in the m-MTDATA:3TPYMB

system. We also note that there was no measurable magnetic field effect on dark con-

ductivity of our devices, indicating the absence of complicating magnetoresistance

phenomena. 149

Given the increase in the system's triplet CT state lifetime on pressure,149 the mag-

netic field effect suggests that m-MTDATA:3TPYMB is spin protected in the triplet

state. This direct measurement of CT state fluorescence and photocurrent genera-

tion under magnetic field indicates that triplet CT is more efficient in photocurrent

generation in this system, since recombination to the ground state is spin forbidden,

and recombination to a triplet exciton is energetically unfavourable. These results

are reminiscent of recent studies of the P3HT:PCBM OPV system, where alternative

methods showed evidence that the spin protection of triplet CT states can lead to

longer lifetimes and greater probability of dissociation to free charges. 173,174

In summary, applying a magnetic field to decrease the conversion of singlet CT states

to triplet CT states allowed us to identify the spin of the CT states responsible

for the efficient generation of photocurrent. We found that when a triplet drain is

present, singlet CT states are responsible for the efficient generation of photocurrent,

but in the absence of a triplet drain, photocurrent is more efficiently generated from

the triplet CT states. Future organic solar cell designs should focus on raising the

energy of triplet excitons to better utilize triplet charge transfer mediated photocur-

rent generation or increasing the donor-acceptor spacing to minimize recombination

losses.
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3.3 Nanoscale transport of charge transfer states in

organic donor-acceptor blends

As a crucial transitional excited state in nanostructured optoelectronic devices, charge

transfer (CT) states mediate both light emission in organic light emitting devices and

charge generation in organic photovoltaics. 107,152,167 At the same time, much contro-

versy surrounds the dynamics of CT states. Previous reports have described CT state

dissociation into free charge that is both dependent 153,158 , 175 and independent3 3,1 5 5 ,1 5 6

of the initial energy of the CT state. A particular puzzle is the apparent efficient

generation of photocurrent from relaxed and tightly bound CT states. 108,176 Here, we

report the dynamics of tightly bound CT states in the same donor-acceptor blend

of m-MTDATA:3TPYMB investigated in 3.1 and 3.2 (shown in Figure 3.8), of-

fering new insight in CT transport mechanism. The heterostructure under study is

amorphous, with localized, highly fluorescent CT states, thus allowing direct obser-

vation of CT state dynamics.123,149 As discussed in 3.2, this system is also notable

because the triplet exciton energy levels are higher than that of the CT states, prevent-

ing "back transfer" loss to an otherwise typically lower energy triplet exciton.1 49,164

Consequently, the CT states are long-lived, and the external quantum yield of pho-

tocurrent generation in m-MTDATA:3TPYMB is as high as 34%.70 Thus, the blend is

representative of the most perplexing of the donor-acceptor compositions, with tightly

bound fluorescent CT states that are also an efficient source of photocurrent.

3.3.1 Collective motion of geminate charge-transfer states

By modeling the photoluminescence (PL) spatial profile obtained from an optical

microscope with a scanning detector, our collaborators were able to obtain direct

spatial and temporal visualization of CT state motion in the m-MTDATA:3TPYMB

blend. 148 From their analysis of this donor-acceptor system, they drew the following

conclusions: 148
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Figure 3.8: Energy diagram and chemical structures of the donor-acceptor material
system. The energy levels of HOMO and LUMO states are in eV and are referenced
to the vacuum level. The energies in eV of the lowest singlet (Si) and triplet (T1 )
excitons of m-MTDATA and 3TPYMB are also indicated.

1. CT state move over 5-10 nm in space.

2. The overall spectral redshift of ~ 60 meV is associated with either diffusion to

lower-energy sites or solvation effects. (Note: This redshift is within the order

of binding energies expected for tightly bound, geminate excitations.)

3. Excitation power and electric field dependencies confirm that CT states in this

system behave as tightly bound particles with geminate characteristics.

The geminate nature of the CT state PL, in conjunction with the observed spatial

broadening, indicates that both the photo-generated electron and hole are being dis-

placed collectively. However, their optical analysis lacked information regarding the

mechanism of CT state transport. The optical absorption of the CT state is negli-

gibly low, suggesting that F6rster transfer is not likely to be effective. Although the

Dexter mechanism is feasible, CT states are weakly bound compared to most intra-
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molecular excitonic states. More efficient transport may be possible, if CT motion

occurs via asynchronous electron and hole motion. The CT state may stretch and

contract as it moves through the blend. This 'inchworm'-type mechanism of CT state

transport is probed by magnetic field studies, which are capable of examining the

relative displacement of the electron and the hole.

3.3.2 Probing the CT state diffusion mechanism with a mag-

netic field

As explained in 3.1 and 3.2, magnetic field effects if CT states stretch, forming

polaron-pair (PP) states, in which the exchange splitting is comparable to the Zeeman

splitting induced by the field. The m-MTDATA:3TPYMB system, however, does

exhibit magnetic field effects on both PL and photocurrent, 149 suggesting that the

CT states can stretch while remaining bound. The magnetic field slows intersystem

crossing in the PP states, preserving the population of the luminescent singlet CT

states and increasing the fluorescence, as shown in Figures 3.7 and 3.9a.

The shape of the magnetic field dependence also provides insight into the dynamics

of the electron and hole, specifically regarding any spin relaxation effect. According

to the model of Schulten and Wolynes, the saturation of the magnetic field effect

is determined by the applied magnetic field, the strength of the hyperfine field at

each molecule, and the rate at which a charge hops to neighboring molecules. 177,178

The effective hyperfine field at each molecule is randomly oriented, with a standard

deviation of - 1 mT. As a charge hops from molecule to molecule, it experiences a

fluctuating local magnetic field, which induces transitions between spin states, leading

to spin relaxation of the stretched CT state. 76 (In 3.3.3, we show how this hopping-

induced relaxation effect can be incorporated into the two-configuration model of

3.1.) Consequently, stronger magnetic fields are required to suppress intersystem

crossing when the charges are more mobile and visit more sites. Thus, the satura-

tion of the magnetic field effect serves as a probe of the charge hopping rate in the
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Figure 3.9: (a) Energy schematic of singlet-triplet energy splitting as a function of
electron-hole spacing. (inset) Schematic of Zeeman splitting due to external mag-
netic field in relation to hyperfine coupling Vhf. (b) The temperature dependence of
the magnetic field modulation of CT state PL. The magnitude of the change in PL
decreases at lower temperature, indicating magnetic field-dependent hyperfine medi-
ated intersystem crossing decreases with lower thermal energy. However, change in
the shape of the magnetic field dependence is not observed over this range of tem-
peratures. (c) Illustration of stretching effect on CT state dynamics and spectral
diffusion. (d) Bulk heterojunction device sample under magnetic field at open-circuit
and closed-circuit, demonstrating that application of an electric field distorts the size
of the CT state.

stretched-CT configuration.

The magnetic field effect can occur only if the CT state can stretch, thus we probe it by

examining the temperature dependence of the CT state PL. As shown in Figure 3.9b,

we find the magnitude of the magnetic field effect on PL to be thermally activated,

which is consistent with expectations that fewer CT states should stretch at lower
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temperatures. The line shape of the normalized MFE shows no change as a function

of temperature above 100 K (see Figure 3.10). This line-shape invariance within the

measured range of temperatures is rationalized in @3.3.3. Instead, the more significant

effect of lower temperature is to decrease the number of CT states that stretch beyond

the exchange radius, thus decreasing the magnitude of the observed change.

Notable change in spin relaxation is observed, however, under the application of an

electric field as shown in Figure 3.9d. An external field increases the hopping rate of

the charges in stretched CT states beyond a threshold value (see 3.3.3), increasing

the spin relaxation and producing a slower saturation of the magnetic field effect.

Overall, the magnetic field studies show that transport via asynchronous electron

and hole hopping is plausible; there is fluctuation in the electron-hole spacing during

the lifetime of the CT states, but the relative displacement is sufficiently small that

the electron-hole pair remains bound.
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3.3.3 Including spin relaxation in the two-configuration model

As an electron (or hole) hops from one molecule to another, it experiences a rapid

change its hyperfine interactions (HFIs), which are due to local interactions with a

molecule's magnetic nuclei (see 3.1). This fluctuating HFI causes spin relaxation.76

For a system with an average charge hopping time Thop much greater than the hyper-

fine spin evolution time THFI ' 10-8 s, the following Block-Redfield treatment can be

used to describe the spin relaxation. 76,179

We start by assuming the same correlation function

P (t) = e-/Thop

for the HFI fluctuations of both the electron and hole. The spectral density at the

Zeeman Larmor frequency w = 9PB Bext is then

00

J (w4) [ (t) cos (wt) dt = hop

1 + (mhopw) 2
0

Within the semiclassical approximation described in 3.1, the mean square HFI fre-

quency in each direction, 1/3(gPBUHF) 2 , results in spin-lattice and spin-spin relaxation

times T and T2 given by.1 79

= 2 (gIBOHF) 2 J M, (3.18)
T, 3

and

- = (3.19)
T2 3 2Tr

These relaxation transitions can be treated within the Lindblad formalism. For a
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single spin-1/2 system, the F operators describing relaxation are

7- /kpop /3) (al

r+ = Vkp op la) (#

z kphase -a) (a

were the population and phase relaxation rate constants are given by

kpop= I(gPB )HFJ (W)

and

kphase (91-gBUHF)2J(0)

To treat relaxation within the polaron pair manifold in the eight-state basis of the

two-configuration model of 3.1, we append the following set of F operators:

,1 = QPP [F- 0 12 QPP'T

F-,2 = QPP [1 2 ]QPPT

p+,= QPP [ 2 0 121 QPPT

+,2 QPP [12 F+] PP

2,1 = QPP [r0 12] QPPT

z,2 = QPP [12 0z] QPP T

where QPP is the rotation matrix given in Equation (3.10).

The MFE line shape above ~ 0.1 T is determined almost entirely from spin relaxation.

Therefore, khop = Thp is parameter that determines the line shape. We obtained

excellent agreement with the experimental line shape using khop = 3.57 x 109 s-1, as

shown in Figure 3.11.

Finally, we rationalize the temperature-independence of the PL MFE lineshape by

examining the influence of khop on the normalized change in the magnetic field de-

pendent relaxation time TI; plotted in Figure 3.12. [Note: T, is the only magnetic
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106 S-1
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field dependent component of T2, see Equations (3.18) and (3.19).] Changes in the

lineshape only emerge above khop ~ 10 x 1010 s-1, which could only be obtained by in-

creasing the temperature, if our fitted room-temperature value of khop = 3.57 x 109 s-1

is correct within approximately an order of magnitude. It is, however, reasonable to

argue that application of an external field could increase khop to a value in the range

at which the line shape changes.
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3.3.4 Implications of CT transport for organic electronics

We conclude by considering the implications of CT transport for organic optoelec-

tronic devices. Arguably, the evidence of CT diffusion to lower energy traps only

deepens the mystery concerning the origin of efficient photocurrent generation from

tightly bound CT states in organic photovoltaics. Consequently, we offer some insight

as to other potential ramifications of the diffusion of CT states. First, it is well known

from exciton dissociation models that the probability of charge separation is signif-

icantly higher if the CT state is aligned with the electric field."' The ability of the

CT state to move is expected to help reorient the CT states, since the aligned donor-

acceptor pairs are lower energy sites. Second, constraining the percolation networks

in phase-separated donor-acceptor blends, where CT states can only diffuse along

the grain boundaries, would significantly reduce the diffusion distances, while still

allowing the states to orient optimally for charge separation. Imaging measurements

in different morphologies coupled to simulations should help resolve the mechanism

of the transport as well as identify the optimum tradeoff between diffusion and trap-

ping.

In summary, direct imaging of blends of m-MTDATA:3TPYMB coupled with mag-

netic field studies demonstrate the presence of tightly bound CT states that diffuse

5-10 nm before settling into lower energy CT states. Since donor-acceptor blends

typically exhibit rapid conversion from excitons to CT states, it is possible that CT

state diffusion distances in many organic devices exceed that of the initial exciton,

highlighting the potential importance and impact of CT state transport on device

performance.
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Chapter 4

Electronic structure of metal-organic

frameworks

4.1 Charge transfer or J-coupling? Assignment of

an unexpected red-shifted absorption band in a

naphthalenediimide-based metal-organic frame-

work

The ability to define the packing of organic chromophores in molecular aggregates

is paramount for understanding and controlling the photophysical processes in arti-

ficial light-harvesting constructs such as organic photovoltaics (OPVs). Inspiration

toward this goal is often drawn from photosynthetic organisms, which efficiently trap

photons and coherently transport excitons to a charge-separating center by using

supramolecular architectures of light-absorbing chromophores such as chlorophylls

and carotenes.s-18 3 The challenge in mimicking the natural light-harvesting systems

is to apply the photophysical and supramolecular organizational principles refined by

nature in developing artificial materials that can harvest visible light and guide exci-

tation energy transfer in a unidirectional manner. Many elegant synthetic solutions
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Figure 4.1: Schematic of a pillared MOF, with two types of organic ligands including
the pillar. Yellow arrows indicate the transition dipoles and their expected head-to-
tail arrangement within the chains defined by the pillar molecules.

have been elaborated toward this goal. Dendrimers,184-187 hyperbranched conjugated

polymers,1 88 and oligomeric porphyrin arrays,' 89 for instance, show evidence of the

electronic cooperativity necessary for efficient energy transfer. One particular archi-

tecture that has received attention to this end is that of J-aggregates. These are

molecular constructs in which individual light-absorbing molecules are arranged such

that their excitation dipole moments couple to promote delocalization of the excited

state over many chromophores.' 9 0 Whereas no single model for J-aggregate struc-

ture has been universally accepted, one widely acknowledged criterion is that such

excitonic coupling occurs when the primary transition dipoles of the dye molecules

are aligned head-to-tail.1 90 191 3-aggregates are characterized by a red-shifted, narrow

band with a high extinction coefficient that is frequently coupled to a fluorescence

peak separated by only a very small Stokes shift. The interest in such aggregates from

an OPV perspective stems from the advantages presented by this highly absorbing

band: deliberate engineering of organic chromophores into 3-aggregates could signif-

icantly reduce the required thickness of the light-absorbing layer, thereby reducing

the likelihood of charge recombination losses. However, it is currently very difficult

to control the solid-state packing of molecular chromophores, and J-aggregates his-

torically have mostly been discovered by serendipity.

One class of materials that allows exquisite control over the intermolecular distances
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and angles between organic molecules is metal-organic frameworks (MOFs). These

are crystalline hybrid materials made from inorganic and organic building blocks

whose topologies, and implicitly the intermolecular distances between various build-

ing blocks, can be controlled by design using the principles of reticular chemistry.

Although MOFs have traditionally been used for gas separation and storage, their

highly ordered nature has also made them attractive targets for studying photophys-

ical phenomena related to energy transfer"3840 for light harvesting and luminescence

for sensing.145 The structure-function relationship of MOFs in relation to lumines-

cence properties has also been the focus of recent careful studies."-" Along the same

lines, we envisioned that the inherent ordered structure of MOFs could be conducive

to J-aggregate formation in chromophores that do not normally exhibit this behav-

ior if such chromophores could be aligned in the typical head-to-tail arrangement

within MOFs. Furthermore, we surmised that given the extraordinary variety of

MOF structures reported to date, J-coupling behavior may have gone unnoticed in

some of the existing materials. We initially set out to investigate the possibility of

J-coupling in the class of materials known as pillared MOFs. As shown in Figure

4.1, these are made from 2-D lattices containing one type of ligand and one type

of secondary building unit and are connected in the third dimension by a second

type of ligand-the pillar. Because the pillars are naturally aligned head-to-tail, we

searched for materials in this class wherein the pillars were made of light-absorbing

molecules. One promising candidate was quickly identified as Zn 2(NDC) 2 (DPNI) (1,

NDC = 2,6-naphthalenedicarboxylate; DPNI = dipyridyl naphthalenediimide). Orig-

inally reported by Hupp et al., 1 was described as having an unexpected yellow color

and weak luminescence despite the colorless nature of the individual building blocks:

Zn2+ ions, NDC 2--, and DPNI. 19 2 Encouragingly, the supramolecular structure of 1,

shown in Figure 4.2a, reveals linear chains of DPNI pillars, a chromophore class well

known to possess a primary transition dipole moment aligned with the long axis of the

molecule.' 9 0 Coupled to the reported unexpected yellow color and weak luminescence,

it seemed feasible that J-coupling was occurring in 1.
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orthogonal

6977 A

DPNI nstacked

Figure 4.2: Partial crystal structure of 1. Outlined yellow boxes represent DPNI
units. Faded yellow boxes indicate DPNI units located behind the first set due to

framework interpenetration. (b) Two dimer pairs, orthogonal and 7r-stacked, of DPNI
and NDC 2 -. Gray, blue, red, and pink spheres represent C, N, 0, and Zn atoms,
respectively. Hydrogen atoms were omitted for clarity.

4.1.1 Ruling out J-coupling

Although J-coupling in 1 seemed possible, it was clear that whereas numerous studies

on MOFs exist, very few focus on explicitly interpreting bulk photophysical proper-

ties, and little established methodology is dedicated exclusively to interpreting the

photophysical properties of MOFs. For instance, although many reports of photo-

physical properties of MOFs focus on fluorescence or luminescence, little effort has

been devoted on understanding the influence of the supramolecular environment on

the optical transitions. Additionally, whereas computational studies often help to

elucidate the origins of photophysical properties in molecular species, little precedent

exists for how such studies should be tuned for MOFs. Herein, we investigate the pho-

tophysical properties of 1 and present a theoretical framework for understanding its

red-shifted absorption band, with a particular emphasis of modeling charge-transfer

interactions in these intensively studied materials.

To facilitate the interpretation of the origin of the red-shifted band giving rise to the

yellow color of 1, a portion of its crystal structure is shown in Figure 4.2. Viewed

along the a or c axes, linear chains of DPNI units, marked with yellow boxes in

Figure 4.2a, are clearly visible. Each DPNI unit is separated from the next by 6.977

A, which includes a (Zn2+) 2 cluster. Contrasting its arrangement with neighboring
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Table 4.1: Primary transition moment dipoles, transition energies, and oscillator

strengths for studied ligands.

n moscillator
Organic moiety primary transition moment dipole S0 -- Si (nm)a strength

DPNI 313-349 0.4941

2,6-H 2NDC 30 1-334 0.0528

a Given 0.2 eV error bars

DPNI molecules, DPNI forms two distinct spatial relationships with NDC 2 -. Within

a single unit cell, DPNI is oriented orthogonal to the neighboring NDC2 - ligand

with which it shares a (Zn2+) 2 cluster (Figure 4.2b). Two-fold interpenetration of

1 results in a second DPNI-NDC2- interaction, in which the naphthalene core of

a DPNI molecule in one framework ir-stacks with a NDC 2- molecule of the second

interpenetrated framework (Figure 4.2b).

Importantly, because the primary transition dipole of non core-substituted naphtha-

lene diimides (NDIs) frequently lies directly along the long molecular axis, 193 and

given the literature precedent for solution NDI J-aggregates,1 94 -1
97 it seemed feasible

that J-coupling could occur along the chains of DPNI units observed in 1 and that

such coupling is responsible for the red-shifted absorption band. Additionally, the

DPNI-DPNI separation of 6.977 A is within the range of interchromophore distances

that are conducive of such coupling; for instance, reported J-aggregates of pyronine

observed within channels of zeolite L are characterized by estimated interpyronine

distances of 7.0 A.198 Furthermore, a calculation of the primary transition dipole

of molecular DPNI confirmed that it lay directly along the long intermolecular axis

(as discussed in 4.1.3; see Table 4.1), confirming the head-to-tail transition dipole
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arrangement that we hypothesized.

With J-coupling seemingly feasible by this structural analysis, compound 1 was syn-

thesized and obtained as yellow needle-like crystals. Spectroscopic analysis' 99 sug-

gested that the originally reported weak fluorescence arose from a small amount of im-

purity in the crystal but that the red-shifted absorption band indeed originated from

1 itself. Importantly, the lack of fluorescence in 1, which is atypical of J-aggregation,

was a first indication that this material may not in fact exhibit J-coupling. Further-

more, although J-aggregates with broad red-shifted features have been previously

reported, 195-197,200 the broadness and relative weakness of the red-shifted band in 1

prompted us to evaluate alternative interpretations for the novel photophysical fea-

tures in this material.

4.1.2 Assignment as charge-transfer band

With J-coupling likely ruled out and the full d manifold of Zn2+ eliminating the pos-

sibility of d-d transitions, CT interactions were considered as a possible explanation

instead. CT interactions could be envisioned to occur between any of the compo-

nents of 1 (DPNI, NDC 2--, and/or the paddlewheel Zn 2(0 2 C-)4 cluster), or even

across building blocks from the two interpenetrated frameworks. Ligand-to-metal or

metal-to-ligand CT was deemed unlikely because it would result in a formal reduc-

tion or oxidation of the very stable d'0 Zn2+ ion. Another possible CT interaction

could occur between the framework and dimethylamine (DMA) formed by thermal

decomposition of the DMF solvent during synthesis.4 ' Because the synthesis of 1 is

carried out at a relatively low temperature (100 0C), little DMA is expected to have

been formed. Recently, CT interactions between DPNI linkers and donor aromatic

solvents were reported for a MOF similar to 1.201,202 To simplify the CT analysis, the

two organic components, DPNI and 2,6-H 2NDC, were considered first.

Comparison of the MOF absorption spectra with that of a charge transfer (CT)

complex formed by manual grinding of DPNI and H2NDC 2 led to the tentative
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Table 4.2: Effect of dielectric constant on CT energy for ir-stacked
DPNI/2,6-NDC 2 - model system (cc-PVTZ).

F So -+ CT (eV) So -. CT range (nm)a

2 3.41 344-386
2.5 3.30 354-400
3 3.23 362-410

3.5 3.18 367-416
4 3.13 373-424

4.5 3.10 376-428

a Given 0.2 eV error bars

assignment of the new band in 1 as arising from an CT interaction between 2,6-

H 2NDC and DPNI.' 99

To investigate the assignment of the new band in 1 as a CT interaction instead of

J-coupling, computational methods were utilized. The first excited singlet state of a

DPNI monomer was found to have a considerable transition dipole moment of 13.6 D

(with an oscillator strength of 0.49); see 4.1.3. However, the centers of mass of DPNI

monomers within 1 are separated by ~ 22 A, which yields an estimated dipole-dipole

coupling of only 2 meV. Because the spacing between the lowest energy electronic

transition of DPNI and the middle of the broad band of 1 is about 450-500 meV, this

estimated dipole-dipole coupling of 2 meV is too small to support assignment of the

band as J-coupling.

With J coupling experimentally and theoretically ruled out, CT excitation energies

were calculated for various dimer systems to support assignment of the new transition

observed in 1 to an interligand CT. The 7r-stacked and orthogonal dimer systems

shown in Figure 4.2b were considered. To account for the stabilization energy of the

CT state due to the polarization of the surrounding molecules in the MOF, the dimer

systems were embedded in a polarizable continuum with dielectric constant C = 2.0

(a sample input file is included in A). The CT state energy was found to scale with

c, with larger E values further stabilizing the CT state and lowering the excitation
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a

Figure 4.3: Two calculated charge-transfer states of dimers consisting of NDC 2- and
DPNI (2a) and DPNI with capped Zn 2 (O 2 CCH 3)3 linkage groups (2b). The electron

and hole density changes are plotted as isosurfaces with the electron density in blue
and the hole density in red.

energy (Table 4.2). The few reported dielectric constants for MOFs range from 4.6

to over 100,203-20' but these simulations need to mimic the dielectric response at

optical frequencies, which is typically much smaller. Thus, the dielectric constant was

conservatively set to 2 but is possibly larger. Comparison of the oscillator strength

for the ir-stacked versus orthogonal dimer geometries suggested that CT happens

predominantly within 7-stacked dimers because the orthogonal geometry calculation

yielded a very low oscillator strength (2.3 x 10-'), whereas the r-stacked dimer gave

a higher oscillator strength of 0.019.

Although basis set convergence for the CT energy of the simplified r-stacked system

2a (Figure 4.3a) was reached with cc-PVTZ, the calculated energy range for the

excitation (Table 4.3) remained higher than the experimentally observed band for 1.

To simulate the effect of the local charges on the CT energy, a model system dimer

2b was built containing Zn 2  clusters on either end of the DPNI ligand truncated

by acetate ions and ammonia molecules and is shown in Figure 4.3b. Indeed, the

calculated energy for 2b was lower than that of the dimer 2a, but the use of the
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Table 4.3: CT Excitation energy ranges of dimer systems (a) and (b) of
Figure 4.3 calculated using CDFT with a custom long-range-corrected
functional

dimer system basis set CT energy (nm)a

(a) 6 -31g* 337-378
(a) cc-PVTZ 344-386
(b) 6 -31g* 363-411
(b) cc-PVTZ (estimated) 374-435

"Given 0.2 eV error bars.

cc-PVTZ basis set was computationally prohibitive in this case. Consequently, the

cc-PVTZ CT energy for 2b was estimated from the difference in CT energy between

the two basis sets for 2a, ~ 0.1 eV, as shown in Table 4.3. This resulted in a CT

excitation energy within the range observed experimentally for 1 and suggests that the

presence of the positively charged Zn2+ ions facilitates stabilization of the accepted

electron density on DPNI.

4.1.3 Computational details

Tuning long-range-corrected functionals to Koopman's theorem

Typical functionals are known to yield inaccurate energies for CT excitation ener-

206,207208gies,206 ,207 especially when using time-dependent density functional theory (TDDFT).

For this reason, a customized version of the LC-wPBE long-range-corrected 209 hybrid

functional known to obtain accurate CT excitation energies 210 was used in all calcula-

tions. The range separation parameter w and the amount of short-range Hartree-Fock

exchange CHF were tuned to match Koopman's theorem for the ionization potential

of the neutral molecule and the anion 211 -21 4 of DPNI.

A long-range-corrected (LRC) hybrid functional 209 splits the Coulomb repulsion term

into short-range and long-range parts and calculates the short-range correlation en-

ergy using both generalized gradient approximations (GGAs) and Hartree-Fock (HF)
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and the long-range correlation energy using only HF:

1 1 - erf(Wri 2 )

r12 r12

erf (Wr1 2 )

712
short - range long - range
GGAs & HF HF only

1

erf (w

er

12)

f (wr12 )

The exchange energy of the system is thus given by

ELRC Eshort - range + short - range Elong - range
excan e ( - CHF) GGA exchange + HF HF exchange 'HF exchange'

where the exchange energies are evaluated using the components of 1/rl 2 above.

We optimized 2 parameters:

* w: determines where the transition from a hybrid functional (GGAs and HF)

to pure HF exchange takes place

* CHF: determines the amount of HF exchange included at short-range

Our objective function to minimize J is based on matching Koopman's Theorem for
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the neutral and anion species and is given by

J(MH = , (neutral) - IP (neutral) - - F OnF

where EgCg is the homo energy and IP is the ionization potential.

To find the optimal values of w and CHF, we perform a series of single-point energy

calculations on the species of interest over a grid of values of w and CHF:

2

1.5

1

0.5

C HF=0.1

- HF

- CHF =0.2

- CHF =0.3

-CH = .

50 100 150 200 250 300 350

1000co (Bohr1 )

We then choose the set of parameters {W, CHF best that yield the lowest value of

J.

The calculations necessary to calculate J for a give set {w, CHF} are

" single-point energy calculation on neutral species

" single-point energy calculation on anion

" single-point energy calculation on cation

The values in the objective function J are then obtained as follows:

* eiHO is the larger of the alpha and beta occupied molecular orbital energies
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oIP (neutral) = E (cation) - E (neutral)

* IP (anion) = E (anion) - E (neutral)

Example Q-Chem input files templates necessary to tune a LRC hybrid functional

can be found in A.

Excition and charge-transer transition properties

The transition dipole of the DPNI monomer unit was obtained from a TDDFT calcu-

lation using the 6-31G* basis set.21" The first 10 singlet excited states were calculated

in all TDDFT calculations. The CT calculations were performed on dimer systems

using constrained density function theory (CDFT)2 16 by constraining an additional

electron and spin on the acceptor molecule (the DPNI unit). For CT calculations,

the dimers were embedded in a polarizable continuum 21 7 with a dielectric constant

c = 2.0 (this choice of dielectric constant is discussed in the previous section). CDFT

with configuration interaction (CDFT-CI) 218 between the ground and CT states was

used to obtain the transition dipole for the CT excitation. All calculations were

performed using the Q-Chem 3.1 computational package. 219

An example input file for a CDFT-CI calculation, from which the CT state and it's

transition dipole moment are obtained can be found in A.

4.1.4 Conclusions

Accordingly, the unexpected new red-shifted transition of 1 was assigned to an interli-

gand DPNI/NDC 2- CT based on comparison with the CT complex 2, an assignment

that was supported computationally. Theoretical models also support the fact that

the majority of the CT responsible for the new transition in 1 arises from r-stacked

DPNI/NDC 2- units rather than orthogonal dimers. The lack of fluorescence from

the MOF also lends credence to excitation of a CT state because nonradiative re-

combination of the CT states is often a very rapid process. 220 Although the more
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desirable J-coupling behavior was not observed in 1, we have gained practical knowl-

edge in what should be avoided in the design of MOFs with J-coupling and in how

to accurately model these materials computationally. It is possible that the presence

of the (Zn2+) 2 clusters directly between DPNI units interrupts coupling or, as our

calculations suggest, that the inter-DPNI distance is too great for strong coupling.

Interestingly, an analogous but noninterpenetrated MOF, Zn2 (1,4-NDC) 2(DPNI),

was reported to possess an orange color 22' despite the colorless nature of the ligands

involved and a lack of r-stacking between 1,4 -NDC- and DPNI. Efforts to cleanly

duplicate the synthesis of this material and check the absorption spectrum for J-band

or CT features were nevertheless unsuccessful. Additionally, a calcium MOF with

NDI ligands was reported to have features in the visible region; these were attributed

to intermolecular CT.222

The assignment of the new band in 1 to a CT interaction may have implications for

prior reports of J-aggregation in NDIs that are also characterized by broad tailing

bands rather than sharp transitions. Intriguingly, some of these reported NDI-based

J-aggregates have side chains containing potential donating groups1 96 that may par-

ticipate in CT interactions. Efforts to design supramolecular J-aggregates in MOFs

or other assemblies should be carried out with careful consideration of other potential

interactions including CT, and this study underscores the importance of analyzing the

extended structure for interpreting photophysical data. In the case of 1, framework

interpenetration resulted in well-aligned wr-stacked donor/acceptor pairs. Whereas

this structural motif did not lead to J-coupling, it could be used to facilitate energy

transfer between ir-stacked ligands in new MOFs. This report also highlights the util-

ity of coupling synthetic design with computational studies, especially when targeting

complex interchromophore interactions such as J-coupling in MOFs.
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Chapter 5

Reaction pathfinding

5.1 A simple method for generating approximate re-

action paths:

The Harmonic Interpolating Path

Knowledge of reaction paths and transition states of a chemical reaction is important,

since they can be used to calculate kinetic rate information and offer insight into

the mechanism by which a reaction occurs. 223-228 Chemical reactions of particular

interest in the field of OLEDs are believed to be activated by the energy released

during the bimolecular recombination events responsible for the efficiency decrease at

high driving power and have been found to result in structural defects that degrade

the lifetime of the OLED structure. 29,65-6 But reaction path are hard to find, and

the efficient identification of transition states and minimum energy paths (MEPs)

on potential energy surfaces (PESs) is an active area of research, with a variety of

pathfinding methods available. 226 ,229- 235 The existing methods can be broken down

into two main categories: transition state optimization and pathway optimization.223

Transition state methods require prior knowledge of the reaction's transition state and

then use that information to find paths to the reactant and product. For pathway
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linear interpolation incorrect path

NEB

HIP minimum energy path
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Figure 5.1: Results of running the Nudged Elastic Band (NEB) algorithm with two

different initial guess paths. Linear interpolation between the reactant and product

states leads to convergence to an incorrect reaction path that transverses a higher-

energy reaction barrier, while a Harmonic Interpolated Path (HIP) leads to conver-

gence to the minimum energy path that traverses the lower energy reaction barrier.

optimization, however, no prior knowledge of the transition state is assumed. While

some single-minimum methods-those that require knowledge of only the reactant or

product configuration-exist, two-minima methods are most commonly used. 236-238

Specifically, chain-of-states methods are perhaps the most efficient and widely used

today. 226,227,229,239-248

In chain-of-states methods, a chain of system configurations is generated between the

reactant and product by selecting a number of states along an initial guess path. The

intermediate states are are then iteratively relaxed until convergence to a lower-energy

path. The nudged elastic band (NEB) method is an example of a chain-of-states
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method and has been shown to be effective for finding transition states.239-243,245,249,250

In the NEB method, some initially specified states are are connected by springs. Each

of the states are then "nudged" by the force tangent to the path in order to relax the

path until convergence.

Chain-of-states methods typically require some guess path. For example, a linear

interpolation path (or some modified form of one) between reactant and product is

often used.229 ,243 245 ,247 ,249,251 253 But with a poor guess path, there is no guarantee

that the right reaction path will be found (see Fig. 5.1). In particular, it is widely ac-

knowledged that the energy landscape for transition paths is very rough,227 235 2 4 ,255

so that global optimization is impossible. 25 1 Is it possible to propose good approxi-

mate reaction paths based solely on knowledge of information about the reactant and

product? Such a path might be useful as an initial guess for a more sophisticated

calculation, increasing the chances of converging to the correct reaction path and

decreasing the number of cycles to convergence. Furthermore, in some cases, it might

be enough to have a qualitative idea of possible ways the reaction could progress, so

that an approximate path might be sufficient.

In this work, we develop a method for generating an initial guess path, which we

refer to as a Harmonic Interpolated Path (HIP). We first introduce the properties of

a HIP and then apply the method to four test systems: two analytical, 2-dimensional

PESs and two multi-particle cluster rearrangements. In all cases, the optimal HIP

proves to be better than linear interpolation, in some cases even semi-qualitatively

matching the MEP, supporting the idea that such a path may be useful in obtaining

both qualitative insight into a reaction mechanism and a superior initial guess for

subsequent use in more sophisticated solvers.

5.1.1 Theory

Before introducing the HIP, it is instructive to first discuss some properties of the

MEP. The MEP is series of system configurations {q*(s)} whose energies V(q*) lie
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on a PES V([xi,. . ., xv]), where xi,... , x. represent the independent variables of the

system. Here, s represents a progress variable ranging from zero to one, and since

MEP begins at the reactant configuration q, and ends at the product configuration

qp, we know that q*(o) = q, and q*(1) = qp. Additionally, since the MEP follows the

path of steepest decent between transition states, the derivative of the MEP dq*/ds

is (by definition) parallel to the gradient of the PES VV for all points between

the reactant and product. Additionally, a particular useful property of the MEP is

highlighted by the following theorem.

Theorem 1. If a step bq is taken from a local minimum q0 of a potential V along

one of the eigenvectors *(z) of the Hessian V2 Vlq,, then the gradient VV is parallel

to Sq.

Proof. Consider an infinitesimal step 6q from qO along the ith eigenvector: Sq = e*4(.

Expanding the gradient to first order in bq about qO, we have

VV qo=6q VVlqo + V2 V qq = CV 2V Io

=ApE4)(i) =Ai6q.

Therefore, VVlqo+6q is simply a multiple of ip().E

Theorem 1 allows us to make the HIP, which we denote q(s), follow the gradient at

the reactant and product by forcing it to leave the reactant following an eigenvector

of the reactant Hessian *(') and end at the product following an eigenvector of the

product Hessian *i4j This is useful, because the reactant and product are typically

trivial to locate, as compared to a transition state or other point along the path,

which can be very tricky to optimize. The hope is that by retaining some of the

local gradient and Hessian information at the reactant and product, a HIP may be a

good first-order approximation to the MEP. It is these Hessian-eigenvector-following

conditions that lead to the "Harmonic" part of "Harmonic Interpolating Path."

Summarizing the properties of a HIP, we have four conditions:

156



Starts at reactant configuration

q(s = 0) = qr,

Ends at product configuration

q(s = 1) = q,

Begins parallel to a Hessian e.vector at reactant
dq I =0 = a*('),

Ends parallel to a Hessian e.vector at product
dq I -= apj
ds s=1 P

where a and b are arbitrary constants.

Finally, we consider the interpolation between q, and qp. At a minimum, four vectors

must be involved. Additionally, we need to assume some functional dependence on

the path parameter s. For the the simplest model, it makes sense to use only the

minimal number of vectors. Meanwhile, for the interpolation, we could choose from

any number of interpolation schemes: polynomial, Gaussian, trigonometric, etc. If

we use a trig expansion, we can construct a path that satisfies the above conditions

as

1 1
q(s) (1+ cos7s) q +(1 -cos 7rs) q2 r 2

+ sin 7s + - sin 27rs )
2 27

1 b*(j)
+ sin 7s - - sin 27rs . (5.1)2 27r

Eq. (5.1) obeys all four of our conditions, and the trigonometric basis functions ensure

a smooth path between the reactant and product states. A HIP is constructed by

selecting a pair of eigenvectors { I), 4} and optimizing the scalar parameters a

and b as desired. The scalar parameters a and b essentially determine how long the

path follows the eigenvectors, as will be demonstrated in the following section. We

note that the requirement of knowing the eigenvectors of the Hessian is something of
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a limitation. While many methods have accurate gradients (as are required for molec-

ular dynamics) relatively few have analytic Hessians. 25 7-27' However, as Theorem 1

above shows, it is not possible to make a path locally follow the MEP without at least

some knowledge of the Hessian eigenvectors. Thus, this difficulty is unavoidable. For

very large systems it may be possible to compute the lowest few Hessian eigenvectors

without explicitly calculating the entire Hessian. 276-282

5.1.2 Computational strategy

To illustrate the strengths and weaknesses of HIPs, we present a few illustrative appli-

cations. We restrict our attention to relatively small systems so that that computing

and scanning all {$i 0,* } is feasible. Our test systems also have analytical PESs,

so we are able to optimize our HIPs by minimizing the path's reaction barrier (largest

transition-state energy). Of course, other strategies for finding HIPs will be necessary

for large, complicated systems, as will be discussed in the conclusion.

The process of finding the optimal HIP for each system is as follows. 1) Compute all

reactant * 0 and product *( Hessian eigenvectors.; 2) for every pair of eigenvectors

{p$ ),P() }, minimize the HIP's transition state energy maxo<<I V(q(s)) using the

parameters a and b of Eq. (5.1); 3) select the HIP with the lowest transition state

energy; this is termed the "optimal HIP" and will be plotted as a dashed black line

in each of the following figures. In the first two test systems, we will also plot a few

suboptimal HIPs, in order to demonstrate the flexibility imparted by the parameters

a and b and the impact of selecting different eigenvector pairs { 1 $i),*)} for the

interpolation.
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5.1.3 Applications

Miiller-Brown potential energy surface

The Miller-Brown PES1 7 is given by

3

V(x, y) = Ae(x-xi) 2 bi(x-i)(YY-) ci(Y-9) 2 , (5.2)
i=O

where A = [-200, -100, -170, 151; a = [-1, -1, -6.5, 0.7]; b = [0, 0, 11, 0.6];

c = [-10, -10, -6.5, 0.71; x0 = [1, 0, -0.5, -1]; and y0 = [0, 0.5, 1.5, 11.

This PES has been used extensively as a benchmark for previous path finding meth-

ods, because it provides a simple example of the stable intermediates and nonlinear

reaction coordinates that appear in chemical reactions. 283-288

Fig. 5.2 serves to demonstrate how choosing different entrance and exit vectors to

follow leads to physically distinct reaction paths from each HIP. This is a good thing,

as it means the method can obtain several candidates, and path(s) can then be selected

by considering which are most chemically reasonable for an initial guess. For each

{$(), I *) }, we optimized a and b to give the lowest reaction barrier along each HIP.

Since there are four sets of { $ ) }, there are four HIPs. The optimal HIP-the

one with the lowest reaction barrier-is plotted as a black, dashed line in Fig. 5.2. It

interpolates using the eigenvectors {$ 2), * (1)}, as labeled in Fig. 5.2. Also plotted

in Fig. 5.2 are the three other (suboptimal) HIPs that interpolate using one of the

three remaining sets of eigenvectors.

The optimal HIP is qualitatively the right path, whereas the others, to varying de-

grees, are wrong. For a real chemical reaction, one would need some intuition (or a

higher level refinement) to discard the lower quality HIPs, but the method provides at

least one really good guess path for this complicated 2-dimensional potential. We note

that the ability of the optimal HIP to nearly reproduce the MEP's transition state

is likely an artifact of the low dimensionality of the problem. A HIP is formed by a

two-parameter optimization of the path, so in two dimensions, it becomes possible to
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Figure 5.2: Four different HIPs, each using one of the four possible pairs of reactant
and product Hessian eigenvectors {1p$), * } on the Miller-Brown potential energy
surface. " The minimum energy path is plotted in solid black, the optimal HIP is
plotted in dashed black, and the arrows indicate the direction of the Hessian eigen-
vectors. The scalar a and b parameters of each of the four HIPs were determined
by minimizing the path's reaction barrier. Choosing different sets of eigenvectors to
follow leads to physically distinct reaction paths from each HIP, from which the most
chemically reasonable path(s) can be selected for an initial guess.

force the "wrong" path to still go through the "right" transition state in some cases. In

higher dimensions, such as those treated below, there will be a more clear distinction

between the optimal and suboptimal HIPs. In this low-dimensionality example, how-

ever, it is easy to see that following the intuitive Hessian modes leads to the optimal

HIP, while using chemically irrelevant modes leads to suboptimal HIPs.
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Modified Wolfe-Quapp potential energy surface

We begin from the Wolfe-Quapp PES1 8 , 2 89- 2 9 1 and modify it slightly in order to

demonstrate how performing NEB with a poor guess path can lead to convergence

to a path drastically different from the MEP (see Fig. 5.1). To do so, we added two

small exponential terms to the Wolfe-Quapp surface, which serve to shift the center

peak such that a linearly-interpolated path is to the bottom-left of it. Our modified

PES is plotted in Figures 5.1 and 5.3 and is given by

V(x, y) = x 4 + y4 -2x 2 -42 + xy + 0.3x + 0.ly

- 3.9e-((X 1)+(y_.28))

+ 1.61e5((x-0.23)2+(y-0.49)2). ()

With Fig. 5.2 we demonstrate how the HIP varies when different sets of Hessian

eigenvectors are scanned. In Fig. 5.3 we demonstrate how a HIP between a specific

{$i) ,()} changes with the parameters, a and b. To construct Fig. 5.3, we found

the optimal HIP using the process described in 5.1.3, and then we manually varied

the scalar parameters a and b of this path in order to produce two suboptimal HIPs,

one of which transverses the alternate and suboptimal set of transition states. The

magnitude of a and b determine how long *4$) and *j) are followed, while the signs

determine which direction they are followed. In some cases, a HIP may follow an

eigenvector for a very short length, as indicated by a small value of a or b. Note that

for this low-degree-of-freedom system, the flexibility offered by the a and b parameters

allows the HIP to search out different transition states on the PES, even without

varying {4,(i I)}.

The optimal HIP of Fig. 5.2 is the same HIP input used as input to the NEB method

in Fig. 5.1. Due to the location of the center peak of the potential, the linearly

interpolated path causes the NEB method to converge to the incorrect reaction path,

which differs both qualitatively and quantitatively from the MEP. The optimal HIP,
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Figure 5.3: Three different HIPs on the modified Wolfe-Quapp potential energy
surface' 8 of Eq. (5.3). The optimal HIP was found by optimizing a and b to minimize
the reaction barrier for all sets of Hessian eigenvectors, {$ ), 1}. The suboptimal
HIPs use the same {142), *2) } as the optimal HIP, but they use different values of a
and b. The magnitudes of a and b determine how long the eigenvectors are followed,
while the signs determine which direction they are followed. The minimum energy
path is plotted in solid black, and the arrows indicate the direction of the Hessian
eigenvectors used for both HIPs. This figure demonstrates what happens during the
optimization of the scalar HIP parameters a and b for a set of Hessian eigenvectors.

however, causes the NEB method to converge to the MEP, and as the optimal HIP

is already qualitatively very similar to the MEP, the number of steps to convergence

is reduced. Although they are not displayed in Fig. 5.2, the a- and b-optimized HIPs

following the remaining three pairs of eigenvectors also transverse around the correct

side of the center peak and will lead to correct convergence of the NEB. We note

that not all the HIPs generated for more complex potentials will lead to correct NEB

convergence, but performing NEB using the most chemically probable HIPs may
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Figure 5.4: The optimal HIP for a three-particle expansion reaction, where pairwise

cos r/r 2 interactions (inset) define the potential, V, of Eq. (5.4). The potential-energy

profiles of the optimal HIP and the MEP are plotted, and the particle positions along

the paths are shown in the boxes. In this three-dimensional system, the optimal HIP

still nearly reproduces the exact barrier height and also has a intermediate state.

prevent missing the MEP or, at the least, increase ones confidence in their reported

results. This result is a clear demonstration of the benefit of a quality initial guess

path.

Three-particle expansion reaction

In addition to the analytic 2-dimensional surfaces, we also tested the HIP method on

two particle-rearrangement reactions. The first of these is a three-particle expansion

reaction that mimics a trimer going from an energetically favorable double-bond-type

configuration to a less favorable single-bond-type configuration. A simple cos r/r 2

interaction potential defines the pairwise interactions between the three particles as

they expand from r = 2.5 to r = 9.2:

V = 2 3 . (5.4)
i<j U

Fig. 5.4 compares the optimal HIP for this reaction to the MEP. This system has one

greater degree of freedom than the two-dimensional test systems of 5.1.3 and 5.1.3,

and yet the optimal HIP has a reaction barrier near that of the MEP and also recov-
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ers an important quality of the MEP, namely the presence of two transition states.

Comparing the particle motions along the optimal HIP to those of the MEP: the

HIP fails to qualitatively reproduce the configuration resulting in the first transition

state of the MEP, but it does quantitively reproduce the configuration of the second

transition state. For this three-dimensional system, it is not too difficult to deduce

the MEP mentally, so it serves as a bridge between the previous two-dimensional test

systems, where the MEP can be discerned by visual inspection of the PES, and the

following six-dimensional test system, where even a rather complicated human guess

leads to a path quite different from the MEP.

Seven-particle Lennard-Jones cluster rearrangement

Our final test system consists of a seven-particle cluster with pairwise Lennard-Jones

interactions in two dimensions, resulting in the potential

12 6(5 
)V = 4e 

.) 5)

where we set - = 25/6 and rij = flr - rj .

In the rearrangement, the black, center particle moves to the outer ring and is re-

placed by the red, outer particle. Dellago et al. successfully applied their transition

path sampling method to this cluster rearrangement and found three reaction paths,

each with distinct particle trajectories and intermediate states. 19 Perhaps the most

interesting thing about this reaction is that a linear path from the reactant to product

state completely fails, since the two particles exchanging places will overlap, result-

ing in rij = 0. In addition, this cluster rearrangement is difficult to simulate with a

conventional dynamics simulation at low temperatures, because very few transitions-

inner particle moving the outside-occur within the limited time scales of computer

simulations. 19 A human guess at the path is also rather difficult, because the collec-

tive motion of many particles at once makes this reaction difficult to understand and

predict. A simple human guess path in which only the red and black particles rotate
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Figure 5.5: The optimal HIP for a seven-particle Lennard-Jones cluster rearrange-

ment, where the system potential energy is given by Eq. (5.5). In the rearrangement,

the black, center particle exchanges places with the red particle. The potential-energy

profile of the optimal HIP is plotted, and the particle positions along the path are

shown below the curve. The dotted lines around the particles are simply a guide to

the eye. Standard linear interpolation between reactant and product states cannot

be performed for this rearrangement (due to the ri-1 in V), so we include a human

guess path, in which only four of the seven particles are moved. The particle positions

along this path are shown above the curve. While the HIP does not qualitatively re-

produce the Transition Path Sampling result,1 9 it is considerably better than a rather

complicated human guess and has a barrier -4 units above the lowest known barrier.

about their center of mass results in a barrier of more than 3.4 x 105E (not shown in

Fig. 5.5). We came up with a fairly sophisticated human guess path, in which the red

and black particles rotate about their center-of-mass as the green and cyan particles

move outward to make room for the rotation (see Fig. 5.5), but even the barrier to

this path is nearly 50% worse than the optimal HIP.

The potential-energy profile of the optimal HIP is plotted in Fig. 5.5, along with the

particle positions over the progression of the rearrangement. Interestingly, we found

that optimal HIPs with different reaction barriers and potential profiles are generated

for the 6! = 720 possible final arrangements of the outer particles. The major dif-

ference between the best optimal HIPs is the presence of a rotation of the system of

particles. It is important to note, however, that the rotation of the system does not af-

fect the potential energy. In fact, the outer particles are completely indistinguishable

as far as potential energy is concerned. Instead, the 720 possible final arrangements

of the outer particles result in changes to the product Hessian eigenvectors relative
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to those of the reactant, which offers a further degree of freedom to the HIPs. In the

event that a set of energy-equivalent reactant/product permutations exist, one must

be aware that different permutations may result in different optimal HIPs.

While there was basically no need to refine the HIP in the previous sections, as it was

qualitatively correct from the outset, here the HIP does not qualitatively reproduce

the Transition Path Sampling result19 and would need to be used as an initial guess

for something more sophisticated. But having a reasonable initial guess is already

an achievement here, especially in light of the impossibility of a linearly interpolated

initial guess path, and the HIP's outperformance of even a rather complicated human-

guess path shows its utility.

5.1.4 Discussion

In this work, we presented and tested a new type of initial guess path, named a

HIP, and demonstrated its utility with four test systems. A HIP is a guess path

based only on information about the reactant and product states. It interpolates

between the two states by following eigenvectors of their Hessians, which ensures

the gradient is followed in the immediate vicinity. The utility a HIP is two-fold:

Commonly used chain-of-states methods require an initial guess for the reaction path

but may fail to converge to the correct path if a poor initial guess is provided, making

a method for a generating quality initial guess paths invaluable. In some cases, one

may only be interested in obtaining qualitative reaction paths for insight into the

possibles mechanisms through which a reaction could proceed. The HIP is provides

a relatively straightforward way to achieve such paths using only local information of

the reactant and product states.

Our results from application of our method to four test systems support the idea

that a HIP may serve as a quality initial guess path. The optimal HIPs for three

of the test systems had nearly identical reaction barriers to those of the MEPs, and

sometimes the HIP reproduced other features of the MEPs. For the seven-particle
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Lenard-Jones cluster rearrangement, the optimal HIP's reaction barrier wasn't great,

and it did not qualitatively resemble the Transition Path Sampling result, 19 but it

was considerably better than even a rather sophisticated human guess. The bottom

line is that having another way to generate initial guess paths is a valuable tool for

any path finding method, since it could help one locate the right reaction path in

cases where a linear interpolated initial guess path leads to an incorrect one (as was

the case in Fig. 5.1) or is unfeasible (as was the case in 5.1.3). In addition, a HIP

may be useful even on its own as a qualitative measure of the barrier height or the

possible reaction mechanisms.

We note that our test systems were of relatively low-dimensionality and had analyti-

cal potential energy surfaces, allowing us to find optimal HIPs by scanning all sets of

Hessian eigenvectors and use the HIP's reaction barrier to optimize the scalar param-

eters, a and b. Of course, other strategies for finding HIPs will be necessary for the

large, complicated real-world systems of chemical significance. For instance, the N2

eigenvector pairs of a large system will make scanning all possible pairs prohibitive.

In these cases, one expects that the MEP should typically follow only the low fre-

quency modes near reactant and product, thus reducing the search space. 276-282,292

The validity of this assumption needs to be tested, but the results of 5.1.3 support

this idea by illustrating how following the intuitive Hessian modes leads to the op-

timal HIP. Additionally, most systems of real-world interest will not have analytical

PESs, so one would like to avoid the repeated evaluating of V(q) that was used here

to optimize a and b. Is it possible to use the Hessian information to approximate a

and b? This could be performed, for instance, utilizing the quadratic or image gradi-

ent approximations developed by Ruedenberg and coworkers. 293,294 Or, could a lower

level of theory be used to to approximate V(q) during the optimization? This would

significantly simplify the method. Finally, we note that only a handful of techniques

have analytical Hessians. 257-275 For other methods, is it sufficient to use an approxi-

mate Hessian (say, from a lower level of theory) or to compute only a few eigenvectors

of the Hessian? 292,295-3 0 2 Answering these questions will be the focus of future work

and will enhance the practical application of the HIP to more chemically interesting
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systems.
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Chapter 6

Conclusions

As the need for clean energy and efficient energy consumption increases, OPVs and

OLEDs offer a number of solutions to the energy landscape. In 2, we explored mag-

netic field effects as a tool for studying singlet-fission-based organic photovoltaics. In

2.1, we showed how MFEs can be used to quantify triplet yields and provide inde-

pendent conformation of IQE evaluations. By determining the triplet yield of devices

with different thicknesses of the singlet fission material, the minimum thickness re-

quired to prevent singlet exciton dissociation can be determined. Our observation of

external quantum yields exceeding 100% in the visible spectrum represents a notable

advance in the application of singlet fission to solar cells. We found that the slow rate

of singlet exciton fission in tetracene lowers its triplet yield within a 20 nm radius of

a C60 interface. Pentacene exhibits faster exciton fission and higher yields at simi-

lar distances (singlet dissociation lossless nearly eliminated beyond 15 nm radius of

C60) , highlighting the importance of designing exothermic rather than endothermic

fission materials.

Singlet fission sensitizers require a support from a conventional sensitizer that ab-

sorbs the photons with E(T1 ) < E < E(S1 ), because the dark T1 state will not

absorb energy above E(T1 ). In 2.2, we explored two approaches to integrating this

conventional sensitizer into a PV structure. Magnetic field effects allowed us to de-
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termine if the triplets produced from fission are contributing to the photocurrent,

providing a simple method to evaluate various device compositions and architectures.

The photocurrent of a device that benefits from the triplet products will be propor-

tional to the rate of fission, while the photocurrent of a device that doesn't benefit

from the triplet products will be inversely proportional to the rate of fission. These

proportionalities are directly probed by the magnetic field effect on the fission rate.

We found that interfaces with the archetype small molecular weight acceptor C60 are

sensitive to small changes in the donor and acceptor energy levels. We also showed

the possibility to overcome the typically poor optical absorption of singlet fission

materials by utilizing energy transfer from a good light absorber to singlet fission

sensitizers. 110

In 2.3 we identified an important and characteristic loss mechanism in singlet-fission-

based solar cells: triplet-charge annihilation (TCA). Triplet-charge annihilation is the

process of destroying a triplet exciton during its interaction with a charge. Through

measurements of various pentacene singlet fission photovoltaic devices and modeling

based on a steady-state kinetic scheme, we found that nanostructured layers enhance

triplet-charge interactions by confining the triplet and the charge to a small volume.

This becomes additionally important in singlet-fission-based devices, because singlet

fission forms two triplets in close proximity to each other and potentially near the

donor-acceptor interface. We concluded that obtaining a benefit from singlet fission

is especially difficult in fine-grained BHJ photovoltaics, but TCA can be decreased

through device engineering, as was observed for both bilayer solar cells and optimized

nanostructured photovoltaic cells with improved phase separation and percolation

pathways for charge extraction.

In the future, singlet fission materials such as tetracene or rubrene could be integrated

with silicon cells to double the photocurrent from high-energy solar photons (A < 550

nm), ultimately boosting the efficiency of the silicon cell to more than 30%. 303

As a crucial transitional excited state in nanostructured optoelectronic devices, charge

transfer (CT) states mediate both light emission in organic light emitting devices1
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and charge generation in organic photovoltaics. 107,12,167. In 3.2, applying a magnetic

field to decrease the conversion of singlet CT states to triplet CT states allowed

us to identify the spin of the CT states responsible for the efficient generation of

photocurrent. We fond that when a triplet drain is present, singlet CT states are

responsible for the efficient generation of photocurrent, but in the absence of a triplet

drain, photocurrent is more efficiently generated from the triplet CT states. Future

organic solar cell designs should focus on raising the energy of triplet excitons to

better utilize triplet charge transfer mediated photocurrent generation or increasing

the donor-acceptor spacing to minimize recombination losses.

In an addition study of CT states in OPVs, we used direct imaging of blends of m-

MTDATA:3TPYMB coupled with magnetic field studies in 3.3 demonstrated the

presence of tightly bound CT states that diffuse 5-10 nm before settling into lower

energy CT states. Since donor-acceptor blends typically exhibit rapid conversion from

excitons to CT states, it is possible that CT state diffusion distances in many organic

devices exceed that of the initial exciton, highlighting the potential importance and

impact of CT state transport on device performance.

In 3.1 we demonstrated that the electron-hole pair separation in an exciplex blend

of m-MTDATA:3TPYMB is a dynamic variable, fluctuating on the 1 s timescale

and leading to complex time- and magnetic-field-dependent dynamics in the photolu-

minescence spectrum. Through theoretical modeling of the underlying dynamics, we

were able to conclude that a significant portion of the delayed photoluminescence is

due to an indirect mechanism in which the initially bound electron and hole separate

beyond the exchange radius (~ 1 nm) before eventually rejoining one another and

emitting light. Our results suggest that thinking about CT states as static objects

is not appropriate. Rather they should be seen as dynamically evolving states in

which the electron and hole independently can move between multiple molecules be-

fore recombining. The fact that the bond between electron and hole is apparently

much weaker than previously assumed suggests that many of the design principles for

inorganic LEDs could be useful in generating the next generation of OLED materi-
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als.

We also used electronic structure methods to determine the nature of an unexpected

red-shifted absorption band in a metal-organic framework (MOF) in @4. 1. MOFs may

one day serve as frameworks to improve energy transport and charge extraction in

OPVs, so it is important to correctly identify underlying photophysics.

In addition, we developed the HIP, a novel method for generating approximate reac-

tion paths in @5.1. Our results from application of our method to four test systems

support the idea that a HIP may serve as a quality initial guess path for more ad-

vance algorithms or as a qualitative reaction path from which insight into the possible

mechanisms through which a reaction could proceed. The HIP method could be used

to investigate the reactions leading to degradation in OLEDs. 68
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Appendix A

Example input files for tuning LRC

functionals and for CDFT-CI

Example Input File - Neutral Sample, Qchem format

$rem

EXCHANGE

LRCDFT

OMEGA

BASIS

MEMTOTAL

MEMSTATIC

SYMMETRY

SYMIGNORE

INCDFT

MAXSCFCYCLES

UNRESTRICTED

$end

$xcfunctional

gen

true

[omega=n/1000/bohr; sugstd. range: 50-375]**n**

6-31G

8000

2000

false

true

false

150

true
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1.00

**(1-CHF)**

**CHF**

$molecule

0 1

C

H

C

H

C

C

H

C

H

C

C

C

C

C

C

H

C

H

C

C

C

C

H

-7.094846

-7.683371

-5.701571

-5.190406

-4.988684

-5.685285

-5.161040

-7.079314

-7.655256

-2.895889

-1.409281

-0.712306

-1.405263

-2.891734

-0.700987

-1.255600

0.706205

1.263905

1.406491

0.709403

1.402474

0.698292

1.252958

0.501463

0.918014

0.528436

0.963806

-0.009588

-0.551322

-0.983570

-0.531592

-0.951177

1.250407

1.229090

-0.001300

-1.234121

-1.260672

-2.426083

-3.357010

-2.423641

-3.352633

-1.229162

0.001148

1.233875

2.425905

3.356806

C

x

x

PBE

wPBE

HF

$end

-0.983261

-1.798475

-1.046879

-1.898302

0.020957

1.097716

1.942820

1.051985

1.874610

0.069619

0.069133

0.003223

-0.060007

-0.053439

-0.127406

-0.177364

-0.129725

-0.181286

-0.065047

0.000449

0.063547

0.130909

0.180691
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C

H

C

C

C

C

H

C

H

C

H

C

H

N

N

N

N

0

0

0

0

$end

-0.708896

-1.266545

2.888959

2.893126

4.986170

5.694055

5.178939

7.087563

7.672040

7.081829

7.661676

5.688060

5.168121

-7.785660

-3.543261

3.540908

7.783385

-3.535186

-3.527876

3.524618

3.532126

2.423507

3.352517

1.260494

-1.250617

0.008744

-0.545855

-0.993889

-0.518832

-0.948242

0.544672

0.976357

0.566161

1.012245

-0.016829

-0.006378

0.006073

0.014238

2.285820

-2.297904

2.297965

-2.286173

Example Input File - Neutral Sample, Qchem format

gen

true

**n** [omega=n/1000/bohr; sugstd. range: 50-375]

6-31G

175

0.133584

0.185410

0.057037

-0.064115

-0.007236

1.055574

1.897964

0.998690

1.810148

-1.020793

-1.834365

-1.072591

-1.913060

0.038808

0.013004

-0.005046

-0.012337

0.119891

-0.104842

0.109799

-0.114100

$rem

EXCHANGE

LRCDFT

OMEGA

BASIS



MEMTOTAL

MEMSTATIC

SYMMETRY

SYMIGNORE

INCDFT

MAXSCFCYCLES

UNRESTRICTED

$end

$xcjfunctional

C

X

X

8000

2000

false

true

false

150

true

PBE

wPBE

HF

1.00

**(1-CHF)**

**CHF**

$end

$molecule

1 2

C

H

C

H

C

C

H

C

H

C

C

C

C

-7.094846

-7.683371

-5.701571

-5.190406

-4.988684

-5.685285

-5.161040

-7.079314

-7.655256

-2.895889

-1.409281

-0.712306

-1.405263

0.501463

0.918014

0.528436

0.963806

-0.009588

-0.551322

-0.983570

-0.531592

-0.951177

1.250407

1.229090

-0.001300

-1.234121

-0.983261

-1.798475

-1.046879

-1.898302

0.020957

1.097716

1.942820

1.051985

1.874610

0.069619

0.069133

0.003223

-0.060007
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-2.891734

-0.700987

-1.255600

0.706205

1.263905

1.406491

0.709403

1.402474

0.698292

1.252958

-0.708896

-1.266545

2.888959

2.893126

4.986170

5.694055

5.178939

7.087563

7.672040

7.081829

7.661676

5.688060

5.168121

-7.785660

-3.543261

3.540908

7.783385

-3.535186

-3.527876

3.524618

-1.260672

-2.426083

-3.357010

-2.423641

-3.352633

-1.229162

0.001148

1.233875

2.425905

3.356806

2.423507

3.352517

1.260494

-1.250617

0.008744

-0.545855

-0.993889

-0.518832

-0.948242

0.544672

0.976357

0.566161

1.012245

-0.016829

-0.006378

0.006073

0.014238

2.285820

-2.297904

2.297965

-0.053439

-0.127406

-0.177364

-0.129725

-0.181286

-0.065047

0.000449

0.063547

0.130909

0.180691

0.133584

0.185410

0.057037

-0.064115

-0.007236

1.055574

1.897964

0.998690

1.810148

-1.020793

-1.834365

-1.072591

-1.913060

0.038808

0.013004

-0.005046

-0.012337

0.119891

-0.104842

0.109799
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3.532126 -2.286173 -0.114100

$end

Example Input File - Anion Sample, Qchem format

$rem

EXCHANGE

LRCDFT

OMEGA

BASIS

MEMTOTAL

MEMSTATIC

SYMMETRY

SYMIGNORE

INCDFT

MAXSCFCYCLES

UNRESTRICTED

gen

true

[omega=n/1000/bohr; sugstd. range: 50-375]**n**

6-31G

8000

2000

false

true

false

150

true

$end

$xc-functional

C

X

X

PBE

wPBE

HF

1.00

**(1-CHF)**

**CHF**

$end

$molecule

-1 2

-7.094846

-7.683371

-5.701571

0.501463

0.918014

0.528436

-0.983261

-1.798475

-1.046879

C

H

C

178

0



-5.190406

-4.988684

-5.685285

-5.161040

-7.079314

-7.655256

-2.895889

-1.409281

-0.712306

-1.405263

-2.891734

-0.700987

-1.255600

0.706205

1.263905

1.406491

0.709403

1.402474

0.698292

1.252958

-0.708896

-1.266545

2.888959

2.893126

4.986170

5.694055

5.178939

7.087563

7.672040

7.081829

0.963806

-0.009588

-0.551322

-0.983570

-0.531592

-0.951177

1.250407

1.229090

-0.001300

-1.234121

-1.260672

-2.426083

-3.357010

-2.423641

-3.352633

-1.229162

0.001148

1.233875

2.425905

3.356806

2.423507

3.352517

1.260494

-1.250617

0.008744

-0.545855

-0.993889

-0.518832

-0.948242

0.544672

-1.898302

0.020957

1.097716

1.942820

1.051985

1.874610

0.069619

0.069133

0.003223

-0.060007

-0.053439

-0.127406

-0.177364

-0.129725

-0.181286

-0.065047

0.000449

0.063547

0.130909

0.180691

0.133584

0.185410

0.057037

-0.064115

-0.007236

1.055574

1.897964

0.998690

1.810148

-1.020793
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H

C

H

N

N

N

N

0

0

0

0

$end

7.661676

5.688060

5.168121

-7.785660

-3.543261

3.540908

7.783385

-3.535186

-3.527876

3.524618

3.532126

Example Input File - CDFT-CI calculation, Qchem format

$rem

jobtype sp

basis cc-PVDZ

exchange gen

lrcdft true

omega 125

symmetry off

memtotal 8000

memstatic 2000

unrestricted true

cdftci true

cdftciskip-promolecules true

cdftciprint 1

$end

180

0.976357

0.566161

1.012245

-0.016829

-0.006378

0.006073

0.014238

2.285820

-2.297904

2.297965

-2.286173

-1.834365

-1.072591

-1.913060

0.038808

0.013004

-0.005046

-0.012337

0.119891

-0.104842

0.109799

-0.114100



$xcfunctional

C

x

x

$end

$cdft

1.0

1.0 1

1.0

1.0 1

0.0

0.0

0.0

0.0

$end

PBE

wPBE

HF

1.00

**(l-CHF)**

**CHF**

44

44 s

1 44

1 44 s

$molecule

0 1

C

H

C

H

C

C

H

C

H

C

-7.094846

-7.683371

-5.701571

-5.190406

-4.988684

-5.685285

-5.161040

-7.079314

-7.655256

-2.895889

0.501463

0.918014

0.528436

0.963806

-0.009588

-0.551322

-0.983570

-0.531592

-0.951177

1.250407

-0.983261

-1.798475

-1.046879

-1.898302

0.020957

1.097716

1.942820

1.051985

1.874610

0.069619
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-1.409281

-0.712306

-1.405263

-2.891734

-0.700987

-1.255600

0.706205

1.263905

1.406491

0.709403

1.402474

0.698292

1.252958

-0.708896

-1.266545

2.888959

2.893126

4.986170

5.694055

5.178939

7.087563

7.672040

7.081829

7.661676

5.688060

5.168121

-7.785660

-3.543261

3.540908

7.783385

1.229090

-0.001300

-1.234121

-1.260672

-2.426083

-3.357010

-2.423641

-3.352633

-1.229162

0.001148

1.233875

2.425905

3.356806

2.423507

3.352517

1.260494

-1.250617

0.008744

-0.545855

-0.993889

-0.518832

-0.948242

0.544672

0.976357

0.566161

1.012245

-0.016829

-0.006378

0.006073

0.014238

0.069133

0.003223

-0.060007

-0.053439

-0.127406

-0.177364

-0.129725

-0.181286

-0.065047

0.000449

0.063547

0.130909

0.180691

0.133584

0.185410

0.057037

-0.064115

-0.007236

1.055574

1.897964

0.998690

1.810148

-1.020793

-1.834365

-1.072591

-1.913060

0.038808

0.013004

-0.005046

-0.012337
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-3.535186

-3.527876

3.524618

3.532126

2.285820

-2.297904

2.297965

-2.286173

0.119891

-0.104842

0.109799

-0.114100
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0

0

$end
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