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ABSTRACT

New techniques to both prevent and treat the disease malaria are necessary. To develop these novel strategies,
innovative tools must be designed to study the basic biology within Plasmodium falciparum and character-
istics of the pathological relationship between host and parasite. These tools will be diverse in nature, yet
all seek to address the same fundamental question: what are the characteristics of the parasite that can be
exploited to decrease the burden this parasite places on the human species? First, the relationship between
nitric oxide and the parasite-infected red blood cell will be measured using a microfluidic device. Second,
a toolkit to determine the essentiality of genes of unknown function will be engineered and tested with
three separate genes to improve and demonstrate usability. Third, a mutator strain will be engineered and
defined for eventual use in the study of drug resistance and the characterization of the resistance potential
of anti-malarial drugs.
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1 Introduction

1.1 The Malaria Parasite

Five different species of the malaria parasite have been found to infect humans: Plasmodium falciparum,
Plasmodium vivazx, Plasmodium knowlesi, Plasmodium ovale, and Plasmodium malariae. Plasmodium fal-
ciparum is the most virulent, causing the majority of malaria-related mortality and morbidity, especially
in children under the age of five [4]. Approximately 200 million people are infected by the parasite each
year, and just under one million die from malarial infections. The life cycle of the Plasmodium falciparum
parasite occurs in two different hosts: female Anopheles spp. mosquitoes and humans. There are over 200
other malaria species that infect birds, reptiles, and other mammals, and these species are differentiated by

their host, vector, geography, and pathological characteristics.

In humans, the contact with a parasite begins when a mosquito takes a blood meal from a human and
sporozoites are injected into the skin (Figure 1 on page 11). The sporozoites travel to the liver and infect
hepatocytes, undergoing initial replication termed exo-erythrocytic schizogony. After an approximately two
week incubation period, asexual stage merozoites are released into the blood stream. Merozoites reinvade a
new cell in 30-90 seconds [5], and begin a 48 hour cycle that includes three main stages: ring, trophozoite,
and schizont. At this point in the cycle, the red blood cells rupture and release from 2-20 new merozoites, and
the cycle begins again. Sometimes, the parasite differentiates into the sexual stages, termed gametocytes,
which are taken up during a mosquito blood meal. Within the gut, gametocytes differentiate into gametes,
and undergo fertilization. The zygote develops into an ookinete and invades the wall of the gut, forms an
oocyst, and undergoes meiosis. The oocyst grows for 1-3 weeks, and divides to form haploid sporozoites.
These migrate to the mosquito salivary gland, mature, and the cycle begins again when the mosquito takes

a blood meal and deposits sporozoites into another human.

Symptoms of malaria arise during the asexual cycle in the red blood cells, usually a week to a month following
infection. The clinical symptoms can range from the somewhat mild to severe. Mild symptoms include fever,
chills, headache, vomiting, and diarrhea, and are similar to the symptoms of the flu. More severe cases of
malaria can result in an enlarged spleen, anemia, lung and kidney dysfunction, and neurological maladies.
While the pathophysiology of the parasite is complicated and not well understood, sequestration of infected
red blood cells in the microvasculature seems to be the culprit in severe and fatal cases of the disease.
Sequestration prevents full oxygenation of tissues, which can result in brain damage, loss of a fetus during

pregnancy, and death.

1.2 The Need for Tool Development

The malERA Consultative Group on Basic Science and Enabling Technologies wrote a review in 2011 stating
the basic science goals surrounding the biology of the malaria parasite and the tools required to make changes

at the global scale:

Research priorities include the development of in vitro culture systems for the complete life cycle

of P. falciparum and P. vivax and the development of an appropriate liver culture system to study

10



Figure 1: The life cycle of Plasmodium falciparum (National Institutes of Health).
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hepatic stages. In addition, genetic technologies for the manipulation of Plasmodium need to be
improved, the entire parasite metabolome needs to be characterized to identify new druggable
targets, and improved information systems for monitoring the changes in epidemiology, pathology,
and host-parasite-vector interactions as a result of intensified control need to be established to

bridge the gap between bench, preclinical, clinical, and population-based sciences. [6]

These research priorities directly interface with the goals of this thesis, and each chapter addresses a com-

ponent of these priorities.

1.2.1 malERA Priority: Developing appropriate culture systems to study the malaria parasite

One notable challenge in the study of malaria is the lack of a true animal model that mimics known human-
parasite characteristics of infection. There are several rodent and simian systems utilized to study the
molecular mechanisms of infection. However, given that these in vivo systems utilize primarily rodent
and simian parasites, they are unable to recapticulate some of the biology unique to the human-parasite
system. Though the parasites are indeed related, evolution has rendered them unpredictably different from
their human parasite relatives. For example, rodent and human malaria parasites possess orthologs of
parasitophorous vacuole membrane proteins in common (ETRAMPs). An ETRAMP called UIS4 was found
to be essential in liver stage rodent parasites. However, when the putative ortholog from the human malaria
parasite was expressed in rodent parasites lacking the native UIS4 gene, the rodent parasites were unable to

progress through the liver stage [7].

Essentially, while there does seem to be overlap between different parasite species, they are still imperfect
model systems that should not be used as direct evidence for human-parasite interactions. Advances in
humanized mouse models have facilitated unique in vivo studies yet also remain unreliable [8]. However,
the alternative of using in vitro models using the human parasite and human blood come with their own
negative characteristics as well. Without the complex environments present within the in vivo setting, many
of the chemical and mechanical nuances experienced are left unmeasured and unrealized. Thus, there is a
clear need for a system that recapitulates the biology of both the host organism and host parasite. In the
meantime, isolating particular biological molecules and looking for cause and effect will help begin to fill in

the substantial gaps in what is known about the relationship between parasite and host.

For my first aim, I address a portion of this problem by using a microfluidic deformability device to examine
the relationship between the chemical nitrite and the mechanical deformability of parasite-infected red blood
cells, in order to learn more about the effects of immune system-produced chemicals on the physical state of

the parasite in the microvasculature.

1.2.2 malERA Priority: Improve technologies for genetic manipulation of the malaria parasite

There are many challenges in the parasite that make manipulation of the genome challenging:

e The genome is AT-rich. On average, coding regions are 80% AT, and non-coding regions are 90% AT
9]
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e 60% of Plasmodium falciparum genes were classified as having no known homology to any other known

gene [9]
e Transfections are extremely time-consuming [10, 11, 12]
e There are only four viable resistance genes for use in the parasite
e Proper localization is non-trivial [13]

e Knocking out essential genes is fraught with complications: while transfecting in a donor plasmid and
hoping that it undergoes homologous recombination has yielded successful knockouts in the past, it
takes from months to years, and is only feasible for those genes that are non-essential in the blood

stage parasite.

Yet, the Niles lab has worked hard to overcome these challenges and design modular and efficient systems
for investigating basic biology in the parasite. These tools include utilizing the CRISPR/Cas9 system for
editing the genome, adapting the TetR aptamer system for conditional protein expression in the parasite,

and improving cloning techniques.

For my second aim, I will contribute to a toolkit that brings together these tools in order to address the

essentiality of genes in order to find potential drug targets in the vast numbers of undefined parasite genes.

1.2.3 malERA Priority: Monitor changes in epidemiology

Epidemiology encompasses the incidence, distribution, and control of a given disease. Currently, a pressing
issue of disease control in malaria is the rapid emergence of resistance to anti-malarials. Anti-malarial
resistance directly affects patient care and mortality rates, and it is clear that a new approach is needed to

address drug-resistant parasite populations.

As resistant malaria has arisen against every antimalarial employed against the disease [14], it is important
to learn more about the mechanisms of drug resistance and the resistance potential of single drugs and drug

combinations. However, studying drug resistance in the laboratory is hampered by many factors [15].

First, while there have been drug resistant strains selected in wvitro for almost 40 years, the process remains
time-consuming and unpredictable. Artemisinin is currently the first choice for treatment, and is now used in
the form of artemisinin-combination therapy, since parasites resistant to artemisinin are now commonplace.
Yet, until 2014, artemisinin-resistant parasites had not been created in vitro, and that process took five
years. Creating a lab strain that is able to more efficiently and predictably create drug resistance parasites

that can be characterized and studied is desirable.

For my third aim, I will make a mutator strain that has the potential to help address these concerns and
provide a much-needed straightforward in vitro test for determining characteristics of resistance to specific

drugs and drug combinations.
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2 Defining the nitrite/nitrate-dependent infected red blood cell
phenotype and investigation of potential mechanisms mediating

this phenotype

An important note on the collaborative nature of this project:

e Niles Lab postdoc Erika Bechtold and Han Lab member Sha Huang contributed to this project, and
the data that they generated is attributed to them in the figure legends.

14



2.1 Introduction

One of the hallmarks of malaria pathology is the sequestration of infected red blood cells in the microvas-
culature. This process allows parasites to evade clearance and destruction by the spleen. The process is
not well understood, but both chemical and mechanical properties of the infected red blood cell increase
their ability to sequester successfully. In addition, the exact nature of the relationship between the immune
system and process of parasite sequestration is still in the very early stages of research. Of particular interest
is the relationship between the humoral immune system mediator nitric oxide and the mechanical properties

of the infected red blood cell during sequestration.

2.1.1 Chemical Properties of the Infected Red Blood Cell

When the parasite invades the red blood cell, significant changes occur. First, as the red blood cell is filled
with hemoglobin, the parasite begins to break down this protein in order to harvest amino acids for growth,
but also to allow for space for the parasite to increase in size [16, 17]. Cellular heme is detoxified and
processed into a heme crystal known as hemozoin. Permeability also increases upon infection [18]. The
infected red blood cell loses the characteristic bi-concave shape, becoming spherical. As the parasite grows,
over 400 proteins are exported to the surface, and approximately 10,000 elevated knobs form, changing the
structure of the red blood cell [19, 20, 21| and altering the adhesive properties of the red blood cell membrane
[22]. The biophysical relationship between the lipid bilayer in the red blood cell and the cytoskeleton
remains under investigation [23, 24]. Identified cell surface proteins, namely KAHRP, various PfEMPs,
RESA, MESA, and MAHRP, function primarily in cytoadhesion, interacting both with the red blood cell
cytoskeleton and receptors on epithelial cells [25, 26, 27, 28]. This characteristic of adherence contributes to
the infected red blood cell’s ability to sequester in the microvasculature and avoid destruction in the spleen
[29, 30, 31]. Notably, different species of the parasite have preferential sequestration patterns in different

organs at different points in their life cycle [32].

2.1.2 Mechanical Properties of the Infected Red Blood Cell

One of the key defining mechanical properties of red blood cells is their ability to deform through small
spaces in the microvasculature and the slits in the spleen. Those red blood cells that are unable to deform
through these sieve-like slits are phagocytized and broken down[33]. In healthy humans, these red blood cells
are usually at the end of their 120 day life span. In malaria patients, infected red blood cells become stiffer
and the spleen is able to remove infected cells [34]. Ez vivo spleen studies have demonstrated this ability
by showing the retention of infected red blood cells and heat-stiffened uninfected cells using a perfusion
experiment [35]. In fact, one of the symptoms of malaria is an enlarged spleen, and the size of the spleen is
a clinical tool used to estimate characteristics of malaria transmission [36]. Those patients without spleens

display an increased parasitemia when infected with malaria despite use of a wide range of antimalarials[37].

Thus, it is hypothesized that parasites evolved mechanical and chemical means of avoiding the spleen by
sequestering in the microvasculature [38]. Essentially, increasing their stiffness and expressing membrane-

associated proteins that bind to epithelial cells both upregulate their ability to sequester and avoid splenic
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clearance. Deformability in red blood cells is thought to be caused by cross-linking of membrane-bound
proteins and the cytoskeleton [39, 40]. Thus, in infected red blood cells, the expression of parasite proteins
that interact with the red blood cell cytoskeleton are hypothesized to significantly change the deformability
of the red blood cell membrane [38, 41].

However, many of these studies were done in isolation without the greater microenvironment in mind. These
properties have not been evaluated in the dynamic and complex environment possessing components of the
host immune system. These unknowns include the milieu concentrations of cytokines and chemicals like
nitric oxide, the types and numbers of immune cells present, but also the microenvironment’s pH and ion
concentrations. For instance, it is logical to think that if cells are sequestered in the microvasculature alive
and respiring, the pH of the local environment would go down following release of carbon dioxide as carbonic
acid in the surrounding plasma. These components are likely contributing to the progression of disease in
patients, and further study of the effects of these microenvironments will help define the pathophysiology of
sequestration in the disease and possibly provide potential drug targets. Therefore, the mechanical properties
of infected red blood cells should be measured while perturbing certain components of the complicated

microvasculature milieu.

2.1.3 Measuring Mechanical Properties of the Infected Red Blood Cell

Given the importance of the mechanical changes of the infected red blood cells in the pathology of malaria,
a variety of methods have been used to measure deformability of infected red blood cells:
e Optical Tweezers - measures the membrane shear modulus in individual cells

— An optically trapped Con A-coated polystyrene bead is attached to one side of an RBC, while the
opposite side is attached to a cover slip. Force is applied to the coverslip and force displacement
responses are measured by detecting the changes in position of the bead. During these stretch-
ing experiments, a shear modulus is determined, and the deformability can be calculated using

computational modeling [42, 43].
e Micropipette Aspiration - measures the membrane shear modulus in individual cells

— Cells are aspirated by a 1 ptM diameter pipette, and the leading edge of the aspired cell is tracked

in order to calculate the elastic shear modulus using the spherical cap model [44].
e RBC membrane fluctuations - measures the refractive index of individual cells

— Tomographic phase microscopy (TPM) utilizes laser interferometery with a rotating incident beam

to provide a 3D distribution of refractive index [45].
e Ektacytometry - measures the elongation index in bulk

— A laser-assisted optical rotational cell analyzer is used to analyze the elongation index of a group

of cells over a range of shear stresses [46].
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e Microfluidic Flow Cytometry - measures transit velocity of individual cells through a microfluidic

challenge

— The velocity of individual cells is measured as they move through a microfluidic device that is has

pores small enough that force constant deformation [34, 44].

All studies have concluded that parasitized red blood cells are stiffer than uninfected red blood cells. Note
that one group has confirmed a bystander effect in their optical tweezer experiment, where uninfected red
blood cells in a culture of infected cells had different deformability readings than uninfected red blood cells

cultured alone [43].

However, the multifactorial nature of cell deformability means that different measurement tools can lead to
slightly different results, as occurs in the above studies [44, 47]. Important variables of deformability include
cell geometry, the viscosity of the cytoplasm, and membrane viscoelasticity. Different tools measure different
components of these variables. Single cell approaches like micropipette aspiration and membrane fluctuations
are time-consuming and low throughput. Measurements using bulk approaches like ektacytometry may be
influenced by cell to cell interactions. Thus, microfluidic flow cytometry is the tool of choice in this study

because it is able to measure the entire deformability of a specific cell at a given time, yet in a timely manner.

2.1.4 The Infected Red Blood Cell and the Human Immune System

The human immune system has a combined cellular and humoral response to malarial infection. Adaptive
immunity to malaria can be acquired, but it is a slow process and incomplete, hence why children under the
age of five with incomplete resistance profiles are the main victims of malaria [48]. This is thought to be due

in part to the complicated process malaria parasites employ for antigenic variation [49, 50, 51].

However, it appears as if protective immunity can also be mediated by a combination of T cells, IFN-v, and

nitric oxide rather than antibodies [52]:

e First, when sporozoites enter the liver, parasite antigens induce formation of CD8+ and CD4+ T
cells, which target infection by producing interferon-gamma (IFN-v), which activates the nitric oxide

pathway either in the endothelial cells or in macrophages [53, 54, 55, 56].

e CD4+ T cells have two subpopulations, TH1 and TH2. TH1 cells protect against a murine malarial
infection by a nitric oxide-dependent mechanism, while TH2 cells act by inducing increased production
of a G1 antibody [57].

e Monocytes also take up more uninfected red blood cells during infection, something that could con-

tribute to the anemia often seen in malaria patients [58].

e Natural killer cells interact with dendritic cells and secrete cytokines. In malarial infection, they are a

source of (IFN-v) following an interaction with infected red blood cells [59, 60]

e IFN-y activates monocyte-derived macrophages, which proceed to kill infected parasites [61].
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e Hemozoin also has been shown to increase IFN-y induced nitric oxide generation from macrophages
[62] and in general affect the innate inflammatory response [63]. Unprocessed hemoglobin released

following hemolysis during infection contributes to infection-based inflammation and damage [64].

As articulated above, the main cellular components of the immune system exert their effects using cytokines,
and these chemicals have a dynamic role in malaria infection, one that is capable of both protecting and
exacerbating the disease [62]. The particular nature of their role is difficult to determine given the chal-
lenges in measuring accurate cytokine concentrations and outcomes in vivo. However, it is argued that
their contribution should be acknowledged in the pathology of disease along with mechanical sequestration
[65, 66, 67, 68, 69]. For example, a high parasite burden can lead to an increased production of pro-
inflammatory mediators, which has been shown to suppress erythropoiesis in the bone marrow, contributing

to the pathology of malaria [70].

To add even greater complexity to the mix, individuals have highly variable cytokine response dynamics [71].
A recent study profiled the responses of mice to murine malaria, finding that they fall into three categories
of differential immune response [72]. Another study shows that IL-12 induces protection against blood stage
murine malaria using IFN-y and TNF-a through a nitric oxide-dependent mechanism, and the concentration

of applied IL-12 drastically changed the concentrations of measured cytokines [73].

It is clear from these studies that nitric oxide in particular contributes to the pathophysiology of malaria,
though the full extent of the relationship between infected red blood cells and nitric oxide remains to be

elucidated.

2.1.5 Nitric Oxide Biology

Reactive nitrogen species (RNS) and reactive oxygen species (ROS) are important players in the immune
system as downstream effectors following cytokine activation (Figure 2 on page 19) [75]. These species cause
a myriad of downstream effects to a diverse set of molecules: proteins, carbohydrates, nucleic acids, and

lipids.

Nitric oxide is produced by three isoforms of nitric oxide synthase: iNOS (inducible), eNOS (endothelial)
and nNos (neuronal). NOS enzymes catalyze the change of the substrates arginine, a hydrogen ion. two
oxygen gas molecules and NDAPH to produce citrulline, nitric oxide, and NADP+. eNOS and nNOS are
both constitutively expressed, and use nitric oxide as a signaling molecule, especially in vasodilation. iNOS
was originally found in macrophages, and produces nitric oxide in response to stimulation by other upstream
components of the immune system. In regions of inflammation as a result of infection, the local concentration
of nitric oxide and other RNS/ROS can be quite high, causing damage to the local host cells as well as the
infectious agent. The particular consequences of nitric oxide are determined by several factors: [75]

e diffusion rate
e distance between generation of nitric oxide and potential targets

e concentration of targets (whether they are other components of the RNS/ROS family or cellular targets)
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e concentration of enzymes like catalase and superoxide dismutase
e concentration of antioxidants like glutathione

e concentration of substrate (arginine)

As red blood cells are carriers of a high concentration of iron-containing hemoglobin, and assist in oxygen
transport, they are exposed to significant oxidative stress in the form of RNS/ROS [76]. Importantly, within
the red blood cell, nitric oxide binds readily to hemoglobin to form S-nitrosohemoglobin and nitrosylhe-
moglobin, acting in a regulatory capacity, cycling between a sink and a donor of NO depending on the local
microenvironment [77, 78]. Hemoglobin is also able to react with a variety of other ligands, including car-
bon monoxide, sulfide, cyanide, and hydrogen peroxide. The population of hemoglobin also cycles between
oxidation states of Fe?' and oxidized met-hemoglobin (Fe3"), the latter of which is unable to bind oxygen
and is a marker for oxidative stress [79]. Additionally, red blood cells express an arginase enzyme, as well
as an active and functional endothelial nitric oxide synthase (eNOS), localized to both their cell membrane

and cytoplasm [78].

It is important to mention that measuring nitrite in biological systems is difficult; not only does the oxidation
of nitrite occur very quickly, but the levels are low, approaching the limit of detection, even using technologies
like an nitric oxide analyzer (NOA). Such technologies also require very stringent preparation of standard
curves and controls, making it difficult to increase experimental throughput [80]. Additionally, levels tested
in plasma do not accurately reflect the concentration of nitrite or other relevant species at the level of the

microvasculature.

However, to provide context for concentrations of nitrite relevant to this study, provided below are experi-

mentally measured levels of nitrite:

Red blood cells

— 200 and 300 nM [81]
— 50 to 436 nM (mean of 288 + 47 nM) [80]

Human plasma
— 75 to 167 nM (mean of 114 + 11 nM) [80]

‘Whole blood

— 65 to 290 nM (mean of 181 = 29 nM) [80]

Malaria-infected red blood cells in culture

— 11 mM (+/- 3 mM) [82]
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2.1.6 Nitric Oxide and Malaria Infection

With regards to malaria-infected red blood cells, production of reactive nitrogen and oxygen species in the
parasite has been confirmed [83]. Antioxidants were found to have anti-malarial activity when given to
mice with murine malaria [84], and a range of outcomes are known from different antioxidants on malarial
parasites [85]. The redox buffering systems of the malaria parasite are not fully defined, though much is

known about the main players like glutathione and thioredoxin [86, 87, 88, 89, 90].

While many RNS and ROS are under investigation for their interactions with malaria infected red blood

cells, many studies have focused on nitric oxide in particular:

e Increased nitric oxide levels have been measured in mice [57] and in patients, where they are associated

with severe disease and clinical cure, suggesting their presence as beneficial [91, 92]

e Inducible nitric oxide synthase (iNOS) knockouts in mice show similar levels of parasitemia following
infection with P. berghei, a murine malaria strain. Yet, these infected knockouts present early mortality,

increased leukocyte rolling, and liver damage [93]

e Low nitric oxide bioavailability and an increase in endothelial dysfunction and sequestration is seen in

a cerebral malaria model in mice [64, 94]

e The presence of nitric oxide has been shown to protect against experimental cerebral malaria in mice
by inhibiting CD4+ and CD8+ T cells [95]

e A study released in 2014 shows that P. falciparum proteins undergo s-nitrosylation and could be

components of the nitric oxide pathway in the parasite, both in terms of signaling and toxicity [96]

However, the parameters of the relationship between nitric oxide and infected red blood cells are not fully
understood, especially in non-mouse models. It is acknowledged however, similar to cytokines, the presence of
nitric oxide can be beneficial or detrimental, depending on concentration, timing, location, and surrounding
environment [62, 90, 97, 98, 95, 99]. This could even be true in the same patient at different times during
infection or different environments within the body. As with cytokines, the contribution of oxidative stress
and chemicals like nitric oxide to the pathology of sequestration events in malaria is being investigated.
Thus, investigating the effects of nitric oxide on the mechanical deformability of infected red blood cells is

of particular interest.

2.1.7 Nitric Oxide and Uninfected Red Blood Cell Deformability

Nitric oxide has been found to be an important mediator of cell stiffness as measured by a variety of
deformability measurement techniques: electron paramagnetic resonance, shear stress laser defractometry,
ektacytometry, and filter membranes. The NO-donor S-nitroso- N-acetylpenicillamine (SNAP) was found to
increase membrane fluidity and deformability, a phenotype that was rescued by nitric oxide synthase inhibitor
L-NAME [100]. Two different nitric oxide-producing drugs were found to increase the deformability of rat
erythrocytes, a phenotype also rescued by nitric oxide synthase inhibitor L-NAME [101]. Rats treated with
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LPS have significantly stiffer and more fragile red blood cell membranes, and NO-donors were found to rescue
that phenotype [102]. This suggests that preventing additional nitric oxide release maintained the normal
plasticity and robustness of the cell membrane. Low RBC deformability due to L-NAME treatment was
rescued by NO donors SNP and DETA-NONOate [46]. When ez vivo RBCs are treated with L-arginine (the
substrate processed with oxygen to become L-citrulline and nitric oxide), deformability of cells increases.
However, when a NOS inhibitor is added (L-NNA), red blood cell deformability is reduced [78].

However, it is important to remember that these results, whether measured in vitro or ex vivo, may not
accurately portray the dynamics occurring in vivo. Yet, all studies assert that nitric oxide plays a role in the
manipulation of red blood cell membrane deformability, in addition to the role it plays in vasodilation and
in the immune system. This evidence suggests the hypothesis that nitric oxide affects infected red blood cell

deformability.

2.1.8 Red Blood Cell Membrane Deformability, Malarial Infection, and Nitric Oxide

Dynamic concentrations of nitric oxide are present in the microvasculature during malarial infection. Sources
of nitric oxide are the immune system, the red blood cell itself and the vascular endothelium. Many processes
and cell types contribute to these shifts: the concentration of nitric oxide synthase (NOS) enzymes, the
presence of specific immune effectors, both cell-mediated and humoral, and even the concentration of arginine,

the substrate used by NOS enzymes to make nitric oxide.

Only one paper to date, published in January of 2014, has looked specifically at the relationship between
malaria infected red blood cells and nitric oxide [103]. Their results compared the blood of malaria patients
to that of healthy individuals using ektacytometry, a technique that uses bulk measurements rather than
measuring single cells. Low levels of arginine in the blood were correlated to low deformability of red blood
cells taken from malaria patients. Additionally, adding nitric oxide donors L-NAME or L-arginine to red
blood cells in vitro resulted in a slightly but reproducibly increased deformability. Thus, the authors suggest
that hypoarginemia that occurs during malarial infection contributes to the reduced deformability of infected
RBCs.

Indeed, these results suggest that higher nitric oxide increases the deformability of infected red blood cells,
but the mechanism is unclear. The bulk measurement technique and a simple correlation of plasma levels
to deformability do not show a direct relationship between nitric oxide and deformability. To do that,
experiments should be done on a single cell level, and by varying the concentration of nitric oxide (or a nitric
oxide donor) and directly measuring deformability in order to define the relationship between nitric oxide
and infected red blood cells.

These measurements of deformability will provide experimental evidence to elucidate a portion of the compli-
cated pathophysiology of the malaria parasite, especially with regards to the process of sequestration. This
could lead directly to an improved understanding of preventative measures or treatments for the disease.
Additionally, developing and refining a process to make these measurements could be used to characterize

how particular candidate treatments for malaria affect the phenotype of sequestration.

Thus, this study looks to measure individual cell deformability and the mechanism by which nitric oxide

could be affecting the deformability of malaria-infected red blood cells.
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Figure 3: Uninfected red blood cells treated with a panel of nitrite concentrations have similar deformability
measurements. Data generated by Sha Huang and Erika Bechtold.

2.2 Preliminary Experiments

Jay Han’s graduate student Sha Huang adapted a device to measure the mechanical deformability of red
blood cells as well as red blood cells infected with the malaria parasite [104]. In order to parse how specific
immune effectors affect the infected red blood cell, both uninfected red blood cells and infected red blood cells
were treated with nitrite, a likely chemical effector present in the microvasculature. Preliminary results from
Sha and former postdoc Erika Bechtold’s work demonstrate that parasites become stiffer upon treatment

with nitrite.

2.2.1 Deformability of Uninfected Red Blood Cells Treated with Nitrite

An important control was the treatment of uninfected red blood cells with nitrite. Uninfected red blood
cells were treated with the specified concentrations of nitrite and their velocity was determined by using
the microfluidic device as described in the methods section. Deformability was tested three separate times.
First, a panel of nitrite concentrations was tested (Figure 3 on page 23), and all treated cells had similar
deformability measurements. A second test was done testing a greater range of concentrations (Figure 4 on
page 24), also measuring similar deformability results. The final test re-measured the nitrite concentration
of 1000 nM, and found that the cells that were not treated with nitrite were approximately the same stiffness

as those cells treated with nitrite (Figure 5 on page 24).

It was concluded that nitrite had no significant affect on red blood cell deformability for a range of concen-

trations.
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Figure 5: Uninfected red blood cells treated with 1000 pM nitrite are more deformable than untreated cells.
Data generated by Sha Huang and Erika Bechtold.
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Figure 6: Infected red blood cells treated nitrite concentrations of 200 nM, 10 ptM and 1 pM demonstrate a
dose dependent shift in deformability. Data generated by Sha Huang and Erika Bechtold.

2.2.2 Deformability of Infected Red Blood Cells Treated with Nitrite

Next, infected red blood cells were tested with three nitrite concentrations: 200 pM, 100 pM, and 10 pM
(Figure 6 on page 25). In this first test, the cells treated with 200 pM nitrite were significantly stiffer
than untreated cells. The experiment was repeated with the nitrite concentrations of 10 uM and 1000 uM.
The deformability phenotype was maintained (Figure 7 on page 26). A final test was done to confirm the
phenotype by again treating cells with 1000 pM nitrite (Figure 8 on page 26). Cells treated with this
concentration of nitrite were stiffer than control cells that were untreated. Of note with all these graphs
is the sample size; for a deformability study where cells are significantly stiffer, this sometimes leads to a

reduction in sample size due to device clogging.

With the deformability phenotype confirmed, the next step was to determine if the applied nitrite was having

an effect in the media extracellularly, or internally.

2.2.3 Nitrite and Nitrate Uptake

A nitric oxide analyzer (NOA) was utilized to measure the change in extracellular nitrite concentration in the
media following introduction of sodium nitrite to infected or uninfected red blood cells. In a closed system,
reduced extracellular nitrite concentration corresponds to increased nitrite uptake. While this technique
cannot directly address the question of whether nitrite is having an effect specifically intracellularly or
extracellularly, any difference between the nitrite uptake of the uninfected cells compared to the infected
cells would allow a correlation of uptake to deformability. After incubating cells with nitrite for 60 minutes,
the nitrite concentration in a cell free media was unchanged (not shown). However, at 10% hematocrit,
significant nitrite uptake was seen both in uninfected and infected RBCs, as evidenced by the drop in
extracellular nitrite concentrations. However, P. falciparum-infected RBCs take up nitrite to an extent

comparable with or greater than uninfected RBCs. (Figure 9 on page 27).
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Figure 8: Infected red blood cells treated with 1000 pM nitrite are more deformable than untreated cells.
Data generated by Sha Huang and Erika Bechtold.
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Figure 9: After a 60 minute exposure to nitrite, significant nitrite uptake is seen in both uninfected and
infected RBCs. Data generated by Erika Bechtold.

2.2.4 Cell Size and Deformability

Because infection with malaria parasite changes the red blood cell significantly, it is important to determine
whether the size of an infected red blood cell could affect deformability. First, samples of uninfected and
infected red blood cells were analyzed by Coulter Counter to determine the range of their diameters and
their average size (Figure 10 on page 28). As expected, infected red blood cells have a significantly larger

diameter than uninfected red blood cells.

Next, infected red blood cells were treated with nitrite and their diameter was measured compared to a
media-only control (Figure 11 on page 28). The diameter of infected red blood cells treated with nitrite is
not significantly different from infected red blood cells incubated with media only. Thus, nitrite does not

affect infected red blood cell diameter.

In order to establish that differences in the sizes of infected red blood cells treated with nitrite do not affect
the deformability measured by the microfluidic device, infected red blood cells were artificially swelled by

adding sorbitol to induce osmotic changes in size.

Infected red blood cells were treated with nitrite for one hour, washed, and resuspended in nitrite free
media containing 2.5%, 0.64%, or 0.32% sorbitol. A portion of the population was measured using a Coulter
Counter. As expected, those treated with the highest concentration of sorbitol had the largest diameter
(Figure 12 on page 29). A portion of the treated population of cells from the same treatment groups was
sent through the device to assess if the deformability changed upon nitrite and sorbitol treatment and it was
found that there was not a significant change in deformability between cell sizes (Figure 13 on page 30). A

no-sorbitol control was not included, so the experiment was repeated.
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Figure 10: Infected red blood cells are larger than uninfected red blood cells as measured by Coulter Counter.
Data generated by Sha Huang and Erika Bechtold.
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Figure 11: Infected red blood cells treated with nitrite or left untreated have the same diameter as measured
by Coulter Counter. Data generated by Sha Huang and Erika Bechtold.
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Figure 12: Size of sorbitol-treated infected red blood cells as measured by Coulter Counter. Data generated
by Sha Huang and Erika Bechtold.

These experimental repeats were done on two consecutive days using blood from the same donor. All
experimental data was gained within two hours of the post-incubation wash and resuspension. As expected,
cells swelled with sorbitol treatment (Figure 14 on page 30). On the two separate experiment days, there
were slightly different deformability results (Figure 15 on page 31). While there were statistically significant
results in both experimental days that support the hypothesis that cell size does change deformability, the
cell size that causes deformability to change was inconsistent. From these results, it can be concluded that

osmotic and hydrostatic changes do not account for the nitrite-induced iRBC stiffening phenotype.

2.3 Investigating the pH-Dependent Deformability Phenotype

A dose dependent increase in stiffness was measured when infected red blood cells were treated with different
concentrations of nitrite. However, these measurements do not take into account the potential pH shift seen
in the microvasculature surrounding sequestered infected red blood cells. It is reasonable to assume that
sequestered cells that are alive and respiring release carbon dioxide as carbonic acid, acidifying the local
microenvironment and potentially changing how molecules like nitrite interact with their targets. Therefore,

the pH and nitrite-dependent deformability phenotype will be measured.

2.3.1 Re-testing the Deformability Phenotype at pH 6.8

In order to test the pH and nitrite deformability phenotype, different nitrite concentrations were applied to
cells at pH values of 6.8. These represent physiological pH and the potential local pH surrounding sequestered
infected red blood cells.

Two samples of infected red blood cells were incubated with 1000 pM nitrite or no nitrite at pH 6.8. Sur-

prisingly, there was no difference in deformability between the samples (Figure 16 on page 32).
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Figure 13: Deformability of sorbitol-treated infected red blood cells. Data generated by Sha Huang and

Erika Bechtold.
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Figure 14: Cell diameter results from two sequential experimental days (6.10.14 and 6.11.14), analyzed using
coulter counter. Data generated by Bridget Wall
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Figure 15: Deformability results from two sequential experimental days (6.10.14 and 6.11.14), analyzed using
the microfluidic device. The asterisk (*) denotes statistical significance compared to the no sorbitol control
in black; p value between 0.01 and 0.05. Data generated by Bridget Wall.

In order to address concentrations closer to the expected physiological concentration, three samples of infected
red blood cells were incubated with 200 pM nitrite, 25 pM nitrite, or no nitrite at pH 6.8. In this experiment,
only the 200 pM nitrite treatment was significantly stiffer than the control, compared to the preliminary
experiments where 10 pM nitrite was statistically significantly stiffer than control (Figure 7 on page 26).
However, in repeating this experiment exactly, the cells treated with 200 nM or 25 nM were both statistically
stiffer than untreated cells (Figure 18 on page 33).

Now that the phenotype of increased deformability upon exposure to nitrite was confirmed at pH 6.8, the
experiment was extended to include pH 7.4 conditions. This experiment would allow for a direct comparison
of the effects of nitrite on infected red blood cells at varying pH conditions. After all, while the pH in the
microvasculature may eventually lower to a value of 6.8, this would be a dynamic process, and confirming

the deformability phenotype at different pH values could help assist in building a more complete model.

Five samples of infected red blood cells were used in this experiment: a zero nitrite control, and two samples
containing the nitrite concentrations of 200 pM and 25 nuM at each pH. Surprisingly, however, with this

experiment, there was no difference in deformability between any of the samples (Figure 19 on page 33).

This experiment was repeated with only nitrite concentrations of 200 uM in order to increase the sample
number measured. The deformability phenotype returned, yet only for cells in buffer at pH 7.4 (Figure 20
on page 34).

Notably, all experiments in this chapter were set up to have replicates on two sequential days using the same
donor’s blood in order to make biological replicates as similar to one another as possible. However, several
variables made it difficult for these experiments to proceed fully without problems (parasitemia was not high
enough, enrichment was poor, the parasites did not invade the blood very well, devices did not bond well,

devices did not wash well, cells clogged devices too quickly, cells appeared dead after the enrichment and
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Figure 16: Infected red blood cells treated with nitrite had similar deformability scores to those cells without
nitrite. Data generated by Sha Huang and Bridget Wall.
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Figure 17: Infected red blood cells treated with 200 pM nitrite were statistically stiffer than the no nitrite
control. Data generated by Sha Huang and Bridget Wall.
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Figure 18: Infected red blood cells treated with 200 nM or 25 pM nitrite are significantly stiffer than the no
nitrite control. Data generated by Sha Huang and Bridget Wall.

15
pH 7.4 pH 6.8

= O
;§1°“c% & o 8 o
'§ (0] o C%) O cxx%)
A
ES'G%T o9 60
o
[P og ¥ o5 o

0 @) o} Co o

opM  200puM  25uM  200pM 25 pM

Figure 19: Infected red blood cells treated with 200 pM or 25 pM nitrite in pH conditions of 6.8 or 7.4 have
the same deformability as the no nitrite control. Data generated by Sha Huang and Bridget Wall.
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Figure 20: Infected red blood cells treated with 200 pM nitrite in pH conditions of 6.8 or 7.4 are stiffer than
the no nitrite control, but the difference is stiffness is only significant for the cells in media at pH 7.4. Data
generated by Sha Huang and Bridget Wall.

nitrite incubation process). However, in the following two experiments, these were both successful biological

replicates on successive days.

Four sets of infected red blood cells were prepared containing zero and 200 pM nitrite at both pH 6.8 and pH
7.4. On both experimental days, both samples treated with nitrite were stiffer than their untreated controls
(Figure 21 on page 35). However, there is a clear difference between experiment days as to the magnitude
and range of cell deformability measurements. Sample size was also a problem; as seen in the graphs, there

would sometimes be as few as three cells in a given treatment condition.

This exact experiment was repeated one week later. Nitrite treated cells in pH 6.8 buffer were stiffer than the
untreated control, but between days, the treated cells in pH 7.4 buffer were either the same as the untreated
control cells or stiffer (Figure 22 on page 35). Due to problems with devices, there were no cells in pH 6.8

buffer on the second day.

The clear conclusion of these experiments: the results were inconsistent. Overwhelmingly, in light of these
results, defining the deformability phenotype became the top priority. Many technical challenges needed to
be addressed in order to confirm the original data, thus, answering questions about mechanism of action and

the biochemistry involved in the nitrite-dependent deformability phenotype would be a secondary priority.

2.4 Repeating Initial Experiments

Note: at this point, my collaborator Sha was graduating and leaving the country, leaving me as the sole
scientist repeating these experiments. I worked with Sha and did several test runs, learning how to operate
the microfluidic device and analyze the videos from the experiments to extract deformability measurements.

I re-analyzed videos from a prior date and our results to be comparable (data not shown).
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Figure 21: Deformability results from two sequential experiment days (9.27.13 and 9.28.13) using the same
blood donor. Data generated by Sha Huang and Bridget Wall.
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Figure 22: Deformability results from two sequential experiment days (10.1.13 and 10.2.13) using the same
blood donor. Data generated by Sha Huang and Bridget Wall.
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Figure 23: Deformability results from two sequential experimental days (6.25.14 and 6.26.14) using the blood
from the same donor. The results on the left graph are from cells treated with 200 pM nitrite at pH 7.4.
The results on the right graph are from cells treated with 200 pM nitrite at pH 6.8. Each separate grouping
(column) of cells was measured in a separate microfluidic device. Data generated by Bridget Wall.

Prior to making conclusions about the deformability phenotype following nitrite treatment, it must be defined
both reliably and reproducibly. This includes investigating every angle of the technical space, from buffer

composition to inclusion of more controls, to device variation.

2.4.1 Addressing device variation and uninfected red blood cell treatments with samples at
both pH 7.4 and pH 6.8

The first experiment included an uninfected red blood cell control that was treated with nitrite, and addressed
device variation by running the same treated cells through multiple devices. These experiments were also done
on sequential days using the blood from the same donor. This experiment contained four separate samples:
uninfected red blood cells treated with 200 pM nitrite or a no nitrite control, and infected red blood cells
treated with 200 pM nitrite or a no nitrite control. On day one, these four samples were incubated in buffer
at pH 7.4, and on day two, these four samples were incubated in buffer at pH 6.8 (Figure 23 on page 36).
In these graphs, each column represents the cells that go through a particular device. On the first day in
buffer at pH 7.4, the untreated infected cells were stiffer than all of the uninfected cells, but also the treated
infected cells, which was unexpected. On the second day in buffer at pH 6.8, the treated infected cells appear
stiffest. On both days, the uninfected red blood cells are much stiffer following treatment with nitrite. This
was especially concerning, given the original data that on uninfected red blood cells that showed no change

between treated and untreated cells (Figure 3 on page 23, Figure 4 on page 24, Figure 5 on page 24).

2.4.2 Repeating pH 7.4 Experiments with a Modified Incubation Buffer

The next priority was to repeat this experiments at pH 7.4, including a 1000 pM nitrite treatment to reference

back to the prior experiments. In addition, the nitrite incubation buffer was modified to have four times

36



w
Y

Velocity

o o
H

H"l L ]

...

2% 5

2

'10 M L] T T T T
® ® © ® ®
0

nitrite (uM) O 200 200 1000

Figure 24: Deformability results from one experimental day (7.3.14). The prior day’s experiment was voided
due to problems with the microscope’s computer. Each separate grouping (column) of cells was measured
in a separate microfluidic device. Cells were run in pH 7.4 media that was nitrite free and had four times
the buffering capacity (4X NF RPMI). Data generated by Bridget Wall.

the buffering capacity with the hypothesis that this would stabilize reaction conditions. This buffer will be
referred to as 4X NF RPMI.

For this experiment, five different conditions were measured in 4X NF RPMI at pH 7.4: uninfected red blood
cells treated with 200 pM nitrite or no nitrite controls, and infected red blood cells treated with 1000 pM
nitrite, 200 pM nitrite, or no nitrite controls (Figure 24 on page 37). First, uninfected red blood cells treated
with nitrite were stiffer than uninfected cells that were no nitrite controls. Second, there was a definite lack
of consistency between cells measured in different devices but with the same nitrite treatment. Another
issue of note is the challenge of low numbers of usable cells in a given device, a known technical challenge.

However it does appear as if all infected red blood cells are stiffer than uninfected red blood cells.

2.4.3 Changing the incubation concentration to 2% hematocrit, and continuing use of the 4X
NF RPMI buffer at pH 7.4

Next, in order to repeat the earliest deformability experiments, cells were incubated at 2% hematocrit instead

of 0.01% in order to better mimic the high density conditions in the microvasculature.

Thus, nitrite incubations for the next set of experiments were done at 2% hematocrit in 4X NF RPMI buffer
at pH 7.4, and washed and resuspended to the appropriate concentration for running on the microfluidic
device prior to use. For this experiment, there were five separate conditions as before: two uninfected red
blood cell conditions, one treated with 200 pM nitrite and one no nitrite control, and three infected red
blood cell conditions, 1000 uM, 200 pM, and a no nitrite control.

First, unlike the most results from 6.25.14, 6.26.14 (Figure 23 on page 36), and 7.3.14 (Figure 24 on page

37), uninfected red blood cells that were not treated with nitrite were stiffer than those treated with nitrite
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Figure 25: Deformability results from two sequential experimental days (7.9.14 and 7.10.14) using the blood
from the same donor. Each separate grouping (column) of cells was measured in a separate microfluidic
device. On 7.10.14, there was a problem with the flow rate in three of the infected red blood cell samples
(the second untreated sample, and both the 200 pM and 1000 pM sample). Data generated by Bridget Wall.

(Figure 25 on page 38). Given the very clear previous results concluding the deformability of uninfected
red blood cells was not affected by nitrite treatment, this began to call into question our basic assumptions
about this system, and how to proceed with experiments and statistical analysis of said experiments. On
7.9.14, the uninfected cells that are not treated with nitrite are stiffer than those untreated, and on 7.10.14,
they are also stiffer, but to a lesser degree. With this donor’s blood, the phenotype seemed to be consistent
between the two days; uninfected untreated cells were stiffer than uninfected treated cells; all infected red
blood cells are stiffer than uninfected red blood cells, and the greater the nitrite concentration, the stiffer the
cells are. However, there continued to be a disparity between the deformability of cells with the same nitrite
treatment being measured in different devices. For example, the infected red blood cells treated with 200
pM nitrite on 7.9.14 had two very different mean velocities, but given the fact that there were only four cell
measurements in the second device, it’s difficult to make any conclusions about whether this is significant.
However, in the case of the untreated infected red blood cells on 7.10.14, they each have over 10 cells and
a tight distribution of velocities, but different mean velocities. Additionally, on 7.10.14, there was an issue
with flow rate in the device. While there is no way to measure flow rate using this gravity-based method, a
cursory check between every device when moving the inlet tubing showed a large difference to the expected

rate of liquid moving from the syringe through the tubing.

These experiments were repeated with the same conditions the next week, and again there was a difference
in the deformability of uninfected red blood cells (Figure 26 on page 39). On 7.16.14, treated uninfected
cells were stiffer than untreated red blood cells, but on 7.17.14, the red blood cells had approximately the
same stiffness. All infected red blood cells were stiffer than uninfected blood cells, but cells from the same
treatment in different devices continued to have different deformability measurements. There was a weak

trend among infected red blood cells; the more nitrite, the stiffer they were.
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Figure 26: Deformability results from two sequential experimental days (7.16.14 and 7.17.14) using the blood
from the same donor. Each separate grouping (column) of cells was measured in a separate microfluidic
device. Data generated by Bridget Wall.

2.4.4 Using an orbital shaker for equal distribution of nitrite, and examining time as a variable

while maintaining 2% hematocrit, 4X NF RPMI, and pH 7.4 conditions

In designing the next experiment, the entire flow of the experiment was re-examined. One prior variable left
unaddressed until now was the issue of cell settling. As cells settle if kept static for one hour, it was decided
to incubate cells on an orbital shaker during the incubation in order to keep them suspended and exposed
to similar amounts of nitrite. Another variable was the time at which samples were actually measured going
through the device. The time limit of two hours post washing after the nitrite incubation had been followed,

but examining whether the time affected deformability had not been attempted.

For this particular experiment, each uninfected red blood cell condition was tested once and each infected
red blood cell condition was tested twice. This was done twice, denoted “early” and “late” in the below

graphs. These experiments retained the five conditions similar to the recent experiments.

First, the samples were graphed on separate graphs, early and late (Figure 27 on page 40). Uninfected red
blood cells treated with nitrite were stiffer than uninfected red blood cell controls in both early and late
cases, but for the later time points, this stiffness appeared to be on par with the stiffness of the infected
red blood cells. Both time points had a lack of consistency between the same sample run through different

devices.

Second, to show the range of deformabilities in each separate device, all of the early and late devices were
graphed on a single graph (Figure 28 on page 41). On this graph, the differences in deformability for cells

treated the same way is particularly evident, yet it doesn’t seem to be time-dependent.

Third, the results were batched in two different ways in an attempt to further clarify time dependence as
a cause of deformability changes (Figure 29 on page 41). For the left graph, all of the samples from each
replicate are batched together (eg, both the early and late uninfected and untreated cells are together, as
are the early and late results from the first replicate of the untreated infected red blood cells). For the right
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Figure 27: Deformability results from a single day (7.23.14). Each separate grouping (column) of cells was
measured in a separate microfluidic device. The graph on the left shows the samples from the early set
of devices, and the graph on the right shows the samples from the late set of devices. Data generated by
Bridget Wall.

graph, the early and late results are batched together (eg, since there was only replicate of uninfected red
blood cells, they were plotted, alone, but both early replicates for the untreated infected cells were batched
together). Notice in particular the bi-modal distribution of treated uninfected red blood cells in the left
graph.

This experiment was repeated on the next day, and all analysis methods were repeated (Figure 30 on page
42). Similar to the experiments on 7.23.14, there is a great deal of variance between the early and late time
point as well as between samples. This is especially evident in the graph displaying all microfluidic devices
run on that day (Figure 31 on page 42). When comparing the batched results, there is no discernible trend
between early and late time points (Figure 32 on page 43).

What is completely clear from these results is that the inter-device variation is by far the most significant
contributor to the inconsistencies and lack of reproducibility in the data, far more than the time elapsed

following nitrite treatment.

2.4.5 Using “contaminating” uninfected red blood cells as an in-device control while using an
orbital shaker for equal distribution of nitrite, and examining time as a variable while
maintaining 2% hematocrit, 4X NF RPMI, and pH 7.4 conditions

For the next experiment, addressing the inter-device variation by adding in a control for each individual device
was deemed appropriate. Even though parasite cultures are enriched to a high parasitemia, some number
of uninfected red blood cells remain in the mixture as “contaminants.” They are easily distinguishable when
analyzing the infected red blood cells as they look quite different from infected red blood cells both in terms

of contents and speed. Even if there is a change between the deformability of the uninfected red blood
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Figure 28: Deformability results from a single day, all plotted on one graph (7.23.14). Each separate grouping
(column) of cells was measured in a separate microfluidic device. The early result is shown first, followed by
the later result. For the 200 pM nitrite condition, the replicate did not contain usable cells in either time
point, so what is shown is the only data available, one early column, and one late column. Data generated

by Bridget Wall.
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Figure 29: Deformability results from a single day, batched in two different ways. For the left graph, all of
the samples from each replicate are batched together (eg, both the early and late uninfected and untreated
cells are together, as are the early and late results from the first replicate of the untreated infected red blood
cells). For the right graph, the early and late results are batched together (eg, since there was only one
replicate of uninfected red blood cells, they were plotted alone, but both early replicates for the untreated
infected cells were batched together). Data generated by Bridget Wall.
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Figure 30: Deformability results from a single day (7.23.14). Each separate grouping (column) of cells was
measured in a separate microfluidic device. The graph on the left shows the samples from the early set
of devices, and the graph on the right shows the samples from the late set of devices. Data generated by

Bridget Wall.
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Figure 31: Deformability results from a single day, all plotted on one graph (7.24.14). Each separate grouping
(column) of cells was measured in a separate microfluidic device. The early result is shown first, followed by

the later result. Data generated by Bridget Wall.
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Figure 32: Deformability results from a single day, batched in two different ways. For the left graph, all of
the samples from each biological replicate are batched together (eg, both the early and late uninfected and
untreated cells are together, as are the early and late results from the first replicate of the untreated infected
red blood cells). For the right graph, the early and late results are batched together (eg, since there was
only one replicate of uninfected red blood cells, they were plotted alone, but both early replicates for the
untreated infected cells were batched together). Data generated by Bridget Wall.

cells when treated with nitrite, if they are present in the mixture during treatment, they would experience
the same exposure to nitrite as the infected red blood cells. Therefore, in order to have enough of these
uninfected red blood cell contaminants, the wash step will be cut back to one column volume (6 mL instead
of 12 mL) in hopes of increasing the uninfected red blood cell concentration to a level at which they could
be used as a normalization factor to compare between different devices. This lack of ability to compare
between devices is the main force behind the lack of statistical analysis of this work as a whole; plainly put,

the results are not comparable at this juncture.

The experiments above with five separate conditions were repeated, this time with a less stringent wash step
to allow for a greater contamination of uninfected red blood cells (Figure 33 on page 44). However, despite
such efforts, the number of usable uninfected red blood cells in each device was too small for the mean
deformability to be used as a normalization value (n < 5). Yet, even without such data, the graphs again
speak to the variance of deformabilities seen across different devices. Uninfected cells behave differently on

either day, and the infected red blood cell deformabilities were also quite variable.

Sha Huang was consulted to see if there were any particularly intra-device variations we could account for,
and the unfortunate answer was no. Device manufacture and flow rate seem to be variables for which there
is not much control. However, she did suggest using a smaller sized device for our uninfected red blood cell
samples. This device would force the uninfected red blood cells to deform, rather than slide through the
larger device on their sides. in addition, reducing the wash volume from 6 mL to 4 mL could assist in the

normalization scheme.
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Figure 33: Deformability results from a two sequential experiments (8.21.14 and 8.22.14), using the same
blood donor. Each separate grouping (column) of cells was measured in a separate microfluidic device. Data

generated by Bridget Wall.

2.4.6 Using a smaller device for uninfected red blood cells, while maintaining the use of

“contaminating” uninfected red blood cells as an in-device control while using an orbital
shaker for equal distribution of nitrite, and examining time as a variable with incubation
conditions of 2% hematocrit, 4X NF RPMI, and pH 7.4 conditions

The experiment was repeated as previously described with five conditions, but the wash volume to 4 mL and
utilizing a smaller device for uninfected red blood cells (Figure 34 on page 45). The trend of inconsistency

continued on these two experimental days. The contaminating red blood cell “n” was also too small for the

mean velocity to be used as a normalization value.
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Figure 34: Deformability results from a two sequential experiments (8.28.14 and 8.29.14), using the same
blood donor. Each separate grouping (column) of cells was measured in a separate microfluidic device.
Uninfected red blood cells were measured using a smaller, 4.2 pM device. Infected red blood cells were
measured using a larger, 5.3 ptM device. Data generated by Bridget Wall.

2.5 Discussion

After thoroughly investigating the deformability phenotype following nitrite treatment, it became clear that
this particular multivariate problem too challenging to address directly. Both technical challenges and the

complicated nature of biology contribute to these challenges.

2.5.1 Technical Challenges

Microfluidic flow cytometry was the tool of choice for this experiment because it reflects the capability of
individual cells to deform as a whole rather than more isolated tools that don’t account for the entirety of
the system [44]. However, this does not mean that this experimental setup is without challenges. The results
of these experiments were inconsistent and lacked reproducibility, resulting in a great deal of troubleshooting
both in technical hardware space and analysis techniques. Much progress was made in isolating potential

sources of variability, with device variation and flow rate as likely culprits.

2.5.2 Biological Challenges

It is also possible that the results are an artifact of true biology, in addition to the technical challenges in this
space. Sha’s thesis work confirms the variability of red blood cell deformability based on blood donor. And
indeed, many studies of red blood cell storage demonstrate the variability inherent to these human samples
[105, 106, 107, 108, 109, 110, 111, 112, 113, 114|. As such, it is important to realize that this variability could
be compromising the ability of our system to measure a “real” effect. Perhaps the effect being measured
is indeed “real” but differs for different blood donors and is therefore a significant component of malaria

pathophysiology, and one that is dependent on characteristics and biology of the host.
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2.5.3 Next Steps

To move forward in such a challenging space requires resolving the uncertainty surrounding our main de-
formability assay using the microfluidic device. This would require measuring flow rate into the device as
well as developing a methodology to account for device variations. The use of uninfected red blood cells as
a control is potentially a possibility, but there are still differences in uninfected cell deformability that could
obscure our results. Even better would be a non-deforming and inert entity that could act as a control in

either setting.

Following resolution of the technical challenges, learning more about the basics of nitric oxide treatment
on uninfected red blood cells as well as their variability in deformability in this type of experiment would
be prudent. Such experiments could examine the results of applications of different chemicals or cytokines,
and broaden our understanding of the dynamics of membrane fluctuation in the red blood cell Additionally,
these experiments could be designed to address questions about the potential dynamic response to these
molecules. Finally, defined donors with specific diseases or conditions could be sought out to determine

additional characteristics of red blood cell membrane deformability.

Once these are elucidated, returning to investigating the infected red blood cell phenotype would be possible.
Once the phenotype of nitric oxide-induced deformability was defined, the mechanisms behind this phenotype

could be explored.
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2.6 Methods

2.6.1 Materials

e Miltenyi Biotech

— MACS LD columns

US Biological

— RPMI 1640 Medium w/o L-Glutamine (Calcium Free)

Gibco Life Technologies

— Albumax II
— 1X PBS, pH 74

e Goldbio
— Gentamicin

Nordsen

— Precision Tips for Engineered Fluid Dispensing (23 GA, 0.13x0.25; orange)
e Sigma

— All remaining chemicals

2.6.2 Culturing Plasmodium falciparum

The 3D7 strain of P. falciparum was cultured in leukocyte-free human RBCs (stored in acid-citrate-dextrose
anticoagulant; from Research Blood Components, Brighton, MA) under an atmosphere of 5% O, 5% COa,
and 95% N at 2% hematocrit as previous described [115]. Parasites were synchronized weekly at a consistent
time with 5% sorbitol (w/v) as previously reported [116] to ensure schizont-stage parasites prior to all

experiments.

Nitrate Free RPMI Media

RPMI 1640 Medium w/o L-Glutamine and Calcium Free (10.04 g/L)

Hypoxanthine (30 mg/L)

25 mM HEPES-KOH (7.0825 ¢ HEPES,/L)

Gentamicin (50 mg/L)
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Albumax II (5 g/L)

e Glutamine (150 mg/L)

CaCly (47 mg/L)

Sodium bicarbonate (2 g/L)

Nitrate Free RPMI Media (4X buffering capacity)

e RPMI 1640 Medium w/o L-Glutamine and Calcium Free (10.04 g/L)
e Hypoxanthine (30 mg/L)

e 100 mM HEPES-KOH buffer (23.88 ¢ HEPES,/L)

e Gentamicin (50 mg/L)

e Albumax IT (5 g/L)

e Glutamine (150 mg/L)

e CaCly (47 mg/L)

e Sodium bicarbonate (2 g/L)

2.6.3 Enrichment of iRBCs Using MACS Separation

Enrichment of late trophozoite and schizont iRBCs was accomplished using MACS LD magnetic columns
with minor changes to the published protocol [117]. During the process of heme detoxification, the iron
in heme becomes paramagnetic, a characteristic that means infected red blood cells stick to magnets. An
LD column was washed with 6 mL of pre-warmed nitrate free RPMI media. Following this wash step, 6
mL of parasitized culture was loaded on to the column and allowed to flow through using gravity. This
6 mL of culture was concentrated from a 30-40 mL culture at 2% HCT and 8-12% parasitemia. The flow
through from the column was discarded, and the column was washed with additional pre-warmed nitrate free
RPMI. This step increased stringency and enrichment parasitemia. Volumes for this washing step varied; the
default volume was 6 mL. However, in some experiments, 4 mL was used to create a population of cells with
a lower parasitemia and higher concentration of uninfected RBCs. In other experiments, 12 mL (two column
volumes) was added to increase the enrichment parasitemia to an even higher yield. Following this wash step,
the column was removed from the magnet, and infected cells retained on the column were eluted in 1 mL
nitrate free RPMI to yield an enriched culture of 85-99% parasitemia. Pre- and post-enrichment parasitemias
were determined using Giemsa-stained blood smears visualized using 100X oil immersion microscopy. Cells
were resuspended to the desired hematocrit and used immediately. If there were any delays, cells were kept

in a suspended mixture in a 37°C incubator.

48



Figure 35: A schematic of the microfluidic device in 3D, as well as from above. Note that for these experi-
ments, the hexagonal pillars were used for analysis, as seen in Figure 36 on page 50.

2.6.4 Nitrite and Other Chemical Exposures

In order to provide a proper matched control that minimizes differences due to culturing conditions or the
age of human blood, uninfected red blood cells were sham cultured in nitrate free RPMI media identically
to the infected red blood cells. Uninfected red blood cells were also kept at room temperature during the
enrichment process, though they were not sent over a MACS column. Identical volumes of infected RBCs
and uninfected RBCs were brought up to 0.1%, 2% or 10% hematocrit as required by individual experiments.
Experiments were run in nitrate free RPMI media with 100 mM HEPES (4X NF RPMI) or with the regular
25 mM HEPES in the culture media (NF RPMI). The 4X NF RPMI was used to prevent acidification of
the RPMI by the enriched cell suspensions at high hematocrit. NOA uptake experiments were run at 10%
hematocrit with all other conditions being identical. For nitrite exposures, nitrite was brought up in degassed
NF RPMI or 4X NF RPMI and then applied to parasite pellets in the appropriate volume to result in a 2%

or 10% hematocrit solution. All cells were washed and resuspended in a nitrate free media prior to analysis.

2.6.5 Microfluidic Flow Cytometry Deformability Assay

Microfluidic-based deformability experiments were performed using a pillar array structure as previously
reported [104]. Hexagon-shaped pillars were used to achieve optimal experimental results (Figure 35 on page
49).

For experiments comparing uRBC deformability only, an inter-pillar gap size of 3.0 pm and a channel depth
of 4.2 ym were used to ensure that uRBCs experience sufficient deformation when traveling through the
microchannels. For experiments measuring the deformability of schizont-stage iRBCs, a different gap size of
4.0 pm with a channel depth of 5.3 ptM to minimize channel clogging. For some experiments, uRBCs were

run with 5.3 pM devices. All experiments were performed at room temperature.

To prepare devices, they were first washed from right to left with 1% BSA in PBS (pH 7.4). A needle attached
to a 2 cm length of tygon tubing was screwed into a 10 mL syringe and filled with buffer; the tygon tubing
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Figure 36: Screenshot of video taken of channels. Note the infected red blood cell entering the channel.

was inserted into the micro-well on the right side of the device and the syringe was depressed slowly. The
washing of the device was carefully monitored to ensure all rows of the device were being filled with buffer,
and that there was a clear path from the rows of the device to the left micro-well. If they weren’t adequately
filled, the fluid dynamics inside the device would change, skewing the deformability values. Thus, any devices
that didn’t meet this criteria were discarded at this point. Washed devices were used immediately or within

one hour of washing.

Synchronized and enriched iRBCs and uRBCs were pelleted and resuspended to 0.1% hematocrit and injected
using a gel loading pipette tip into the micro-well on the left side of the device. Another needle was attached
to a length of tygon tubing, though this time it was approximately 20 cm long. This needle was screwed into
a 60 mL syringe, which was mounted in a clamp on a ring stand so that the base of the syringe barrel was 20
cm above the microscope stage during the experiment. The clamp was then lowered to the level of the stage.
Approximately 5 mL of 1X BSA in PBS (pH 7.4) was added to the syringe, and allowed to drip through the
tygon tubing (the plunger of the syringe was not re-inserted). The tubing was attached to the left micro-well,
and the microscope was focused and prepared for video analysis. Once everything was ready, the clamp was
re-placed at 20 cm above the microscope stage, beginning the constant gravity-induced pressure gradient
across the device. Under the inverted microscope (Olympus IX 71 with phase contrast attachment), infected
RBCs were distinguished from contaminating uninfected red blood cells by the presence of black dots inside
RBCs (hemozoin crystals within the food vacuole of the parasite). The movement of cells was captured
by a CCD camera (Hamamatsu Photonics, C4742-80-12AG, Japan) and images were acquired using IPLab
(Scanalytics, Rockville, MD).

The free software imageJ (NIH) was used to process all the images (Figure 36 on page 50). Transit velocity of
individual cells was defined as the distance travelled per unit time, and utilized as the proxy for deformability.
Cells were all analyzed by eye, and each cell had to be carefully tracked to insure proper identity of an
analyzable cell. Cells are classified into four different groups, and individually tracked over the length of the
device as seen through the video to ensure correct phenotype classification (Figure 37 on page 51). Both
absolute value and proportions of the cells in these groups vary between devices, conditions, and experimental

days.

1. Confirmed infected RBC (black dots of the infected red blood cells are surrounded by a red blood cell
membrane, no strange morphology)
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Figure 37: A cell that usable data could be taken from is on the left, and an iRBC with a “tail” that cannot
be used for taking usable data is on the right.

2. Confirmed uninfected RBC (moves quickly through the device; possesses a uniform concave appearance)
3. Unusable iRBC (presence of a “tail,” strange morphological shape, lack of RBC membrane)

4. Unidentified cell (could be a red blood cell ghost, random membrane, or a cell where identity cannot

be confirmed)

Additionally, cells must be within the pillar array, and not between the pillar array and the sides of the
device. If more than five lanes are clogged, this also interferes with the fluid dynamics and invalidates the
velocities of any cells past that point. Any given confirmed cell must move at least three pillars prior to
being clogged for the velocity to be included in analysis. Clogging rates were also calculated for each device

based on when they entered, and are classified into three groups.

1. Not Clogged (cell does not clog in the 100 frames after entering the device)
2. Mixed (cell stays clogged for some amount of time in the 100 frames following entrance into the device)

3. Clogged (cell stays clogged in the entrance of the device for 100 frames)

Cells are viable for two hours following nitrite treatment.

2.6.6 NOA Chemiluminescence Assays

Nitrite and nitrate quantification was done using a Nitric Oxide Analyzer model 280i (NOA, Sievers-GE
Analytical Instruments) according to the manufacturer’s protocol. Argon was bubbled through a purge
vessel containing potassium iodide (KI, 50 mg) in glacial acetic acid (6 - 8 mL) and the nitrite-derived NO
was quantified by chemiluminescence. A population of uninfected red blood cells and infected red blood
cells at 10% hematocrit were exposed to 200 pM NaNOs, and measurements were taken using the NOA at

2 minutes and 60 minutes.

2.6.7 Coulter Counter quantification of cell size distribution

A 60 pL aliquot of infected red blood cells at 1% hematocrit in nitrate free media was mixed with 240 pL
sorbitol solution to a final sorbitol concentration of 2.5%, 0.64%, 0.32%, and 0%. These samples have a final

o1



concentration of 0.2% hematocrit, an appropriate concentration for analysis on both the coulter counter and
using the microfluidic device. Cells were incubated at 37°C for 30 minutes. The diameter of infected red
blood cells was quantified using a Coulter Counter (Beckman Coulter, Fullterton, CA). Infected RBCs were
diluted with ISOTON II diluent to a final cell count close to 1 million. An aperture of 100 pm was used
and the upper and lower target diameters were set to be 12.4 pm and 2.8 pm, respectively. Cell size was

presented in the form of “effective diameter,” assuming the cells are spherical in shape.

2.6.8 Statistics

P values were calculated using Prism Software (Graphpad Softward, California). All p values are the result

of paired two-tailed T-tests.
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3 Complete toolkit for functional genetics in the parasite Plasmod-

wum falciparum
This particular project builds on a great deal of work done by other lab members:

e Stephen Goldfless and Brian Belmont developed and refined the TetR aptamer system.
o Jeffrey Wagner developed a functional CRISPR system for use in the parasite.

e Sebastian Nasamu designed and cloned the vectors utilized in the toolkit.
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3.1 Introduction

There is a great need for additional tools to study the basic biology of the malaria parasite to learn more
about preventing and treating the disease. In 2011, the Malaria Eradication Research Agenda (malERA)
convened in Boston to discuss the major gaps in the basic science that should be addressed in order to
have an impact on malaria eradication. Five main recommendations were proposed, and one was improving

genetic technologies to manipulate the parasite genome [118].

First, it is important to understand some of the parasite’s inherent biology that has complicated this challenge

for many years.

e There are three genomes in the parasite: the 14-chromosome genome found in the nucleus, the 6 kb

genome found in the mitochondria, and the 35 kb genome found in the apicoplast [9].
e The genome is 80% AT, and 90% AT in non-coding regions [9].

e In 2002, when the genome sequence of the 3D7 strain was first published, 60% of the genes were
classified as having no known homology to any other known gene [9]. Today, the number remains at

approximately 50% [119].

e Transfection of the parasite requires the crossing of many membranes and spaces (red blood cell mem-
brane, red blood cell cytosol, red blood cell membrane (parasitophorous vacuole) vacuolar space, par-
asite membrane, parasite cytosol, nuclear membrane). As such, even with DNA concentrations of
50-100 pg, the number of successful transfection events is so low that it takes 4-6 weeks to bring up a
population of parasites containing the desired genetic material. While new methods such as chemical
induction [10] and lipid nanoparticle conjugation [12] have been shown to be effective, electroporation
remains the standard method of choice. However, advances continue to be made in refining traditional
electroporation, such as electroporation of uninfected cells to preload them with DNA and using them

as the uninfected red blood cell donors for invading merozoites [11].

e Transfection of malaria parasites remains time and resource intensive, from the cost of reagents to the
time it takes to manage flasks. Parasites are cultured in liquid, and must be attended to every single

day. Blood must be added every other day.

e There are only four viable resistance genes and drug combinations, and they have variable effectiveness

in certain pairings which makes it difficult to design multiple plasmids for concurrent use.

e Episomal expression of a protein in the parasite was first completed successfully in 1995, in a method
that most clearly echoes guess and check (different untranslated regions were placed before and after

a gene, transfected, and see what happens) [120].

e Given the number of potential localization sites in the parasite, ensuring an episomally-expressed

protein ends up where expected is non-trivial [13].

e When genome modification is desired, a population of parasites must be cloned out in order to separate
episomal populations from genome-modified populations, another time-intensive process. Additionally,
until the cost and ease of genome sequencing of parasite DNA is low enough, very time-intensive

Southern blots must be utilized to show genome loci modification.
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e Homologous recombination of a donor plasmid into the genome has been accomplished using various
drug cycling methods, but is incredibly time-consuming (one month to years). However, this only

applies to genes that are non-essential in the intra-erythrocytic development cycle.

e Targeting essential genes for a knockout results in a difficult problem: if you are unable to knock out

a gene, that does not mean that the gene is essential.

Members of the Niles Lab have worked on many different components in order to build a unified toolkit to
study many different aspects of parasite biology, especially that of essential genes. As half of the genes in
the genome still have no known homology to any other genes, those genes that are essential among that pool

are excellent potential drug targets.

A recent review [119] details the progress the Niles lab and the field have made in the last five years, stating:

To increase the chance of observing a mutational phenotype in the short window between gene
ablation and death, the more elegant inducible mutational systems are required to target

these genes in order to view their mutational phenotype.

This precise methodology has been successfully utilized in the Niles lab, and the toolkit to make this tech-

nology available and useful for other science is the one I am helping develop and test.

3.1.1 Conditional gene expression using the TetR aptamer system

The TetR aptamer system allows for conditional protein expression by turning translation on and off at the
level of the mRNA. This system has been tested in bacteria, yeast, and Plasmodium falciparum in the Niles
lab [121, 1, 3, 2, 122]. Briefly, a sequence that, when transcribed, folds in such a way to have high binding
affinity to the TetR protein, is placed in the untranslated region before a gene. This is a TetR-binding
aptamer. When TetR binds to the aptamer structure, translation is turned off. When a small molecule
that has higher affinity to the TetR protein is added, the TetR protein ceases binding to the TetR-binding
aptamer, which allows the ribosome to read through the gene and translate protein (Figure 38 on page 56).

The sequence of the aptamer and characteristics are shown in Figure 39 on page 57.

This system was adapted for use in the Plasmodium falciparum parasite by Stephen Goldfless [122, 3]. The
system works much the same as described above, but is modified for expression using validated parasite pro-
moters and measured using well-characterized parasite outcome assays (Figure 40 on page 58). Of particular
interest is the work he did showing that aptamer “tagged” transcripts were still successfully exported to the

correct cellular compartments (Figure 41 on page 59).

3.1.2 Improved cloning techniques using linear vectors

Tradition cloning reactions in Plasmodium falciparum are challenging: there is a lack of a robust system

that allows for easy manipulation of the AT-rich genes of many different size ranges. When such AT-rich
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Figure 38: Figure 1A from [1|. Ilustration of the regulation scheme used to demonstrate functionality of
the TetR-aptamer module. TetR binding to the aptamer element within the 50-UTR of the regulated ORF
inhibits its translation. Tetracycline analogs (e.g. aTc and Doxycycline) induce translation by disrupting
the TetR—aptamer interaction.

regions are present on typical circular plasmids, there is a high chance of rearrangement and deletion, and
sequencing remains challenging. While our lab has found yeast homologous recombination and Gibson to be
helpful in addressing these problems [123], the use of linear vectors has further reduced the cloning bottleneck
in our lab. The pJazz system from Lucigen and a system to rescue said linear vector into a large bacterial
artificial chromosome (BAC) [124] from the were adapted by Sebastian Nasamu and Alejandra Falla in the
lab to best suit the challenges presented by the parasite. Unfortunately, transfection of linear DNA does not
work on larger timescales (it can be used for transient transfections) [125]. The pJazz system has been used
successfully with the AT-rich DNA of another Plasmodium genus parasite, Plasmodium berghei [126].

3.1.3 Utilizing CRISPR for knockouts of non-essential genes

Jeff Wagner in the lab pioneered a system to cause double strand breaks and successful incorporation of
donor DNA by engineering the CRISPR/Cas9 design to function in the parasite. First, he was able to
produce non-coding RNA in the parasite using T7 RNA polymerase (Figure 42 on page 60). Next, he used
this system to produce gRNA that targets a spot in the genome for a double strand break using the Cas9
nuclease Figure 43 on page 61. He successfully knocked out two known non-essential genes, knob-associated
histidine rich protein (KAHRP) and erythrocyte binding antigen 175 (EBA-175), the former of which has
data shown here [127]. He verified both of the knockouts using:

e Renilla luciferase expression (Figure 44 on page 61)
e PCR of the edited genomic region (Figure 45 on page 62)

e Southern blot (Figure 46 on page 62)
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Figure 39: Figure 1B from [1]. The primary and predicted secondary structures of aptamer 5-1.2 (bases
10-60) within the 50-UTR context used in this study are shown. Residues comprising two conserved regions
(Motifs 1 and 2) indispensable to TetR binding are circled. Three potential start codons, 1-3, are shown
in green bold italics. Start codon 1 (within Motif 1) is out of frame, whereas 2 is in frame with 3, the
downstream ORF’s native start codon.
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Figure 40: Figure 1 from [3]. Aptamer 5-1.17 enables aTc-dependent control of reporter gene expression.
Panel A shows the schematic of aTc- and TetR-dependent regulation of translation. Panel B shows the
plasmids used to screen for aTc-dependent regulation in transient transfections. Vectors pSG231 (5-1.17) and
pSG252 (5-1.17m2) were used for the same purposes in stable episomal parasite lines. Either a functional
(5-1.17) or mutated (5-1.17m2) aptamer was placed upstream of the FLuc reporter gene to regulate its
expression. The sequence and placement context for the 5-1.17 aptamer is shown as an inset. The capitalized
‘A’s are mutated to ‘“T’s to produce the non- functional 5-1.17m2. Bases in italics indicate a short upstream
start/stop, and those in bold indicate a productive start codon that is kept in frame with the downstream
coding sequence (CDS) of interest. A CDS may carry its own initiation codon, or not, with no effect on
expression or regulation by aTc. Renilla luciferase (RLuc) is expressed constitutively, and serves as a reference
during quantification. Panel C shows the aTc-inducible firefly expression following transient screening in the
TetR-expressing parasite clone B10, 5-1.17, but not 5-1.17m2. Values are expressed as FLuc/RLuc (- aTc)
normalized to FLuc/RLuc (+ aTc). Panel D shows the same results in stable episomal lines, 5-1.17 but
not 5-1.17m2. Panel E shows that insertion of aptamer 5-1.17 downstream of the CaM 50UTR reduces
its maximal FLuc expression about twofold. All data are expressed as the mean + s.d. of two to four
independent experiments. An asterisk (*) denotes a P-value of 0.002 determined by two-tailed unpaired
t-test.
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Figure 41: Figure 3 from [3|. Aptamer controlled target proteins are properly trafficked to various subcellular
compartments. Panel A shows immunofluorescence and live fluorescence imaging of strains expressing chro-
mosomally integrated GFP reporters bearing an N-terminal targeting peptide (Api = apicoplast-targeted;
Mito = mitochondrion-targeted; PEXEL = protein export to erythrocyte cytoplasm). ACP = acyl car-
rier protein, used as an apicoplast marker. Panel B shows live fluorescence imaging of aptamer-regulated
KAHRP-GFP fusion expressed from an episomal construct bearing the P. falciparum centromere-derived
element pfCEN5-1.5.
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Figure 42: Figure 1A-D from [127]: Validating T7 RNAP functions in P. falciparum. In panel A, plasmids
used to test T7 RNAP expression and activity (bsd is blasticidin-S deaminase; Fluc is firefly luciferase;
gfp-nptll is green fluorescent protein—neomycin phosphoribosyl transferase II; RL is Renilla luciferase). In
panel B, western blot analysis of T7 RNAP protein production in parasites shows production of T7 RNA
polymerase. Blots were probed with anti-T7 RNAP and anti-NPTII (loading control) antibodies. In panel C,
quantitative RT-PCR analysis of normalized RL transcript levels produced after the indicated transfections
shows renilla luciferase expression only in the presence of T7 RNA polymerase. (Data are mean + s.d.;
n = 3 technical replicates). In panel D, northern blot analysis for RL transcript production, with the bsd
selection marker transcript probed as a control, shows renilla luciferase RNA production in only the T7 RNA
polymerase-expressing parasites.

e Western blot (Figure 47 on page 63)

e Phenotype using SEM; those parasites that do not express kahrp display a knob-less phenotype [128]
(Figure 48 on page 63)

His work was directly adapted to design a system for conditional knockouts.

3.1.4 Utilizing CRISPR for conditional knockouts

Sebastian Nasamu used the linear vector system he developed as the platform for a conditional knockout
scheme. The native 5’UTR was chosen as the left homologous region, and the 3’ portion of the gene of
interest was chosen as the right homologous region. The rest of the gene of interest was recoded, and both a
TetR aptamer and HA tag were added, to provide conditional expression of the gene as well as the capability
to detect the protein using western blot. Another cassette was added, expressing a resistance marker, renilla
luciferase, and the TetR protein. Lox p sites were added to allow for excision by DiCre recombinase. gRNA
was added outside the homology region, with the proper T7 promoter and terminator to allow for expression
in the parasite. The system requires PCR of the two separate homology regions, and gblocks of both the
recoded gene and the gRNA that is part of the CRISPR/Cas9 system. It is modular and straightforward,
though sequencing through the native P. falciparum homology regions can sometimes be challenging (a

challenge not limited to this setup, to be sure).

60



ad T7p Terminator
SgRNA LH| T2a-RL |RH

g i pT7 RNAP-HR
pCas9-sgRNA-T (donor)

SpCas9bsd

T7 RNAP y gfp-nptll

_|:| (AT I[RH] | Native locus
Cas9-sgRNA-T-
mediated cut

L mnme—-
I_‘ pT7 RNAP-HR

|—|LH| T2a-RL |RH (donor)

|

Disrupted
-|:| |[LH| T2a-RL [RH| — locus

Figure 43: Figure 2A from [127]: one plasmid encodes the guide RNA for the Cas9 system (sgRNA) and
Cas9 itself; another plasmid contains T7 RNA polymerase and the donor sequence. When Cas9 cuts the
genome, the donor DNA is used to heal the double strand break, resulting in a disrupted locus. T2a-RL
stands for T2A tag-Renilla luciferase; in this system, the 2A tag interrupts the sequence of the target gene,
meaning that transcription of this gene produces a truncated target gene and renilla luciferase, by virtue of
the 2A tag’s ability to allow for polycistronic expression in eukaryotic transcripts [129].

Relative RL

sgRNA-T pUC19 kahrp

Figure 44: Figure 2B from [127]: detection of CRISPR/Cas9—mediated disruption of the P. falciparum kahrp
locus using renilla luciferase and southern blot. Renilla luciferase expression in a parasite population when
the kahrp locus is targeted by kahrp-sgRNA-T or the pUC19-sgRNA-T control in the presence of a suitable
donor plasmid shows the presence of renilla luciferase only when the kahrp locus is targeted.
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Figure 45: Figures 2C and 2G from [127]: detection of CRISPR/Cas9-mediated disruption of the P. falci-
parum kahrp locus using PCR to detect the edited locus. PCR primers (pl, p2, etc.) were used to specifically
detect homology-directed repair at a target cut site in the kahrp locus. Panel C shows the population, and
Panel G shows individual clones.
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Figure 46: Figure 2D from [127]: detection of CRISPR/Cas9-mediated disruption of the P. falciparum
kahrp locus using a southern blot. Parasite populations were obtained after transfection with the pUC19-
and kahrp-sgRNA-Ts. TrxR, thioredoxin reductase, was used as a positive control.
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Figure 47: Figures 2E and 2H from [127]: detection of CRISPR/Cas9-mediated disruption of the P. fal-
ciparum kahrp locus using a western blot. Parasite populations were obtained after transfection with the
pUC19- and kahrp-sgRNA-Ts. GAPDH is used as a positive control. Panel E shows the population, and
Panel H shows individual clones.
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Figure 48: Figure 2F from [127]: detection of CRISPR/Cas9-mediated disruption of the P. falciparum kahrp
locus using SEM imaging analysis of parasite populations obtained after transfection with a No sgRNA-T
control and kahrp-sgRNA-T, showing loss of knobs.
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Figure 49: Representation of genome, donor plasmid, edited locus upon transfection and recombination, and
final edited locus following DiCre recombinase activation.

First, in order to verify that the donor DNA would be a success, he co-transfected a plasmid expressing an
already-verified zinc-finger nuclease that targeted the CRT gene [130] with the plasmid encoding the donor
DNA to create a CRT conditional knockout. He has characterized both the conditional knockout for the

CRT gene as well as the choline kinase gene.

3.1.5 Toolkit for functional genetics in the parasite

Now that the technique had worked for two donor vectors, expanding the test to show conditional regulation
of five unrelated genes was undertaken. All five choices are considered potential drug targets. These targets
were also chosen for their presence in various cellular compartments and for their potential to thoroughly

test the success of the toolkit and bring to light potential improvements to make to the toolkit.

e Chloroquine Resistance Transporter (PfCRT; PF3D7 _0709000)

— Now that successful editing had been shown with the donor vector, attempting the same reaction
with the CRISPR/Cas9 system would show the repeatability using a much more customizable
and cheaper system.

e Choline Kinase (PfCK; PF3D7 1401800

— Successful genotyping and phenotyping of a choline kinase conditional knock out has been accom-
plished.
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e Thioredoxin Reductase (TrxR; PF3D7_0923800)

— There is evidence of essentiality in the parasite: the gene could only be knocked out if a comple-

mentary copy was being expressed on an episome [131].
e Glycogen synthase kinase 3 (GSK3; PF3D7_0312400)

— While GSK3 was originally listed under an umbrella of essential kinases that could be potential
drug targets [132, 133], the gene has been successfully knocked out in our lab, as well as in rodent

malaria parasite P. berghei [134].
e Hexose Transporter (PfHT; PF3D7_0204700)

— This gene was first examined by heterologous expression of mRNA in Xenopus eggs, and shown

to be a potential drug target [135].

— There is evidence of essentiality in the parasite: the gene could only be knocked out if a comple-

mentary copy was being expressed on an episome [136, 137].

Note that GSK3 in this grouping is serving as the single non-essential gene. Both hexose transporter and
chloroquine resistance transporter are involved with metabolite flux. Finally, choline kinase and thioredoxin
reductase are the targets in this set of five that will be the most challenging to knock down fully given the

fact that they are enzymes.

In addition to the gene targets, several parameters of the toolkit were tested:

e For GSK3, two separate gRNAs were used to target the Cas9 nuclease to the GSK3 gene. It is of
interest to learn more about the necessary components of the gRNA targeting sequence in the parasite.
While much is known about the robustness of this sequence in other systems [138], much remains

unknown in the parasite.

e Co-transfections of the donor plasmid and the CRISPR-expressing plasmid were split into two popula-
tions prior to drug selection and selected with either blasticidin (corresponding to the donor plasmid)
or both blasticidin and WR9920 (corresponding to the CRISPR~expressing plasmid).

65



Target: CRT
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Figure 50: PCR of the 5’ and 3’ regions of CRT populations compared to the population and NF54attb
negative control using P1 and P2 or P3 and P4, respectively.

3.2 Results

In order to define the status of the chosen targets as essential or not, first, strains were genotyped using PCR,
and sequencing of PCR reactions. Southern blots are still ongoing. Western blots were used to determine
levels of conditional protein expression. Next, the phenotype was assayed using growth assays, and in the
case of chloroquine resistance transporter and the already-made choline kinase strain, phenotypic tests using

drugs that target the genes of interest.

3.2.1 Chloroquine Resistance Transporter (CRT)

The chloroquine resistance transporter (CRT) had already been knocked out by labmate Sebastian Nasamu
using a zinc finger nuclease method, but attempting to knock out the same gene with the CRISPR/Cas9
system would provide more proof of the utility of the modular and comparably cheap system. This proof was
gained with positive genomic insertion as confirmed by PCR on both the 5’ and 3’ loci (Figure 50 on page
66). As such, the more rigorous genotyping and phenotyping was put on hold because the biological data
for this strain has already been acquired. However, the population of both BSD and BSD/WR parasites
has been frozen down. Sebastian Nasamu will also be including these strains in a southern blot for the
manuscript to show CRISPR-based editing.

3.2.2 Thioredoxin Reductase (TrxR)

Editing with PCR: Editing was first detected in the population using PCR, followed by detection of the
expected product in all six clones (Figure 51 on page 67, Figure 52 on page 68, and Figure 53 on page 68).

Southern blot and western blot analysis remain to be completed.
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Figure 51: PCR of the 5’ region of TrxR clones compared to the population and NF54attb negative control
using P1 and P2.

Growth assay: Several TrxR clones were tested for essentiality by a growth assay in several different experi-

ments, yet no growth phenotype was detected (Figure 54 on page 69, 55 on page 70).

3.2.3 Glycogen synthase kinase 3 (GSK3)

Editing with PCR: Editing was first detected in the population using PCR, followed by detection of the
expected product in all twelve clones (Figure 58 on page 73, Figure 59 on page 73, and Figure 60 on page
74).

The southern blot remains to be completed.

Western blot: GSK3 was detected using an anti-HA antibody, and seen to be inducible in clones A, B, and
C (Figure 61 on page 74).

Growth assay: Several GSK3 clones were tested for essentiality by a growth assay, yet no growth phenotype
was detected (Figure 62 on page 75 and Figure 63 on page 76).

3.2.4 Hexose Transporter (HT)

Editing with PCR: Editing was first detected in the population using PCR (Figure 64 on page 77, Figure 65
on page 77, and Figure 66 on page 78).

The southern blot remains to be completed.
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Figure 52: PCR of the 3’ region of TrxR clones compared to the population and NF54attb negative control
using P3 and P4.

Figure 53: PCR of the 3’ region of TrxR clones compared to the population and NF54attb negative control
using P3 aptamer and P4.
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Figure 54: Phenotypic growth assay of TrxR clones plus and minus aTc compared to the NF54attb control

(started on 2.15.15).
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Figure 55: Phenotypic growth assay of TrxR clones plus and minus aTc compared to the NF54atth control

(started on 3.1.15).
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Figure 56: Phenotypic growth assay of TrxR clones plus and minus aTc compared to the NF54atth control
(started on 3.9.15).

Western blot: HT was detected using an anti-HA antibody, and is inducible in clones A, B, C, and D (Figure
67 on page 78).

Growth assay: First, the HT population was tested for essentiality by a growth assay, and what resulted
was a severe growth phenotype (Figure 68 on page 79 and Figure 69 on page 79). Next, clones were tested
for essentiality by a growth assay, and all except one (Clone F) were found to also have a severe growth
phenotype (Figure 70 on page 80 and Figure 69 on page 79). Occasionally in this system, regulation is lost

either by an aptamer mutation or loss of the aptamer sequence.

3.2.5 Phenotypic Tests: Chloroquine Resistance Transporter and Choline Kinase

In order to determine whether a conditional knockout makes a parasite strain more sensitive to it’s related
drug, different clones of CRT and CK parasites were treated with and without aTc and with a panel of drug
concentrations. Two controls were used: NF54attb is a control strain with no modifications. Each strain
was also probed by the opposite strain’s drug, to examine if the knockdown of a gene, whether the target or
not, relates to a shift in IC50.

For both CRT and CK, there was a shift in the IC50 when the parasites were not exposed to aTc, but
this shift was also seen with those parasites conditional knock out strains treated with the opposite drug in
question (Figure 72 on page 82 and Figure 73 on page 83). In order to parse whether this effect is one due
to biology or simply due to the range of measured shifts in expansion, this experiment will be attempted on

a smaller scale testing parasitemia using a different method.
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Figure 57: Phenotypic growth assay of TrxR clones plus and minus aTc compared to the NF54attb control

(started on 3.17.15).
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Figure 58: PCR of the 5’ region of GKS3 clones compared to the population and NF54atth negative control
using P1 and P2.

Figure 59: PCR of the 3’ region of GSK3 clones compared to the population and NF54attb negative control
using P3 and P4.
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Figure 60: PCR of the 3’ region of GSK3 clones compared to the population and NF54attb negative control
using P3 aptamer and P4.

NF GSK3 Clone B NF GSK3 Clone C

NF GSK3 Clone A

GSK

GAPDH

Figure 61: Western blot of GSK3 clones treated with and without aTc, detected using an anti-HA antibody.
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Figure 62: Phenotypic growth assay of GSK3 clones plus and minus aTc compared to the NF54attb control
(started on 2.3.15).
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Figure 63: Phenotypic growth assay of GSK3 clones plus and minus aTc compared to the NF54attb control

(started on 2.15.15).
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Figure 64: PCR of the 5’ region of HT clones compared to the population and NF54attb negative control
using P1 and P2.

Figure 65: PCR of the 3’ region of HT clones compared to the population and NF54attb negative control
using P3 and P4.
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Figure 66: PCR of the 3’ region of HT clones compared to the population and NF54attb negative control
using P3 aptamer and P4.
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Figure 67: Western blot of HT clones treated with and without aTc, detected using an anti-HA antibody.
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Figure 68: Phenotypic growth assay of HT population plus and minus aTc compared to the NF54attb control
(started on 3.9.15).
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Figure 69: Phenotypic growth assay of HT population plus and minus aTc compared to the NF54attb control
(started on 3.17.15).
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Figure 70: Phenotypic growth assay of HT clones A, B, C and D plus and minus aTc compared to the

NF54attb control (started on 4.8.15).
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Figure 71: Phenotypic growth assay of HT clones E, F, and G plus and minus aTc compared to the NF54attb

control (started on 4.8.15).
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Figure 72: IC50 curves of chloroquine-challenged parasite strains +/- aTc (from experiment on 3.27.15).

82



Raw fluorescence values

Raw fluorescence values

NF54attb IC50 Curve - HDTAB - 3.27.15
3504

3001 I

NF54attb -aTc
2501 -=- NF54attbh +aTc

200 [

1501

100 T T 1
0.1 1 10 100

HDTAB (in pM)

CK1IC50 Curve - HDTAB - 3.27.15
4007

CK1-aTc

3001 - CK1 +aTc

200

100

0-
0.1 1 10 100

HDTAB (in pM)

Raw fluorescence values

CRT1 IC50 Curve - HDTAB - 3.27.15

400 1
CRT1 -aTc
300 1 - CRT1 +aTc
200 -
1001 =
0 - -y —n
0.1 1 10 100
HDTAB (in uM)
CK2 I1C50 Curve - HDTAB - 3.27.15
4004
" CK2 -aTc
E - CK2 +aTc
S 3001 |
[+5]
g =
g |
E 2001
[=]
3
[~=
Z 1001
o
0 T r .
0.1 1 10 100

HDTAB (in M)

Figure 73: IC50 curves of HDTAB-challenged parasite strains + /- aTc.
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3.3 Discussion

Three different genes were conditionally expressed using the TetR aptamer system in the 5’ of the gene.
Hexose transporter was shown to have a growth defect as expected for a putative essential gene. GSK3 was
not shown to have a growth defect, as expected for a known non-essential gene. TrxR did not display a
growth defect as expected, but the lack of sufficient knock down in protein production could very well be
the biological reason for this outcome. In order to ensure that the 5° aptamer portion of the toolkit is able
to successfully probe those genes that are unable to be targeted with either the 3’ or 5°/3” aptamer systems,

two things must happen:

e A small promoter library should be utilized to expand the range of expression of the gene of interest;
this is especially important to address the challenges faced when conditionally expressing enzymes like
TrxR and CK. Once made, these strains will conditionally express the gene of interest at different

strengths.

e The DiCre recombinase portion of the toolkit needs to be further troubleshooted and expanded to

allow for determination of essentiality in strains like TrxR.

Additionally, there continue to be remaining questions about the constraints of the CRISPR/Cas9 system

in the malaria parasite, and many will be answered as the number of targets attempted increases:

e Does the parasite have the ability to heal and accept donor DNA that is farther away from the cut

site? Could this possibly reduce design constraints?

e Are their certain guide RNAs that are unable to guide the Cas9 nuclease to the cut site due to parasite

epigenetics or shielding?

The future implications of the completion of this toolkit are many: once there is a method to knock down
all genes, it will be a simple matter of going through the above steps to learn more about the biology of the

many unknown genes in the parasite, and identifying potential drug targets.
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3.4 Methods

3.4.1 Materials

e Abcam
— Primary antibody (mouse, anti-GAPDH)
o Agilent
— Hemo KlenTaq polymerase
e Biodyne
— Nylon membrane (for southern blots)
e Biorad
— Laemmli Blue 2X
e Bulldog Bio
— 2 mm cuvette
e Cen-Med
— Glycerolyte-57
e EMD Millipore
— Secondary antibody (goat anti-mouse conjugated to HRP)
e Gibco Life Technologies

— Albumax II
— 1X PBS, pH 74

e Goldbio
— Gentamicin
e Life Technologies
— SYBR Green I stain
e New England Biolabs (NEB)

— Gibson master mix
— Restriction enzymes

— 2 log ladder
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— Protein Plus ladder
e Pierce

— myECL Imager
— North 2 South Imaging kit

Promega
— Firefly Luciferase Detection Kit
e Qiagen
— Qiamp DNA Blood Mini Kit
e Sigma

— Primary antibody (mouse; anti-HA tag)

— All remaining chemicals
e ThemoScientific

— Anhydrotetracycline hydrochloride (aTc)
— SuperSignal Femto West Kit

US Biological
— RPMI 1640 Medium

Wis-BioMed

— C-Chip Disposable Hemocytometer

3.4.2 Culturing Plasmodium falciparum

The 3D7 strain of P. falciparum was cultured in leukocyte-free human RBCs (stored in acid-citrate-dextrose
anticoagulant; from Research Blood Components, Brighton, MA) under an atmosphere of 5% Oz, 5% COx,
and 95% Ny at 2% hematocrit as previous described [115]. Parasites were synchronized weekly at a consistent

time with 5% sorbitol (w/v) as previously reported [116] to ensure appropriate parasite ages.

To transfect parasites, uninfected red blood cells were washed twice with Wash Media (RPMI media with
only RPMI and HEPES-KOH). A solution of 200 pL. wash media with 50 pg plasmid DNA was added to
200 pL packed uninfected red blood cells and electroporated using a 2 mm cuvette and an 8 pulse/365 volt
program. For co-transfections, 50 pg of each plasmid was used, and for transfecting more than one plasmid,
the mass was scaled to add up to 50 pg. Uninfected red blood cells were incubated at 37°C for 1 hour and
then washed twice with warm RPMI. Half was resuspended in 4 mL media in a 12 well plate. Next, 0.5 mL
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infected red blood cells taken directly from a 10 mL culture was added to the plate. Media was changed

daily, and drug selection was added on day four. Transfections were monitored using renilla luciferase.

When required, parasites were lysed with a solution of 0.5% saponin, and incubated on ice for 10 minutes.
The solution was centrifuged at 5000g for 5 minutes, and cells were washed several times with the saponin

solution to yield a clean pellet of parasites. Pellets were frozen -80°C for future analysis.

Transgenic parasites were frozen down using the glycerolyte method, as previously described [139]. Briefly,
250 uL of packed infected red blood cells at approximately 10% parasitemia during ring stage were aliquoted
into cryosafe tubes. Next, 85 pnL of glycerolyte was added slowly, and the solution was incubated at room
temperature for five minutes. Finally, 330 pL of glycerolyte was added slowly, and the aliquot was frozen at
-80°C.

To create isogenic strains, populations were cloned out on 96 well plates. Briefly, parasitemia was measured
by flow cytometry and hemocytometer. Cells were diluted to a concentration of 0.5 or 0.25 parasites per
well at 2% HCT, and 200 pL was aliquoted into each well of a 96 well plate. At this point, the media is
changed from the drug media to simply RPMI + aTc. Media was changed every third day, and cultures
were split on day nine. Starting on day 12, media was changed every other day, and clones were determined
by media color change. Clones were moved to a 12 well plate and brought up to a volume of 5 mL at 2%
HCT, with drug added. Those clones that do not survive past the re-introduction of drug selection likely
had an episomal population of the vector that was lost during the weeks on only RPMI + aTc media. Once
the clones are at a high parasitemia, they were re-analyzed for genomic locus editing by PCR, and frozen

using the glycerolyte method. Plates were discarded when 28 days old.

RPMI Media

RPMI 1640 Medium (10.4 g/TL)

Hypoxanthine (30 mg/L)
e 25 mM HEPES-KOH (7.0825 g HEPES/L)

e Gentamicin (50 mg/L)

Albumax II (5 g/L)

Sodium bicarbonate (2 g/L)

3.4.3 Flow cytometry to determine parasitemia of Plasmodium falciparum

An aliquot of 200 pL of parasites at 2% HCT were added to separate wells in a 96 well u-bottom plate
and stained with SYBR green 1 for 30 minutes in a 37°C incubator (0.2 pL per 1 mL RPMI). Parasites
were washed twice with PBS and subsequently measured for SYBR green 1 expression on a flow cytometer.

Uninfected red blood cells, both stained and unstained, were used for gating purposes.
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Figure 74: Representation of vectors and location of primers utilized for PCR and sequencing. The shared
primer P2 is located between the left homologous region and the non-native 3’ UTR for the resistance
cassette, and the shared primer P3 is in the HA tag Primers 3 and 4 are located in the genome just beyond
each homology region (in the non-recoded portion of the gene of interest).

F

3.4.4 Renilla luciferase assays to determine renilla luciferase expression

Every fourth day of a transfection, cultures were split 1:2; new blood was added to the culture maintained on
the plate, and the culture that was removed was aliquoted into individual eppendorfs, and pelleted at 300g
for three minutes. The supernatant was removed, and lysis buffer was applied. The solution was incubated
at room temperature for 10 minutes to lyse the cell membranes, vortexed, and the renilla luciferase substrate

was added in the dark. Individual renilla luciferase counts were determined using a luminometer.

3.4.5 Vector Design

Plasmids were designed by Sebastian Nasamu using the online application Benchling. Primers were ordered
from IDT and sequencing was done by Genewiz. In order to detect editing of the genomic locus, a set of
primers was designed. Each construct shared two primers, P2 and P3, and had two unique primers, P1 and
P4 (Table 1 on page 89). Primers P1 and P2 allowed for inspection of the 5’ insertion, and primers 3 and
4 allowed for inspection of the 3’ locus. These primers are specific for genomic editing, and no products
result from testing the original vector. After PCR products are run on a gel, they were gel-extracted and
the sequence analyzed by Genewiz. An addition version of P3 designated “P3 aptamer” to examine the 3’
locus was utilized to ensure the correct placement and sequencing of the 5" aptamer sequence (Figure 74 on

page 88).

3.4.6 Genomic DNA Extraction

In order to test populations or clones of parasites, gDNA was analyzed by PCR. During transfections,
the lysed parasites measured in luciferase assays were utilized as the raw material to be converted into
gDNA using the Qiagen Qiamp Blood Mini Kit. In those populations that were visible by Giemsa stain,
saponin-lysed parasites were resuspended in PBS and then processed in the same way using the Qiagen kit.
Traditional methods were utilized for PCR of genomic DNA.
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Primer Sequence (5’ to 37)

P2 cttcgeatctgggcagatgatgte
P3 agctacccatacgatgttccag
P3 aptamer

Chloroquine resistance transporter (CRT) - P1

gactttcgattgttcattctgtttattg

Chloroquine resistance transporter (CRT) - P4

agacaagaagtgaacaattggaaaaaggatacc

Thioredoxin reductase (TrxR) - P1

tattgaatggtaaggtttataatggaa

Thioredoxin reductase (TrxR) - P4

ctgggacattttcagectacgtctectacage

Glycogen synthase kinase 3 (GSK3) - P1

tataccatcatatttacaatatcgtgagtat

Glycogen synthase kinase 3 (GSK3) - P4

caaaagttgaacagctctggtage

Hexose transporter (HT) - P1

cataatttgcgtacatagtaacctcataaaaaac

Hexose transporter (HT) - P4

cataacaaacgttgctacaatggaaag

Table 1: Primer sequences to detect editing of the genomic locus.



3.4.7 Growth Assay

Parasites were treated as described in Table 2 on page 91 to determine if there was a phenotypic growth

phenotype with the removal of aTc (and hence, the removal of the expression of the gene of interest).

Fold expansion was calculated by dividing the final parasitemia as measured by flow by the starting para-
sitemia as measured by flow. An average was taken of the fold expansion in four replicate wells and this value
was denoted the average fold expansion for a given IDC. To analyze the growth phenotype, the cumulative
fold expansion was calculated by multiplying the values from the prior IDC. For example, if the average fold
expansion of IDC 1 was 4 and the average fold expansion of IDC 2 was 2, the cumulative fold expansion of
IDC 1 would be 4, and the cumulative fold expansion of IDC 2 would be 8. This allows for a clear separation

of growth phenotypes.

3.4.8 Western Blot

Parasites were split into flasks of parasites with and without aTc, and harvested by saponin lysis after 2-4
IDCs. They were frozen at -80 prior to use. Parasite pellets were lysed at a ratio of approximately 1-2
nL parasites to 30 pL 1X Laemmli solution (a mixture of 475 pL water, 475 pL. Laemmli Blue 2x and 50
nL beta-mercaptoethanol) and boiled at 95°C for five minutes. The lysates spun down briefly to pellet the
insoluble fraction and loaded into precast gels and run for approximately 40 minutes at 250 volts in a 1X
SDS buffer. After separation by SDS-PAGE, gels were transferred to a PVDF membrane using an overnight
wet transfer at 25 volts. Blots were blocked with 5% milk in TBST for three hours, followed by a three hour
incubation with the primary antibody in 1% milk in TBST. Blots were washed three times with TBST and
then incubated with a horseradish peroxidase-coupled secondary antibody for one hour. Blots were washed
three times with TBST, and incubated with a 1:1 solution of SuperSignal West Femto substrate before image

capture using a myECL Imager.

3.4.9 Southern Blot

The schematics of genomic and edited loci are provided for TrxR as an example (Figure 75 on page 92).
Though not completed for this document, it is representative of the procedure with which to determine

genomic locus editing.

The probe was amplified from genomic DNA using PCR and run on a gel to ensure size fidelity (Table 3 on
page 93). The probe was gel extracted and biotinylated. Briefly, a solution of with a probe concentration
of 100 ng was diluted into a total volume of 24 pL in a PCR tube. Next, a 10 nL. volume of random
heptamers was added, and the solution incubated at 99°C for five minutes. The PCR tube was flash frozen
in liquid nitrogen for five minutes, and then thawed to 4°C. A mixture with dNTPs containing biotin-11-
dUTP is added, as well as reaction buffer and Klenow. The reaction was incubated for one hour at 37°C,

and inactivated using EDTA. Probe was stored at -20°C when not in use.

Equal amounts of genomic DNA from the NF54attb control, the population samples, or individual clones

was digested overnight with the appropriate enzymes and run out on a non-EtBr 1% agarose gel. The DNA
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Agel Aatll

Genomic locus _I— LHR | Gene of Interest | RHR :

Probe

Size of genomic locus: 2438 bp

Agel Aatll
Edited locus —I— LHR = Regulatory Machinery M= Gene of Interest | RHR —l—
Probe

Size of edited locus: 7029 bp

Figure 75: Schematic of genomic locus and edited locus for southern blot detection of thioredoxin reductase
(TrxR). Present is the probe location in the right homologous region (the 3’ part of the gene) and restriction
sites for digestion. If the population of expressing plasmid is episomal, the size that will be seen on the blot
is 14.6 kb.

was transferred to a Biodyne Plus positively charged membrane using a downward transfer capillary stack
for two hours. The blot was neutralized and UV-fixed by a Stratalinker at 1200 joules. At this point, the

blot could be stored indefinitely at room temperature in the dark.

To prepare the blot for hybridization, it was curled into a hybridization tube (DNA side facing in) and
incubated for two hours in a hybridization oven at 55°C. Meanwhile, 10 pL biotinylated probe was mixed
with 190 pL 10 mM EDTA and heated at 99°C for five minutes, and cooled to 4°C. The probe was pipetted
into the hybridization solution and hybridized overnight in the hybridization oven at 55°C.

The next day, the hybridization buffer was carefully decanted and the blot was washed and prepared for
imaging using the Pierce North 2 South kit. Image capture was performed using a myECL imager.

3.4.10 Phenotypic Test: IC50 Curves

Isogenic strains of the conditional knockouts for chloroquine resistance transporter and choline kinase were
tested for their ability to withstand drug killing by their respective drugs in the presence or absence of aTC
(and therefore their protein target). Chloroquine was tested against the chloroquine resistance transporter
conditional knockouts, with one of the CK clones and NF54attb as controls. HDTAB was tested against the
choline kinase knockouts, with one of the CRT clones and NF54attb as controls.

On day one, cultures were split into a plus aTc and minus aTc condition at between 5-10% parasitemia.

Media was changed as normal for one IDC in order to provide a starting point without the expression of
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Primer Sequence (5’ to 3’)

Thioredoxin reductase (TrxR) - 5’ aagaaattagttacaactgtacaatctcacatacgttcat

Thioredoxin reductase (TrxR) - 3’ cttegetgatgagtttetgttgegeecgggacaatcaatgtetecttttetteccaatage

Glycogen synthase kinase 3 (GSK3) - 5’ ccaattttttcgggacagtcaagtgtggatcagetagtta

Glycogen synthase kinase 3 (GSK3) - 3’ ctgatgagtttctgttgegeccgggacaaatgeatggatctegtagttcatcaaaaaagg

Hexose transporter (HT) - 5’ ggcttatgtttttatttecttetgtcatatcattaatagg

Hexose transporter (HT) - 3’ getgatgagtttetgttgegeecgggacaataaataageaactaaaactectacacatee

Table 3: Primer sequences for southern probes.

the gene of interest. On day three, parasites were synchronized and then measured using flow cytometry.
The parasites were diluted to 2% parasitemia at 1% HCT. Stocks of gene of interest inhibitors were made:
chloroquine at 2.56 mM (0.0132 g/10 mL RPMI) and gexadecyltrimethylammonium bromide (HDTAB) at
256 mM (0.933 g/10 mL DMSO). The highest concentrations on the plate, 2.56 pM for chloroquine, and 256
pM for HDTAB, was made by a 1:1000 dilution of the stock into RPMI. A 96 well plate was set up with 100
pL RPMI in all columns but the first column, in which 200 uL of the diluted drug solution was aliquoted,
and the last column, to which 200 ul RPMI alone was added (drug concentration of zero). A 1:2 dilution
series was accomplished by taking 100 pL from column A and adding it to column B. 100 pL. was then taken
from column B and aliquoted into column C, and so on. Next, 100 pL of the 2% parasitemia at 2% HCT
was added to each well on the plate. This results in a final pyrimethamine series from 0 to 125 uM, and a
parasite concentration of 1% at 0.5% HCT, a known concentration that allows untreated parasites to thrive
through the end of the current IDC and one additional IDC. Plates were put back into the incubator and
left undisturbed. On day six, 50 pL of resuspended parasites were aliquoted onto a black plate, and were
lysed with 50 pL parasite lysis buffer (20 mM Tris at pH 7.5, 5 mM EDTA, 0.008% saponin, and 0.08%
Triton-X 100) that also contained SYBR green 1. Parasites were allowed to lyse overnight in the dark, and

SYBR was measured the next day with an excitation value of 485 nm and an emission value of 530 nm.
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4 Creation of a mutator strain to study drug resistance in Plas-

modium falciparum

4.1 Introduction

Drug resistant malaria has arisen against every antimalarial employed against the disease [14]. Learning more
about resistance is given top priority by the World Health Organization. Determining resistance potential
of new drugs and drug combinations before they are released into clinical use is desirable, and once there is
a method to test resistance potential, it can be an important component of the drug development process.

However, studying drug resistance in the laboratory is hampered by many factors [15].

First, while there have been drug resistant strains selected in vitro for almost 40 years, the process remains
time-consuming and unpredictable. Artemisinin is currently the first choice for treatment, and is now used in
the form of artemisinin-combination therapy, since parasites resistant to artemisinin are now commonplace.
Yet, until 2014, artemisinin-resistant parasites had not been created in wvitro. Indeed, in 2012, a review of

the molecular markers of resistant malaria began their section of artemisinin with the sentence:

The search for molecular markers for artemisinin resistance via a genetic approach of selecting
for resistance and identifying mutations that might be causal for resistance has been severely

hampered by the difficulties in selecting stably resistant lines in vitro [140].

There is a very telling sentence in that particular manuscript that perfectly summarizes the time-consuming

nature of selecting drug resistant parasites in vitro:

The artemisinin-resistant F32-ART5 parasite line was selected by culturing the artemisinin-

sensitive F32-Tanzania clone under a dose-escalating regimen of artemisinin for 5 years [141].

Second, connecting a phenotype to a genotype is particularly challenging, meaning that while chloroquine
resistance was first identified in the field in 1965, connecting the resistance phenotype to mutations in PfCRT,
the chloroquine resistance transporter, took much longer, and the mechanism of resistance is still not well
understood [142].

Third, choosing a strain with which to attempt to induce drug resistance is challenging. It is difficult to
recreate the genetically diverse population of parasites found in the wild in a laboratory setting. Utilizing a
single isogenic strain, whether it is a recent isolate from the field or one that has been passaged many times
in vitro, cannot capture the great variety of parasites intermixing in both the mosquito vector and the human
host. While patient isolates have been used successfully, these strains are not isogenic or well-characterized.
Indeed, these isolates are often possess more than one parasite strain, and as such, it is more difficult to

accurately judge and characterize drug susceptibility prior to inducing drug resistance [140].

Laboratory strains that have been passaged for long lengths of time are often better understood, yet their
capacity to produce mutants successfully in vitro is unreliable. Strains that are classified as having “acceler-

ated resistance to multiple drug strains” (AMRDs) have been used to assess the development of resistance
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to new antimalarials, yet these are still time-consuming experiments that do not necessarily offer a complete
assessment of the likelihood of a drug’s resistance potential once it is used in the field [143]. For example,
the HB3 parasite strain is susceptible to all antimalarials except pyrimethamine, and when on chloroquine
pressure for 30 months, the resulting strains were only slightly more resistant than the wild type strain [144].
Yet, high mefloquine pressure on the W2 strain, a parasite line resistant to many antimalarials including
a low concentration of mefloquine, resulted in no parasites capable of withstanding the higher mefloquine
concentration [145, 146].

It takes 10 to 20 years to develop a new drug for the treatment of malaria, and unfortunately, the development
of drug resistance against newer drugs like atovaquone is happening on a time scale of 1 year, in contrast to
the 15 years it took for parasites to become resistant to chloroquine [147]. Ultimately, the combination of
the time it takes to develop a new antimalarial and the time with which resistant parasites are found has
created an untenable environment within which to fight the disease. Truly, it is essential to remember that
the cost of antimalarial resistance is very high. The development of drug resistance does not just affect the
individual patient’s ability to respond to treatment. It fundamentally shifts the population of parasites in
the field, the spread of which increases the burden of disease in many ways, as well-displayed by the World
Health Organization’s Global Report on Antimalarial Drug Efficacy and Drug Resistance [148] (Figure 76

on page 96). More must be done to mitigate these effects.

4.1.1 Creating Drug Resistant Strains in the Laboratory

The first drug resistant strain created in vitro was reported in 1978. Nguyen-Dinh et al slowly increased the
concentration of chloroquine over a period of time to yield mutants that were able to tolerate three times
the normally lethal concentration [159]. Thus began the challenge to create and characterize drug resistant
lines to both learn about drug resistance mechanisms, both before and after anti-malarials are released for
clinical use. Nzila et al reviewed the literature on creating drug resistant mutants in vitro in 2010, and their
summary is listed and expanded in Table 4 on page 97 and Table 5 on page 98 to include references through
2015 [15].

With such challenges present and such a wide variety of methodologies with inconsistent results, it is worth-

while to consider other tactics in creating drug resistant mutants.

4.1.2 DNA Repair Mutant Parasite Strains

The development of drug resistance is caused by genomic instability, to which there are many contributing fac-
tors: the fidelity of replication and DNA repair, cell cycle genes, ubiquination, nucleus architecture, chromatin
dynamics, presence or absence of certain inorganic nutrients (enzyme co-factors), and hypoxia/oxidative
stress. While it is known that in P. falciparum, clindamycin-resistant mutants possess subtelomeric instabil-
ity [176], the main focus of research in development of drug resistance and genomic instability in the parasite
has been related to DNA repair.

In other organisms, from bacteria [177] to other parasites [178] to human cancer cells [179], defects in DNA
repair are linked to increased mutation rates. In particular, one mouse study has shown that interfering with

DNA repair creates parasites with a high mutation rate:
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BOX 2. EFFECTS OF ANTIMALARIAL DRUG RESISTANCE ON GLOBAL MALARIA CONTROL

° The appearance of chloroguine resistance in Africa led to an increase in hospital
admissions (Zucker et al., 1996).

. Increasing mortality trends were found at community level (Trape et al., 1998;
Korenromp et al., 2003).

. Ineffective treatment causes anaemia and low birth weight (Bjérkman, 2002) and

Disease burden renders the health of children and adults infected with P falciparum or F vivax

more fragile (Tjitra et al., 2008).

° Resistance to antimalarial drugs was implicated, at least partially, in malaria
epidemics (Warsame et al., 1990).

. Resistance to antimalarial drugs is associated with increased transmission (Price
& Nosten, 2001).

. Resistance to antimalarial drugs has increased the global cost of controlling the
disease, including the cost of new drug development (Phillips & Phillips-Howard,
1996).
Economic cost . Therapeutic failure requires consultation at a health facility for further diagnosis
and treatment, resulting in loss of working days for adults, absence from
school for children and increased cost to the health system (Talisuna, Bloland &
D’Alessandro, 2004).

Changes to
distribution of
malaria species

*  The proportion of P falciparum malaria has changed, such as an increase with
respect to P vivax (Dash et al., 2008).

. Ineffective treatment in the public sector due to resistance could lead to greater

A.° cess t°. reliance of patients on the unregulated private sector, which in turn could
high-quality . : . .
treatment increase the use of monotherapies or substandard and counterfeit medicines and

increase the risk for drug resistance.

Figure 76: Taken directly from the World Health Organization’s Global Report on Antimalarial Drug Efficacy
and Drug Resistance[148]. Those papers cited in the chart are cited in the bibliography [149, 150, 151, 152,
153, 154, 155, 156, 157, 158].

96



‘peAouIal ST 9Inssold STIP o1} WS M 9OUR)SISAI UTRISI SOINGND 91} JRI[} SUII) Y} 0 SIDJOI
Aymiqe)g - (eanssead Snip oy roud urenys yuared o1y Jo 0GDT 93 0 oul] oyisered Pajoe[es oY) JO (GD] oY} JO OIIRI OY)) XOPUI dOURISISAI o) ST T "GT(0T
Y3N0I) seousIajel opn[dUl 0} papurdxe PUR PISIASI SeM OIJIA UT SUTRIIS JURISISOT SUIPRald YIom Sulzirewrums [GT] ‘Te 90 ®[IZN WOIJ o[qe) 9], :F o[qR],

QUIXOPRJ[NS
[29T1] - SYJUOW g (Nu €) og pue surwreyjewriAd ‘oumboiory)) M auonberoyy
[L91] - SYJUOW g - [twenSo[o4o pue sumboloy) DI 99€310I0-0ION[-G
SUIXOPRJ[NS
[29T1] - Syjuom g (INu Z) 001 pue surwreyjewtiAd ‘oumboiory) M 99€3010-0I0N[-G
[991] - syjuomt ), (Nu g1) — [twenSo[o4s pue sumboloy) eI QUITRYJOWLIA J
SUIXOPRJ[NS
[oT] — syjuout g (Nu 2'2) 6 pue surwreyjewriAd ‘eumboiory) 19’ LJIa
[g91] sqjuout g spuowt 9 (INU 22-9'9) €€ oumboIoy) 96'6.L LiH
(T /3u aumbopew pur ‘uUIxopejmns
[siai] - syjuowr QT 2°ST) 20T ‘oururejeowitiAd ‘eumnboio[y) JowIg A\ aurnboyeA
(u/8u aumbopgew pue ‘OUIXOPRJNS
l9¥1] - - 88'8¢) TV'1 ‘oururerjowtidd ‘sumborory) Jomg M\ oumbogP
(T /8u QUIXOpEJNS
l9v1] - - ¥'22) L0V pue ourmrerjowiadd ‘oumbooryy D] oumbojIY
QUIXOPRJ[NS
[79T1] SYJUOW g SYIUOW F°'Z¢, (Nu ¢'F) 9F pue surwreyjewriAd ‘oumboiory)) M aumbojPN
(/3
[€9T1] syjuou 9 - C1-6%) 70 aumboiory) dure) aumbojay
SUIXOPRJ[NS
[e9T] — - (1/81 ¢¢) ve pue surwreyjewtiAd ‘oumboiory)) g aumbojpeN
[c91] - syuowr ¢ (7/10tu 8) 91 aumbozory) MOd aumbog[aIy
[191] - syjuou g (INu Lg) 21 aumboio[y) 10/901 aumboo[y)
lal - sqyuowt 0g  (Tr/Su 8g) F9°T QU)o LIL ] H9H sumboIory)
[0971] qjuow | - (Tu/3u €8) ¥¢°C aumboioy) 80V oumbouio[y)
[6ST] yyuouwr | syjuom - [twenSo[o4d pue sumboloy) eI aumbouio[y)
90UR)SISIY]
199[9G
09 poxmboy Suryso], 03 IoLg
9OUDIOFY] £1iqess ouILT, (0sD1) ™ urer}q Jo o[JoIJ 9our)sIsey Sni(y ureIq Sniq

97



‘poAouIal ST 9Inssold SIP o1} UM 9OUR)SISOI UTRISI SOINGND O} JRI[} SUII) Y} 0 SISJOI
Anmqe)g - (ernssead Snip oy roud urenys juared o1 Jo 0GDT 93 0 oul] oyisered Pajoe[es 1) JO (GD] oY} JO OIIRI dY)) XOPUI dOUR)SISAI O} ST T "GT0T
Y3noI1) seousIafel opn[dul 0} papurdxe PUR PISIASI SeM OIJIA UT SUTRIIS JURISISOT SUljeald YIom Julzirewrwms [G] ‘Te 90 ®[IZN WOIJ o[qe) oY ], :G o[qR],

aurumb pue surxopejns

[GLT] — SyooMm 9 (INU 0022) 8 ‘oururejowtiAd ‘eumboio[y) 7pa UIDAWOPIWSO,]
[pL1] - SYjuo Qg (INu p¢) 8°¢ auou 9a proR SNy
[7L1] - Syuow 87 (INu Lgg) 0°¢ - GECOT6INL proe dIuIPIy
QuIXopeRJNs

[vL1] - syyuou gz, (Nu g¢g) g¢  pue durmreyjowrtidd ‘sumborofy) M proe OIuIElIy

(sAesse TeAlAIns

o8e)s Sutl pasn)

Jjuswiadnseaur se
[T¥1] - stead g posn jou ()¢DI - ced UTHISTUOLTY

Toded

po31o ur senyea

JO 1SI[ OAISUDIXO

99s ‘uorjeinur auruinb

uo Surpuadop pue surxopejns ‘surmreyjowLiAd
leLT] - siep 001-0€ potrep ‘ournbozory) / suou cpa/Las s1onquul HAOHId
[cL1] SooM syyuow 91 (T z€) 06T oumbozory) STA QULIjUEJOUIN ]
[1L1] - styuou L() (Nu 8gg) ¢'21  oPurureyjowiAd pue sumborofy) 8DL U AWOIYIZY

ourumb pue surxopejns
[121] - STHUOT /() (N 721) €61 ‘oururerjoutidd ‘oumbororyp radel UDAWOIY1ZY
l0LT] - SYIUOW Fg (N ¢g) 01 [twengop4> pue surmboro[y) eand 68-N
aurumb pue surxopejms
[691] - syjuout 99°g (U 01) 21 ‘ourureyjoutiAd ‘sumbozofyy cba 168888¢-SINE
QUIXOpRJNS
[89T1] syyuowr ¢ > — (INu 9°€T) L€8 pue surwreyjewriAd ‘oumboiory)) 19 auonberoyy
QOURYSISOY
109798
09 poxmboy gurysa], 03 IoLg
QOUDIOJY AIqess ouILT, (0gDI) ™M urer}§ Jo 9[JoIJ 9ourySIsoy Sni(] urerqg snig

98



e Honma et al found that the rodent malaria parasite P. berghei expressing a defective DNA polymerase
8 had defective proofreading 3’ to 5’ exonuclease activity and had an 85 fold higher mutation rate in

comparison to parasites expressing a wild type polymerase when parasites were passaged in mice [180].

4.1.3 Antimalarial Resistant Strains Developing from DNA Repair Mutant Parasite Strains

Bacterial strains with defects in DNA repair are classified as mutators, and they have been found to increase
the frequency of drug resistance by up to 1000 times the frequency with which it would occur in non-mutator
cells [177]. In the field of antibiotics, hypermutators have been used to assist in the characterization of new

potential drugs and the development of drug resistance [181, 182, 183].

Importantly, development of drug resistance has been linked to parasite strains that are DNA repair mutants:

e Castellini et al investigated the characteristics of several accelerated resistance to multiple drugs
(ARMD) strains of P. falciparum and found that some have defective DNA mismatch repair, while

several non-ARMD strains were proficient in DNA mismatch repair [184].

e Bethke et al found that P. berghei parasites passaged in mosquitoes with a disrupted PbMSHR2-2
locus had an elevated frequency of resistance after drug pressure was applied compared to a wild type
control, though their particular studies did not show any increase in the development of drug resistance

when the parasites were passaged in mice alone [185].

e Trotta et al found that two strains with known drug resistance profiles had much lower rates of DNA
repair when irradiated with UV light (D6 is resistant to mefloquine and W2 is an ARMD strain) [186].

Thus, one particular strategy that could overcome the limitations of isolated strains is to develop a DNA
repair mutant in the parasite, and examine the resulting strain for a mutator phenotype. Indeed, this was
one of the recommendations of Nzila et al [15]: create a DNA repair mutant strain to be the basis for testing

drug resistance.

4.1.4 Potential Target: Uracil DNA Glycosylase

Plasmodium falciparum lysates were tested for their ability to remove uracil from DNA, and were found to
be positive for uracil DNA glycosylase activity [187]. Additionally, malaria parasite relatives trypanosomes
that have uracil DNA glycosylase knocked out present a mutator phenotype [178]. There is redundancy in

DNA repair enzymes, so it is unlikely that UDG is an essential gene.

However, several attempts to knock out the endogenous uracil DNA glycosylase failed, as did an attempt
with the CRISPR/Cas9 system developed by Jeffrey Wagner (note: this attempt was made as a traditional
knockout, not as a conditional knockout). In additional, recently published evidence suggests that the
Plasmodium falciparum uracil DNA glycosylase could be essential [188]. This data is not direct and conclusive
evidence that the gene is essential, but the fact that a chemical compound inhibits endogenous uracil DNA
glycosylase activity in lysates as well as inhibits parasite growth could mean that knocking out this gene will

be difficult, as we saw.
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4.1.5 Potential Mutator Strain Technique: Expression of a Gain of Function DNA Repair
Mutant

Another common way to create a DNA repair mutant is by expressing a gain of function mutant to disrupt
the careful balance of DNA repair pathways [189]. In particular, several DNA glycosylase mutants have been
developed, and their ability to remove other bases from the genome is well-documented in yeast [190, 191].
Expressing this particular gene in the parasite could create a well-defined strain upon which to test drugs for
their mutator potential. Even better, this gene could be conditionally expressed or under several different
promoters to change the mutator characteristics to offer up a test set for new drugs with a titrated mutator

capability.
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Recombinant UDG Firefly-expressing parasites CDG-expressing parasites

Figure 77: The primary antibody for this western blot is from Abcam and recognizes a motif from uracil DNA
glycosylase, a motif shared by cytosine DNA glycosylase. Lane 1 was loaded with recombinant human UDG
from New England Biolabs (size: 25.7 KDa). Lane 2 was loaded with firefly luciferase-expressing parasites.
Lane 3 was loaded with cytosine DNA glycosylase-expressing parasites. Cytosine DNA glycosylase is 25.8
KDa. The putative Plasmodium falciparum uracil DNA glycosylase (UDG) is 37.46 KDa.

4.2 Results

4.2.1 Successful Expression of Cytosine DNA Glycosylase (CDG) in Plasmodium falciparum

Parasites were transfected with the circular plasmid encoding the gene for cytosine DNA glycosylase (CDG).
Once parasites recovered, a population was brought up and tested for expression of the gene using a western
blot (Figure 77 on page 101). The gain of function mutant CDG was detected using an antibody originally
designed for an epitope of uracil DNA glycosylase.

In order to gauge functionality of the expressed CDG, a TUNEL assay was attempted to detect abasic sites,
with and a preliminary result showed that CDG-expressing parasites had an increased number of abasic
sites (data not shown). However, later assays proved to have unreliable results with control cells, making it
difficult to make strong conclusions about the data. Before functionality of the enzyme can be concluded,

this assay will require further troubleshooting.

4.2.2 Experimental design: efficiently define mutator phenotype characteristics

There are many methods to characterize and define the mutator status of a given population of interest.
These include health assays [192, 193], gene reversion tests [194] and probing the population with selected
mutagens [195, 196, 197]. As this strain is being designed for use with anti-malarials, utilizing these drugs

for the initial test is appropriate.
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There are several variables to keep in mind when choosing an anti-malarial. First, the drug must be accessible,

both in terms of cost and procurement.

Second, it must have already been used to successfully make a resistant strain in the laboratory. While one
potential end use of this mutator strain is to address the challenges of drugs where mutants have not been

made in the laboratory, a proof of concept with an already-studied drug is prudent.

In this case, pyrimethamine was an obvious choice. It is well-studied, inexpensive, and easy to buy [166, 15].
Furthermore, when the most commonly cited mutations are examined, one stands out as resulting from a
mutation from a GCA codon (alanine) to a GTA codon (valine), consistent with the mechanism of action of

cytosine DNA glycosylase [191].

Third, the drug concentration must be chosen. The ideal drug concentration is one that kills all of the
parental strain yet allows resistant parasites present in the population to thrive (Figure 78 on page 103).
This range is difficult to determine without empirical evidence, since the particular IC50 of the resistant
line that will be created is unknown at the start of the experiment. Notably, not all parasites that are
resistant to the same drug have the same mechanism of action, meaning the IC50 of these strains can vary
significantly [145, 146, 198]. Drug resistant lines have been created by application of a great variety of drug
concentrations, but for the purposes of this experiment, exceeding the IC100 value should allow for isolation
of resistant parasites in a shorter time frame. Additionally, drug resistant parasites have been created in
vitro using sub-lethal doses and a step-up method that slowly increases the drug concentration over time
[15].

Fourth, the application style must be decided. There are many options, and no true gold standard exists.
Instead, there is a varied set of protocols that have allowed for the creation of drug resistant lines in vitro in
the past [199]. An experiment that makes use of an initial bolus of drug followed by removing said drug can
be effective, but there can be non-resistant escapes using this method, especially given the fact that different
drugs affect the parasite at different stages in the life cycle. These can be avoided by designing an assay
that relies on drug cycling: essentially, you add an initial amount of drug, remove it, and then at designated
intervals, add the drug back in to ensure all the present parasites in the population are resistant. However,
the most rigorous method for creating drug resistant parasites requires a constant administration of a drug.
Again, the concentration of drug administered is crucial here: if the concentration is too low, non-resistant

parasites will persist. If the concentration is too high, even resistant parasites will all be killed.

Finally, a means to assess the mutator status must be determined. In all cases, the response of a putative
mutator strain is compared to a non-mutator strain. Deep sequencing to search for mutations would be
ideal, but it is expensive and time-consuming. More targeted sequencing of a few select genes can also be
useful, and the Plasmodium falciparum gene dihydrofolate reductase (DHFR) is standard choice in the field.
A standard methodology in other organisms is a reversion test [194]. However, this option is less feasible

since creating a transgenic strain of Plasmodium falciparum can be an incredibly time intensive task. [200].

One way to assess mutator strains is to make two flasks of parasites: one control, one putative mutator.
In this case, it would be firefly luciferase-expressing parasites as the control strain, and cytosine DNA
glycosylase-expressing parasites as the putative mutator strain. The strains are both treated with the same

concentration of a different drug, and the time that it takes to develop resistant parasites is a numerical
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Ideal Drug Concentration
1. Kills 100% of the parental strain
2. Allows the resistant parasites present in the population to thrive

100 = Parental line
Resistant line
© (from literature)
E
S
@ |
o
|
|
10 ' =
e i
O IC50 value - sensitive [drug]
IC50 value - resistant IC90 value - sensitive

Figure 78: Determining the appropriate drug concentration for application requires knowledge of the IC50
of the parental line as well as resistant lines from the literature.
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resistant quickly

Figure 79: Assessing mutator strains with two separate flasks of parasites, one control (Fluc-only) and one
putative mutator (CDG-only). In this hypothetical instance, the Fluc-only strain never recovers, while the
CDGe-only strain becomes resistant. Another possible scenario could be the recovery of the Fluc-only strain,
but in a longer time frame.

yet ultimately qualitative measurement of mutator status (Figure 79 on page 104). Of note: this type of
experiment does not account for small variations in the individual culture flasks. Things like absolutely
hematocrit (the percentage of red blood cells) and mixing of the cells to expose them to drug can be
attempted to be controlled, but the only way to ensure that an experimental set is treated exactly the same

is to have the strains together in the same flask.

This would result in a competition assay: essentially, the mutator strain would directly compete against the
control strain under drug pressure in the same flask. Therefore, the dynamics of the population as it shifts
over time could be utilized as a more quantitative and precise assessment of mutator status. A panel of
different starting concentrations of parasite strains could also be used to further define the characteristics of

the putative mutator strain (Figure 80 on page 105).

The last component of experiment is ensuring that the population dynamics are measurable. In this case, the
control strain expresses firefly luciferase, an enzyme with an easily-measurable output using a commercially
available kit-based luminometer assay. Before continuing with the experiment, the raw data for firefly

luciferase must be measured and correlated to absolute parasitemia counts, as measured by flow cytometry.

4.2.3 Correlating Firefly Luciferase Results to Parasitemia

In order to properly and efficiently measure the percentage of a given population that expresses firefly
luciferase, a dilution series of firefly luciferase-expressing parasites was made and measured both on the flow
cytometer using SYBR-green staining and a firefly luciferase detection kit (Figure 81 on page 105). This
provided an equation by which to estimate the number of parasites that match up with a given raw value of

luciferase.

Next, mixtures of firefly luciferase-expressing and CDG-expressing parasites were measured for firefly lu-

ciferase activity and their parasitemia was measured using flow cytometry. At this point, the parasitemia
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Figure 80: Assessing mutator strains with flasks of mixed populations. Strains are mixed in known concen-
trations as determined by flow cytometry, and then drug is added. With this setup, the dynamics in the
population serve as a more quantitative readout in defining mutator status.
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of firefly-expressing parasites in the mixture was back-calculated based on the calibration curve (Figure 81
on page 105) and compared to the actual parasitemia of firefly luciferase-expressing parasites (Figure 82 on
page 107).

The success of this test means that the percentage of a mixed population that expresses firefly luciferase can

be tracked over time and used to determine the population dynamics of a strain.

4.2.4 Determining IC50 Value of Pyrimethamine

The IC50 value of pyrimethamine is known for pyrimethamine-sensitive strains in the literature, yet, con-
firming the drug’s capability to kill the strains in this experiment and confirming the IC50 is important
before proceeding with the initial drug challenge experiment. When parasites were treated with different
concentrations of pyrimethamine, the IC50 fell into the expected range, approximately 20-30 nM (Figure 83
on page 108).

4.2.5 Initial Pyrimethamine Challenge

The drug challenge assay designed above was implemented.

Drug of choice: pyrimethamine

e Drug concentration: 320 nM (10-16X IC50 value of 20 nM)

Drug application: consistent

e Measuring mutator status: competition assay with firefly luciferase as readout to determine population

dynamics

Parasites were kept on pyrimethamine for 12 weeks, and checked via smear every four days for emergence of

resistant parasites. However, none were observed.

4.2.6 Designing a Second Drug Challenge

As no resistant parasites came up after the initial pyrimethamine challenge, changing the pyrimethamine

concentration from 100 to 300 nM pyrimethamine could potentially yield resistant parasites.

Another option is to look into alternative drug options. A much larger panel of anti-malarials was interrogated
to see if the common mutations that led to drug resistance could have been caused by the removal of a native
cytosine. Certainly, these are not the only possible mutations that could arise, but as a starting point, it is

reasonable to first interrogate those drugs whose mutations match the mechanism of action.

106



Comparison of Parasitemia Measured by Flow Cytometry to
Parasitemia Predicted by Firefly Luciferase Calibration Curve
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Figure 82: The predicted parasitemia of firefly-expressing parasites compared to the actual parasitemia in a
mixed population. When analyzed by an unpaired T test, the P value is 0.913.
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Common mutations that lead to drug resistance

e Mupirocin [201]

— Gene target is apicoplast isoleucyl-tRNA synthetase (on the apicoplast chromosome)

— Base pair 4034 is changed from cytosine to thymine (amino acid 1233 is changed from proline to

serine)
e Thiaisoleucine [201]

— Gene target is cytoplasmic isoleucyl-tRNA synthetase

— Base pair 2430 is changed from adenine to thymine (amino acid 810 is changed from leucine to

phenylalanine)
e Atovaquone (in Plasmodium yoelii, a rodent malaria parasite) [202]

— Gene target is mitochondrial cytochrome b

— Three lines have two separate concurrent changes: base pair 811 is changed from thymine to
guanine (amino acid 271 is changed from leucine to valine) and base pair 815 is changed from

alanine to guanine (amino acid 272 is changed from lysine to arginine)

— Three lines have one mutation: base pair 774 is changed from adenine to guanine (amino acid 258

is changed from isoleucine to methionine)

— Two lines have one mutation: base pair 803 is changed from adenine to guanine (amino acid 268

is changed from tyrosine to cysteine)

— One line has one mutation: base pair 799 is changed from thymine to adenine (amino acid 267 is
changed from threonine to isoleucine)

e Azithromycin [171]

— Gene target is apicoplast encoded P. falciparum ribosomal protein L4 (PfRpl4)
— Base pair 227 is changed from guanine to thymine (amino acid 76 is changed from glycine to
valine)

e Chloroquine [161, 140, 203]

— Gene target is P. falciparum chloroquine resistance transporter (PfCRT)
— Eight common mutations, though amino acid 76 changes are deemed required for resistance

*x Amino acid 76 is changed from lysine to threonine
* Amino acid 220 is changed from alanine to serine

* Amino acid 326 is changed from asparagine to serine

*

Amino acid 356 is changed from isoleucine to threonine

* Amino acid 371 is changed from arginine to isoleucine

*

Amino acid 76 is changed from lysine to alanine
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* Amino acid 198 is changed from glutamic acid to lysine

* Amino acid 271 is changed from glutamine to glutamic acid
e Fosmidomycin [175]

— Gene target of P. falciparum 1-deoxy-D-xylulose 5-phosphate reductoisomerase (Pfdxr)

— Gene is amplified
e Sulfadoxine [204]
— Gene target is hydroxymethyldihydropterin pyrophosphokinase: dihydropteroate synthase (H2Pte

synthase)

— Base pair 1310 is changed from cytosine to guanine (amino acid 437 is changed from alanine to
glycine)

— Base pair 1743 is changed from cytosine to guanine (amino acid 581 is changed from alanine to
glycine)

— Base pair 1837 is changed from guanine to thymine or adenine (amino acid 613 is changed from

alanine to serine or threonine)

— Base pair 1306 is changed from thymine to guanine (amino acid 436 is changed from serine to

alanine)

— Base pair 1307 is changed from cytosine to thymine (amino acid 436 is changed from serine to

phenylalanine)
e Mefloquine [205]

— Gene target is P. falciparum multidrug resistance protein-1(PfMDR1)

— Gene is amplified
e Amodiaquine [206]

— Gene target is P. falciparum chloroquine resistance transporter (PfCRT)

* Base pair 227 is changed from adenine to cytosine (amino acid 76 is changed from lysine to

threonine)
— Gene target is P. falciparum multidrug resistance protein-1(PfMDRI)

* Base pair 256 is changed from guanine to thymine (amino acid 86 is changed from asparagine

to tyrosine)
e Clindamycin [176]

— Gene target is apicoplast 23S rRNA

— Base pair 4210 is changed from to adenine to cytosine
e Cycloguanil [198, ?|

— Gene target is dihydrofolate reductase (DHFR)
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— Amino acid 16 is changed from alanine to valine

— Amino acid 108 is changed from serine to threonine
e Lumefantrine [140]

— Gene target is P. falciparum multidrug resistance protein-1(PfMDR1)

— Gene is amplified
e Pyrimethamine [207]

— Gene target is dihydrofolate reductase (DHFR)
— Base pair 47 is changed from cytosine to thymine (amino acid 16 is changed from alanine to valine)

— Base pair 152 is changed from adenine to thymine (amino acid 51 is changed from asparagine to

isoleucine)

— Base pair 175 is changed from thymine to cytosine (amino acid 59 is changed from cysteine to

arginine)

— Base pair 323 is changed from guanine to adenine (amino acid 108 is changed from serine to

asparagine)

— Base pair 323 is changed from guanine to cytosine (amino acid 108 is changed from serine to

threonine)

— Base pair 490 is changed from adenine to thymine (amino acid 164 is changed from isoleucine to

leucine)

Those drugs which have common mutations of a cytosine to another nucleotide would be good options for

another drug challenge.
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4.3 Discussion

Mutant cytosine DNA glycosylase was successfully expressed in the malaria parasite, though the functionality

remains undetermined.

The first drug challenge with pyrimethamine yielded no parasites. Additional trials are required to define

the mutator status of this strain.

4.3.1 Next steps

The first step is to determine the functionality of the CDG enzyme as expressed in the malaria parasite,
either by troubleshooting the TUNEL assay or utilizing different methods to look at DNA damage in the

parasite.

Once confirmed, the next step will be to re-challenge the mutator strain cytosine DNA glycosylase with

another drug, either pyrimethamine or one of the others described.

The final step to show this strain’s utility in the lab would be to utilize it against drugs already in use in the
field and classify them for their resistance potential, and comparing this to the time between the first use of

the drug and the first noted emergence of resistance.

Once determined, this mutator strain could be used to test a wide variety of scenarios:

e anti-malarials in the Malaria Box [208]
e other compounds in development for malaria treatment

e drug combinations, whether already in use or not

Much remains to be done both in the field epidemiologically and in the lab in order to address the pressing
public health need of overcoming drug resistance. Further development and characterization of a lab-based

method to measure resistance potential could help address this challenge.
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4.4 Methods

4.4.1 Materials

e Abcam

— Uracil DNA glycosylase antibody (ab23926); rabbit (primary antibody)
e Agilent

— Hemo KlenTaq polymerase
e ApoDirect

— TUNEL Assay
e Biorad

— Laemmli Blue 2X
e Bulldog Bio

— 2 mm cuvette
e Gibco Life Technologies

— Albumax II
— 1X PBS, pH 7.4

e Goldbio

— Gentamicin
e Life Technologies

— SYBR Green I stain
e Promega

— Firefly luciferase kit

— Secondary antibody (goat anti-rabbit conjugated to horseradish peroxidase)
e New England Biolabs (NEB)

— Recombinant Uracil DNA glycosylase (UDG)
— Gibson master mix

— Restriction enzymes

— 2 log ladder

— Protein Plus ladder
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e Pierce

— myECL Imager
e Promega

— Firefly Luciferase Detection Kit
e ThemoScientific

— SuperSignal Femto West Kit

Sigma and Research Products International (RPT)

— All remaining chemicals

US Biological

— RPMI 1640 Medium

4.4.2 Culturing Plasmodium falciparum

The 3D7 strain of P. falciparum was cultured in leukocyte-free human RBCs (stored in acid-citrate-dextrose
anticoagulant; from Research Blood Components, Brighton, MA) under an atmosphere of 5% Oz, 5% COq,
and 95% No at 2% hematocrit as previous described [115]. Parasites were synchronized weekly at a consistent

time with 5% sorbitol (w/v) as previously reported [116] to ensure appropriate parasite ages.

When required, parasites were lysed with a solution of 0.5% saponin, and incubated on ice for 10 minutes.
The solution was centrifuged at 5000g for 5 minutes, and cells were washed several times with the saponin

solution to yield a clean pellet of parasites. Pellets were frozen -80°C for future analysis.

To transfect parasites, uninfected red blood cells were washed twice with Wash Media (RPMI media with
only RPMI and HEPES-KOH). A solution of 200 pL. wash media with 50 pg plasmid DNA was added to
200 pL packed uninfected red blood cells and electroporated using a 2 mm cuvette and an 8 pulse/365 volt
program. For co-transfections, 50 pg of each plasmid was used, and for transfecting more than one plasmid,
the mass was scaled to add up to 50 pg. For example, if pPCRISPR was being co-transfected with two separate
donor vectors, the reaction contained 50 pg pCRISPR, 25 pg of donor vector one, and 25 png of donor vector
two. Uninfected red blood cells were incubated at 37°C for 1 hour and then washed twice with warm RPMI.
Half was resuspended in 4 mL media in a 12 well plate. Next, 0.5 mL infected red blood cells taken directly
from a 10 mL culture was added to the plate. Media was changed daily, and drug selection was added on

day four. Transfections were monitored using firefly luciferase.

Transgenic parasites were frozen down using the glycerolyte method, as previously described [139]. Briefly,
250 uL of packed infected red blood cells at approximately 10% parasitemia during ring stage were aliquoted
into cryosafe tubes. Next, 85 nL of glycerolyte was added slowly, and the solution was incubated at room
temperature for five minutes. Finally, 330 pnL of glycerolyte was added slowly, and the aliquot was frozen at
-80°C.
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RPMI Media

RPMI 1640 Medium (10.4 g/L)

Hypoxanthine (30 mg/L)

e 25 mM HEPES-KOH (7.0825 ¢ HEPES/L)

Gentamicin (50 mg/L)

e Albumax IT (5 g/L)

Sodium bicarbonate (2 g/L)

4.4.3 Flow cytometry to determine parasitemia of Plasmodium falciparum

An aliquot of 200 pL of parasites at 2% HCT were added to separate wells in a 96 well u-bottom plate
and stained with SYBR green 1 for 30 minutes in a 37°C incubator (0.2 pL per 1 mL RPMI). Parasites
were washed twice with PBS and subsequently measured for SYBR green 1 expression on a flow cytometer.

Uninfected red blood cells, both stained and unstained, were used for gating purposes.

4.4.4 Firefly luciferase assays to determine firefly luciferase expression

Solutions of infected red blood cells were made at an appropriate parasitemia at 2% hematocrit. One mL of
each solution was aliquoted into individual eppendorfs, and samples were pelleted at 300g for three minutes.
The supernatant was removed, and lysis buffer was applied. The solution was incubated at room temperature
for 10 minutes to lyse the cell membranes, vortexed, and the firefly luciferase substrate was added in the

dark. Individual firefly luciferase counts were determined using a luminometer.

4.4.5 Cloning Plasmid to Express Cytosine DNA Glycosylase

The base vector and control in this experiment is pfYC120, a vector that express the resistance marker bsd
for Blasticidin S resistance in the “A” cassette, and firefly luciferase in the “B” cassette (strain JCN 875 in
the Niles lab database; Figure 84 on page 116) [123].

The source DNA for cytosine DNA glycosylase was provided by Shawn Finney-Manchester of the Maheshri
Lab at MIT, and was originally made by the Krokan Lab in 1996 [190]. The cytosine DNA glycosylase gene
was amplified from the PRS415-GAL1pr-CDG plasmid using two primers (forward = CTTAAATATATACA-
CACACCTAAAACTTACAAAGTATCCTAGGATGTTTGGAGAGAGCTG; reverse = TTTAATCTATTAT-
TAAATAAATTTAATGGGGTACCCGCGGCAGCTCCTTCCAGTCAATGG). The plasmid was cut with
AvrIl and Sacll to release the firefly luciferase gene, and the PCR product and cut vector were incubated
with the NEB Gibson master mix for 1 hour at 50°C and then transformed into E. coli. Colonies were mini-
prepped, and underwent test digests prior to Sanger sequencing (Genewiz). Once sequence confirmation was

acquired, the strain was banked (strain 1808 in the Niles lab database).
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Figure 84: Plasmid map for pfYC1(A)(B) series plasmids. The control firefly-expressing vector in these
experiments has bsd in cassette A, and firefly luciferase in cassette B. The CDG-expressing vector replaces
the firefly luciferase with CDG in cassette B [123].

4.4.6 Western Blot

Parasites were grown to 10% parasitemia and lysed using a saponin solution (0.5 g/L) and were frozen at
-80 prior to use. Parasite pellets were lysed with a mixture of 450 plL water, 450 pL. Laemeli Blue 2x and 50
nL beta-mercaptoethanol and boiled at 95°C for five minutes. The lysates spun down briefly to pellet the
insoluble fraction and loaded into precast gels and run for approximately 40 minutes at 250 volts in a 1X
SDS buffer. After separation by SDS-PAGE, gels were transferred to a PVDF membrane using an overnight
wet transfer at 25 volts. Blots were blocked with 5% milk in TBST for three hours, followed by a three hour
incubation with the primary antibody in 1% milk in TBST. Blots were washed three times with TBST and
then incubated with a horseradish peroxidase-coupled secondary antibody for one hour. Blots were washed
three times with TBST, and incubated with a 1:1 solution of SuperSignal West Femto substrate before image

capture using a myECL Imager.

4.4.7 Determining IC50 of Pyrimethamine

On day one, parasites starting at approximately 10-15% parasitemia were double-synchronized to ensure that
parasites in the experiment were in the same stage of the intra-erythrocytic development cycle (IDC). As
this process kills off a large proportion of the population, parasites may not need to be split on day two, yet
their parasitemia should be gauged via smear to ensure that on day three the parasitemia is approximately
10%. On day three, the parasitemia was measured using flow cytometry. The parasites were diluted to
2% parasitemia at 2% HCT. A stock of pyrimethamine was made at the concentration of 2.56 mM (6.4
mg/10 mL DMSO) and the highest concentration on the plate, 2.56 pM was made by a 1:1000 dilution of
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the pyrimethamine stock into RPMI. A 96 well plate was set up with 100 pL. RPMI in all columns but the
first column, in which 200 pL of the 2.56 pM pyrimethamine in RPMI was aliquoted, and the last column,
to which 200 pl RPMI alone was added (pyrimethamine concentration of zero). A 1:2 dilution series of the
2.56 1M pyrimethamine in RPMI solution was accomplished by taking 100 nL from column A and adding
it to column B. 100 pL was then taken from column B and aliquoted into column C, and so on. Thus,
before adding parasites, a dilution series from 2.56 pM to 0 was spread across the plate. Next, 100 pL of
the 2% parasitemia at 2% HCT was added to each well on the plate. This results in a final pyrimethamine
series from 0 to 125 pM, and a parasite concentration of 1% at 1% HCT, a known concentration that allows
untreated parasites to thrive through the end of the current IDC and one additional IDC. On day six, the

parasitemia in each well was measured using flow cytometry.

4.4.8 Correlating Firefly Luciferase Results to Parasitemia

First, the parasitemia of firefly luciferase-expressing parasites was determined using flow cytometry. The
strain was diluted and blood was added to create a solution of 2% parasitemia at 2% HCT. A dilution series
was made, and blood was added to maintain hematocrit. Samples were measured again using flow cytometry
and using the luminometer to determine firefly luciferase activity. The raw luciferase values were plotted to
their corresponding parasitemia, and a trend line was added. The equation to back-calculate the parasitemia

of firefly-expressing parasites was saved for use in a test set.

Next, a test set to determine whether the calibration curve could be utilized to determine the firefly luciferase
parasitemia in mixed samples was made. First, the parasitemia of parasite strains expressing firefly luciferase
and CDG was measured using flow cytometry. Strains were diluted and blood was added to create solutions
of 2% parasitemia at 2% HCT. Before continuing, 200 pL. samples were retested on the flow cytometer to
confirm parasitemia. Next, five different ratios of parasites were mixed and the parasites were diluted in a

1:10 dilution series to determine the range of detection using firefly luciferase (Table 6 on page 118).

Blood was added to keep each sample at 2% HCT. These fifteen different solutions were aliquoted into

individual eppendorfs, and firefly luciferase activity was measured.

4.4.9 Initial Drug Challenge

Parasitemia was measured using flow cytometry, and strains were diluted and blood was added to create
solutions of 2% parasitemia at 2% HCT. Strains were mixed into several different ratios, and the parasitemia
of each was re-measured using flow cytometry Table 7 on page 118. Several aliquots were frozen down
for possible future firefly luciferase assays. Next, the parasites were spun down and the supernatant was
removed. Parasites being treated with drug were resuspended with 320 nM pyrimethamine in RPMI (12.5
pL in 100 mL RPMI) and dispensed into 10 mL flasks. Two flasks contained a 1:1 ratio of the parasite
strains as controls to ensure that the media conditions are capable of supporting parasite survival, and for
future health assays. The media was changed in flasks daily, with the pyrimethamine and RPMI solution
made fresh each day. Cultures were split 1:2 every four days as is done in a parasite transfection, the optimal

timing to both ensure that a small population survives yet has healthy and new blood to invade.
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Sample Parasitemia Sample Ratio (Fluc:CDG)

2% 50:50
0.2% 50:50
0.02% 50:50

2% 90:10
0.2% 90:10
0.02% 90:10

2% 10:90
0.2% 10:90
0.02% 10:90

2% 1:99
0.2% 1:99
0.02% 1:99

2% 0.5:99.5
0.2% 0.5:99.5
0.02% 0.5:99.5

Table 6: Ratios of parasite strains and their corresponding parasitemias.

Sample Name Sample Ratio (Fluc:CDG)
Firefly luciferase A 100:0
Firefly luciferase B 100:0
Cytosine DNA glycosylase A 0:100
Cytosine DNA glycosylase B 0:100
1:1 ratio A 50:50
1:1 ratio B 50:50
9:1 ratio A 90:10
9:1 ratio B 90:10
99:1 ratio A 99:1
99:1 ratio B 99:1
1:1 ratio A (no drug) 50:50
1:1 ratio B (no drug) 50:50

Table 7: Sample names for initial drug challenge and their corresponding ratios.
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5 Conclusion

It is necessary to better prevent and treat malaria worldwide, and even more is required to fully eradicate
the disease. Yet, with the development of tools in the laboratory to address many of the complications
surrounding the problems of prevention and treatment, we will be one step closer to addressing this public

health crisis.

First, I have addressed the interactions of the parasite with the human host at the level of nitrite in the
immune system and mechanical interactions within a space similar to the host microvasculature. While the
main conclusion here is that the relationship between the parasite and host is complex and requires further

investigation, that in itself is a conclusion that leads toward better understanding such relationships.

Second, I helped build on tools developed by the lab to engineer and contribute to a toolkit that allows for
the testing of the many genes of unknown function within the parasite to find new potential drug targets.
With 50% of genes in the parasite having no known homology to any other genes, this rich pool of potential

drug targets can now be manipulated and elucidated in a modular, efficient, and straightforward way.

Finally, I engineered a mutator strain that could potentially allow for the testing of resistance potential in
the parasite, as well as assist in determining the mechanisms of action for the development of resistance in

drugs already used in the clinic.

While all three are technologies still in various states of refinement at the completion of this project, they
show the potential for biological engineering to directly address a global health problem while investigating

biology at the most fundamental level.
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