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Abstract

In this thesis, we study charge transport in nanopatterned arrays of PbS colloidal
quantum dots using conventional two-probe measurements and an integrated charge
sensor. PbS dots are synthesized in solution with an organic ligand or cap that
serves to passivate the surface of the dot, provide a tunnel barrier as well as colloidal
stability. These dots can self assemble into an array as the solvent evaporates from a
drop of solution on a surface. The self-assembled arrays can be thought of as tunable
artificial solids, where the coupling between the dots can be tuned by changing the
ligand.

Using electron beam lithography followed by a lift-off process, we develop a novel
technique to nanopattern these arrays and present the first colloidal quantum dot ar-
rays of nanoscale dimensions. Nanopatterning makes it possible to study the electrical
properties intrinsic to the dots unimpeded by macroscopic defects, such as cracking
and clustering that typically exist in larger-scale arrays. We find that the electrical
conductivity of the nanoscale films is higher than that of drop-cast, microscopic films
made of the same type of dot. We achieve unprecedented versatility in integrating the
patterned films into device structures, which will be valuable both for studying the
intrinsic electrical properties of the dots and for nanoscale optoelectronic applications.
From two-probe measurements on the nanopatterned arrays that are approximately
15 dots wide, we observe large noise in the current as a function of time. The noise
is proportional to the current when the latter is varied by applying source-drain or
gate voltage in a field-effect structure or when changing temperature. Owing to the
small number of current paths in the system, we often observe telegraph switching,
and find that the off times follow non-poissonian statistics. We show that the results
can be understood in terms of a model in which a quasi-one-dimensional percolation
path is turned on and off, by charging of a dot along the path.

Long organic ligands lead to highly resistive colloidal quantum dot arrays, making
the low bias regime inaccessible with conventional two-probe measurements. We use
an integrated charge sensor to study transport in the low bias regime as a function of
the coupling between the dots. We present transport measurements on butylamine
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and oleic acid capped PbS dots. The resistances measured are the highest measured
for colloidal quantum dots. For the native oleic acid ligand, and weak coupling
between the dots, the conduction mechanism is nearest neighbor hopping, and the
conductance is simply activated. At low source-drain bias voltages, the activation
energy is given by the energy required to release a carrier from a trap state plus the
activation over barriers resulting from site disorder. The barriers from site disorder
are eliminated with a sufficiently high source-drain bias. For the shorter ligand, which
gives stronger coupling, the data are consistent with Mott's variable range hopping
as the conduction mechanism.

Thesis Supervisor: Marc A. Kastner
Title: Donner Professor of Science
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electrodes as a function of time. The lower panel shows the response of

the MOSFET, GM, on pulsing the electrode connected to the nanopat-

tern (black) and the the response on pulsing the electrode disconnected

from the nanopattern (blue), at T = 40 K. The observation confirms a

transient response caused by slow charging of the resistive nanopattern. 101

4-3 Device and circuit used for charge sensing measurements. The resistive

material, is modeled as a distributed RC network. A key assumption

for the formalism, is a uniformly distributed resistance over the length

scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4-4 Screening and limits of measurement (a) The top trace (red line) shows

the voltage step applied to the gold contact at T = 4 K. The lower trace

shows the slow recovery of the MOSFET conductance, as discussed in

the main text. (b) Screening rate, r, extracted from exponential fit to

the recovery, as a function of inverse temperature for low temperatures.

(c) Change in screening rate Ar = r - rmin as a function of inverse

temperature. The solid line is a theoretical fit described in the main

text. (d) Screening from other sources at higher temperatures give

slower recovery at high temperatures. . . . . . . . . . . . . . . . . . . 105
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4-5 (a) False color scanning electron micrograph of a 200 nm wide nanopat-

tern of butylamine capped PbS dots (red), connected to gold electrodes

placed a micron apart. The nanopattern and the gold electrodes are

defined with electron beam lithography and placed 100 nm away from

the narrowest part of the Al gate of the MOSFET. (b) Current-voltage

characteristics of the nanopattern from room temperature to 100 K.

(c) Conductance of the MOSFET, GM, as a function of time as the

voltage on one of the gold electrodes is stepped from 0 to -1 and back

to 0 at 80 K, and (d) 28 K. . . . . . . . . . . . . . . . . . . . . . . . 107

4-6 (a)Conductance of the butylamine capped PbS dot array, Gpbs, as a

function of temperature, obtained from charge sensing (open circles)

and current measurements (filled circles), measured at a source drain

bias of 0.5 V. The black dashed lines are theoretical fits to simply

activated transport with two activation energies as described in the

main text. (b) Conductance, Gpbs, plotted as a function of 1/T1 /4 .

Black dashed line is a fit to Mott's variable range hopping. . . . . . . 110

4-7 (a) Differential conductance, gpbs, of butylamine-capped PbS dots as

a function of applied field across the dots, for different temperatures

(b) Temperature dependence of the differential conductance of buty-

lamine capped PbS dots for different fields (c) Variable range hopping

distances, rm, extracted from exponential fits to the field dependence of

the differential conductance, dI/dV, where the current, I, is described

by equation 4.5. (d) Activation energies extracted by fitting the con-

ductance to a sum of two simply activated processes. . . . . . . . . . 112
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4-8 Gate voltage dependence for butylamine capped PbS dots (a) Current-

voltage characteristics for different gate voltages at 100 K. V9 = OV

for black circles, Vg = -5 V for filled orange circles, V9 = -7 V for

green triangles and V9 = -10 V for filled blue circles. Inset shows the

differential conductance at around 5 V source drain bias as a function

of gate voltage at 100 K. (b) Current as a function of gate voltage and

temperature at source drain bias of 5V. . . . . . . . . . . . . . . . . 115

4-9 Transport in oleic acid capped PbS dots (a) Asymmetry in current-

voltage characteristics between positive and negative source-drain bias

at lower temperatures. Inset shows the gate voltage dependence at

170 K, the current increases as a negative gate voltage is applied con-

sistent with holes being the majority carriers. (b) Current-voltage

characteristics as a function of temperature for positive source-drain

bias. (c) The voltage on one of the gold electrodes connected to the

nanopatterned array is stepped from 0 to -1. As charge diffuses in the

distributed RC network of the array, the conductance of the MOSFET

varies exponentially with time. Solid markers show the MOSFET con-

ductance in response to the voltage pulse at 50 and 60K, for a source

drain bias of 3.5 V. Solid black lines are fits to G = Goexp(-Ft) where

F = 72 gPbs-OA/wLC and gPbs-oA is the differential conductance per

square of the nanopatterned oleic acid capped PbS array at 3.5 V. (d)

gPbs-oA at Vds = 3.5 V, as a function of inverse temperature. Open

circles represent differential conductance extracted from charge sensing

measurements and filled circles are the data extracted from measuring

the current. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
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4-10 (a) Differential conductance of oleic acid capped PbS dots, gPbs-oA, as

a function of inverse temperature, for different values of electric field or

bias voltages across the dot array. Filled markers represent differential

conductances extracted from the current-voltage characteristics, and

empty markers represent the differential conductances extracted from

charge sensing measurements. Black dashed lines are fits to gPbs-oA

~ exp(-Ea/kBT), where E is the activation energy. (b) Activation

energy, Ea, as a function of the applied electric field. Blue markers

indicate the data points and the black dashed lines represent straight

line fits to the data. We extrapolate the straight line fit at low fields

to zero bias, in order to estimate the activation energy near zero bias. 119

4-11 (a) and (b) illustrate the two components of the activation energy and

the associated length scales. At high field, length scales for the low

and high field conductance. 'd' is the inter-dot distance, and 'x' is the

separation between the surface of the dot and an adjacent dot. . . . . 121

4-12 (a) Sample to sample variation. Conductance of nanopatterned buty-

lamine capped PbS dots, GPbS-BA, as a function of inverse temper-

ature, for two nominally identical samples, at a source-drain bias of

0.5 V. As before, filled markers represent current measurements and

empty markers represent transient measurements. (b) Differential con-

ductance, g, at a bias of 14.5 V, measured from current measurements

for butylamine capped nanopatterns (green markers), and oleic acid

capped nanopatterns (blue markers), as a function of inverse temper-

ature. We observe that while the resistance of these two samples is

comparable at the given field, the temperature dependence is remark-

able different. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
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4-13 Noise correlations measured at 230 K (a)Current, IPbS-OA, at a bias of

8V, as a function of time from oleic acid capped PbS dots, showing clear

telegraph noise. (b) Correlation, c(T) between the current, IPbS-OA and

Gm calculated from data such as that shown in (a), as discussed in the

m ain text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4-14 Dual MOSFET charge sensing (a) False colored Scanning electron mi-

crograph of two MOSFET gates, placed 200 nm apart. (b) False col-

ored scanning electron micrograph of a nanopatterned PbS array placed

50 nm away from each sensor. The alignment procedure to achieve

this configuration is discussed in Appendix B. (c) Conductance of both

MOSFETs in (a), measured with a DC bias, as a function of time. The

upper and lower panels show conductance of the top and the bottom

MOSFET respectively. Telegraph events in each trace originate from

electron trapping and de-trapping in the nearby oxide. (d) Correlation

analysis between the MOSFET conductances, shows no peaks, con-

firming that the sensor noise in each of the MOSFETs is uncorrelated. 128

5-1 Applications of charge sensing to study transport. We plot the resis-

tance of the material under study as a function of the observed/expected

contact resistance. Our technique can be used to probe transport for

materials above the black dashed line; highly resistive materials, which

may have a high contact resistance. . . . . . . . . . . . . . . . . . . . 132
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B-i Layout file for charge sensor adjacent to the nanopattern. The top left

box, shows the optical alignment markers (red), Al and A2, used for

patterning the gold electrodes, and the e-beam alignment markers, BI

and B2 (golden), used for the MOSFET gate alignment. Note that

both these sets of alignment markers are separated in Y, but have the

same X-coordinate. Gray boxes show how the edges of the 600 pm

write-fields. The top right design, is a zoom in of the area in the

blue box and reveals the markers (golden), C1-C4, used for four-point

alignment of the MOSFET gate. Further magnification of the design,

reveals the alignment markers used for positioning the nanopattern

(Dl-D4, bottom right), and the optical and e-beam alignment markers

(bottom left). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

B-2 Scanning electron micrographs of the Ti/Au e-beam electron mark Bi

using the Elionix system. The image on the right is the magnified

version of the area in the black box from the left image. . . . . . . . 143
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Chapter 1

Introduction

Low-dimensional nanometer-sized systems have defined new research areas in con-

densed matter physics. When electrons and holes are confined by potential barriers

to small regions of space where the dimensions of the confinement are less than the de

Broglie wavelength of these charge carriers, pronounced quantization effects develop.

The length scale below which strong quantization effects begin to occur ranges from

about 5 nm to 25 nm for typical semiconductors. The confinement can take place in

one dimension, giving quantum wells, in two dimensions, giving quantum wires, or in

all three dimensions, giving quantum dots.

A system of electrons confined in all three dimensions has discrete energy and

charge states, just like atoms and molecules, and for this reason quantum dots are

also known as artificial atoms. As a simple example, we can think about the particle in

a box problem, of a particle free to move in a small space surrounded by impenetrable

barriers. By solving the Schrodinger's equation, we get quantized energy levels, and

wavefunctions which depend on the details of the confining potential. For a square

box of side L with the potential V equal to zero inside the box and infinite outside,

the energy levels are given by n2 r2 h2 /2m*L 2, where, m* is the effective mass of the

particle, and n is a quantum number. In order to observe energy quantization effects

in a dot, the thermal energy (kBT) must be lower than the internal excitation energy,

or the level spacing between the quantized energy levels. For a 10 nm box, the energy

level spacing is of the order of an meV, and so to see quantization effects one needs
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to go to temperatures below 10 K.

An isolated quantum dot also has a set of well-defined charge states, where each

successive charge state corresponds to the addition of one more electron to the dot.

Because of the coulomb repulsion between electrons, the energy difference between

successive charge states can be very large, and this is given by the charging energy.

The charging energy, Ec, can be described by simple electrostatics and is given by

e2 /2C, where, e is the electron charge, and C is the total electrostatic capacitance

of the dot.The charging energy depends on both the size of the dot and the local

electrostatic environment. In general, the charging energy must be calculated for the

specific geometry. For an isolated sphere of radius r, and dielectric constant c, the

charging energy is given by E, = e2/87rEoEr. To observe charge quantization effects,

the charging energy must be larger than the thermal energy. For a spherical dot

of diameter 10 nm, and dielectric constant of unity, the charging energy comes out

to be 0.2 eV. This exceeds kBT = 26 meV at room temperature, indicating that

thermal fluctuations in the charge of the dot will be suppressed. Charging effects

are also destroyed if the tunneling rate between the dot and the electrodes is too

rapid. Simple estimations from the uncertainty principle show that for resistances

below h/e 2, where h is the Planck's constant and e the electron charge, quantum

fluctuations smear out charging effects.

Broadly speaking, quantum dots can be fabricated in two ways. There are epi-

taxial quantum dots that are defined by electrostatic gates on substrates, or that

self-assemble on surfaces. In the most common approach to form epitaxial dots, we

start with a GaAs/AlGaAs heterostructure, in which a 2DEG forms a distance below

the surface. The 2DEG is then patterned to form isolated islands, either by etch-

ing through the 2DEG, or by electrostatic patterning metal gates on the substrate

surface. For the work presented in this thesis, we work with colloidal quantum dots

fabricated using 'wet' methods which provide excellent control over size and shape.
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Figure 1-1: (a) Cartoon of a colloidal quantum dot. (b) High resolution Transmission
electron micrograph of a PbSe dot showing the crystal structure of the dot. Image
taken by Darcy Wanger from Bawendi group.

1.1 Colloidal quantum dots

A single colloidal quantum dot consists of a semiconducting or metallic core with a di-

ameter of a few nanometers, capped by an organic material, or ligand, which serves to

passivate the surface of the sphere, and to insulate the dot from its surroundings. The

dot may contain a thin complementary shell of another material or other chemically,

electrically or optically active groups. Figures 1-1(a) and (b) show a cartoon of a

colloidal quantum dot, along with a high resolution transmission electron micrograph

of a PbSe colloidal dot.

The core of a colloidal dot may be metallic (such as Al, Au, Fe), or semiconduct-

ing (such as CdS, PbSe, PbS). For metallic dots, the spacing between energy levels

depends on the Fermi energy of the metal, EF, and on the number of electrons, N,

as:

Ac = 1/D(EF) = 4EF/3N (1.1)

For Au with a work-function of 5.5 eV, a dot with a radius of 2 nm has level spacing

of the order of 2 meV, requiring sub-kelvin temperatures for measurement of internal

excitation energies. The small level spacing compared to the large charging energy

resulting from the small dot size, implies that the addition of electrons in metallic
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dots is dominated by the charging energy. A semiconducting dot can be described,

to a very good approximation, by a particle in a spherical box. For a spherical well

with zero potential inside the box (r < R) and infinite outside, the Hamiltonian gives

eigenergies as:

En,i,m = En,1 = ' (1.2)
2m*R2

where, m* is the effective mass of the particle, and R is the radius of the box. The

coefficient 3 n,1 is the nth zero of the 1 th spherical Bessel function. The quantum

numbers n, 1 and m are the same as used in the atomic notation of states, for example,

n = 0, 1 = 0 would be the 1S state. For a CdSe dot ( m* = 0.13 me), with a radius

of 2 nm the estimated spacing between energy levels (1S and IP) is approximately 1

eV, making it possible to observe quantization effects even at room temperature.

The most common ligand coatings described in literature are based on organic

hydrocarbon molecules. The ligands used for synthesis typically have a small head

group (such as a carboxylic acid) that has a high affinity for the dot surface, and

a long tail to provide sterical stabilization in solution. Bulky organic ligands with

long tails act as highly insulating barriers between dots, hindering charge transport.

The complete removal of organic surface ligands has proven to be very difficult, and

can lead to dangling bonds on the surface as well as trap states [51]. Therefore,

a simple exchange of the original bulky ligands by smaller molecules is a widely

used approach for improving charge transport. While these lead to smaller tunnel

barriers, they also lead to decreased colloidal stability of the dots, and is typically

not performed in solution. The ligands can be exchanged to molecules with the

same head group and a shorter tail, or to molecules with different head groups [104].

Cross-linking of dots using bi-functional ligands provides another approach to reduce

the inter-particle separation, strengthen electronic coupling between dots, or attach

them to electrodes or surfaces. The original long chain organic ligands can also be

replaced by inorganic ligands such as soluble molecular metal chalcogenide complexes

(MCCs). An attractive feature of MCCs is their facile thermal decomposition to

metal chalcogenides, which not only further decreases the inter-dot spacing, but can
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also create a layer of conductive 'glue' between the dots [50].
It was recently shown that ligands can also provide an additional level of con-

trol over the electronic properties [11]. The band energies of colloidal dots can be

modified by ligand exchange, resulting in energy level shifts of up to 0.9 eV, as seen

from ultraviolet photoelectron spectroscopy (UPS) measurements on PbS dots with

different ligands. The trends in energy level position between different ligands have

also been confirmed by atomistic modeling, showing that the observed shifts result

from contributions from the dipole moment of the ligand as well as the dipole-surface

interaction.

Significant progress has also been achieved in the synthesis of core-shell quantum

dots [104], obtained by growing a uniform layer of shell material around the colloidal

dot. In the case of epitaxial semiconductor-semiconductor core-shell dots, the choice

of materials for the core and the shell allows for controlling the confinement of elec-

tron and hole wave functions, which, in turn, determines their optical and electronic

properties. The shell can serve to protect the core from oxidation.

1.1.1 Optical properties

For a semiconducting dot, both the electron states in the conduction band and the

hole states in the valence band are quantized. Figure 1-2(a) shows a schematic of the

density of states for a bulk semiconductor as compared to a semiconductor quantum

dot. Starting from a continuum of density of states in the bulk, as the size of the

dot decreases, the separation between energy levels increases, and it increases more

dramatically near the band edge. The states near the center of the band are still

close enough to be considered continuous. Quantization effects can be seen from

the optical absorption or emission from colloidal dots, as the absorption/emission

intensity becomes concentrated at specific frequencies corresponding to the transitions

between discrete states. Figure 1-2(b) shows a schematic of the optical absorption

from a bulk semiconductor (black dashed line) and from a semiconducting dot. The

absorption spectrum of a bulk semiconductor is continuous, but in a dot it consists

of a series of discrete transitions with very high absorption intensity at the transition
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frequencies, and this has motivated researchers to create lasers [6].

(a) Bulk Semiconductor (b)
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Figure 1-2: Schematic of (a) density of states for a bulk semiconductor as compared to

a semiconductor quantum dot. Starting from a continuum of density of states in the

bulk, as the size of the dot decreases, the separation between energy levels increases.

The increase is more dramatic near the band edge, and the states at the center of

the band may still be considered to be continuous. (b) absorption spectrum of a bulk

semiconductor (black dashed line) compared to that of a semiconductor quantum

dot. The absorption spectrum of a bulk semiconductor is continuous, but in a dot it

consists of a series of discrete transitions with very high absorption intensity at the

transition frequencies.

From studying optical properties of these dots, one can differentiate between weak

and strong confinement regimes [24] by comparing the Bohr exciton radius, aB, given

by h26/kte 2, where p is the exciton reduced mass and c is the dielectric constant

of the semiconductor, with the dot radius, r. When the dot radius is much larger

than the exciton radius, then the binding energy of the exciton is much larger than

the quantization energy of both electrons and holes. The optical spectra is then

determined by the exciton center of mass. This regime is the weak confinement

regime (r>>aB). When the dot radius becomes much smaller than the exciton radius

(r<<aB), the optical spectra can be considered as transitions between electron and

hole levels as shown in Figure 1-2(b). Given the small exciton radius of ~10 nm in

typical semiconductors, it not easy to achieve the strong confinement limit. However,

quantum dots of lead salts (PbS, PbSe, and PbTe) are very well suited for the study

of this limit, and all the data presented in this thesis are on studies of PbS dots.
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1.1.2 PbS quantum dots

Bulk Lead Sulfide (PbS) is a narrow bandgap semiconductor, with a band gap of

approximately 0.37 eV at room temperature. It crystallizes in the rock salt structure,

and has a very large static dielectric constant of approximately 169 at room tem-

perature [18]. It has equal electron and hole effective masses of 0.25 me. The Bohr

exciton radius comes out to be approximately 20 nm making it easier to access the

strong confinement limit. The similarly small electron and hole masses for PbS also

imply large confinement energies, split about equally between carriers. Large level

spacings, also imply that the energy level spectra for these dots is simple, as opposed

to the spectra of CdS, CdSe or other II-VI semiconductor dots, where the close level

spacing and valence band mixing lead to complications [123].

There are multiple ligands and core/shell structures compatible with PbS dots.

Oleic acid is used for synthesis, and this can be exchanged to butylamine or thiol based

ligands. Cross-linking with short-chain dithiols has been demonstrated to improve

the photoconductive properties of PbS arrays [48]. Using thiocyanate based ligands,

ambipolar transport has also been observed in PbS nanocubes [47].

The dots used in this work are 4.3 to 4.6 nanometers in diameter. The dot size

can be roughly estimated from the optical absorption peaks, and subsequently verified

by TEM and X-ray diffraction measurements [117]. The optical absorption shows a

peak at a wavelength of 1395 nm, which puts the band gap in the infrared. The full

width at half maximum at this wavelength of 110 nm, can be roughly considered to be

coming from distribution of site energies of dots in the colloidal solution. The origin

of the disorder is the finite size distribution of the dots. The confinement energy,

estimated from a particle in spherical box model, is approximately 300 meV.

We can extract the charging energy as e2/87rcr, where r is the dot radius and

e is the dielectric constant of the dot. The dielectric constant of colloidal dots may

be roughly estimated by volume weighted average of the ligand and the semiconduc-

tor material [21]. Because bulk PbS has a high static dielectric constant, there is a

large contrast between component dielectric constants in PbS dots. This high bulk
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dielectric constant also suggests that increasing the volume fraction of dot, for ex-

ample by shortening the spacing between dots by attaching a shorter ligand or using

larger dots, could result in a large increase in the effective dielectric constant. From

a volume average of a three dimensional close-packed array, we estimate the effective

dielectric constant of PbS dots as:

Cav = Er + (EPbS - Er)? (1.3)

where, Er is the dielectric constant of the ligand, EPbS is the dielectric constant of bulk

PbS. and q is the packing fraction. For Cr ~.1 5, and CPbS = 169, we find Eav ~ 87. The

charging energy for a dot radius of ~ 2.2 nm is then estimated to be approximately

4 meV. As the charging energy scales inversely with the dielectric constant, it is very

sensitive to errors in the estimation of the dielectric constant. Our collaborators in

the chemistry department explicitly measured the dielectric constant of butylamine

PbS dots in a capacitor geometry, and find a dielectric constant of 12. They also

find that the observed values of dielectric constants for colloidal dots do not agree

with those estimated by simple effective medium theories [117]. From this dielectric

constant, we estimate a charging energy of 23 meV for butylamine capped dots. For

a more detailed discussion on estimating the dielectric constant, we refer the reader

to work by D. Wanger from the Bawendi group [117].

1.2 Quantum dot arrays and superlattices

Starting from a quantum dot as an artificial atom, we can think about building arti-

ficial two and three dimensional arrays, or artificial solids, using the dots as building

blocks. The properties of such a solid are defined in terms of the energy levels of the

individual dots, the bonding, or coupling, between dots, and their structural arrange-

ment or packing. In an artificial solid, all of these properties are tunable. As discussed

earlier in the chapter, the energy levels of a dot can be tuned by changing the size

of the dot. The bonding and structural arrangement is controlled by the ligand, and
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Figure 1-3: (a) From colloidal dots to arrays. A small volume of the colloidal disper-
sion is dropeast onto a surface, and the solvent is allowed to slowly evaporate. The
rate of solvent evaporation coupled with the inter-dot forces determines the ordering
length scale in the system, leading to the formation of a two or three dimensional 'ar-
tificial solid'. (b) Unlike classical solids, artificial solids are tunable. We can tune the
energy levels of each dot by changing the size of the dot. We can tune the inter-dot
coupling by modifying the height and width of the tunnel barrier, Ax, by changing
the ligand or capping molecule attached to the dot.

the resulting inter-dot interactions. The tunability has created enormous interest in

the scientific community to create designer solids. In recent years, significant ad-

vances have been made to use these building blocks to create ordered superstructures

[15, 98, 91, 112, 113, 20].

The formation of superlattices, with long range order, in general occurs via self

assembly guided by entropy and weak interparticle forces. The simplest approach to

form arrays and superlattices is to dropcast a small volume of dots onto a substrate

and then allow the solvent to slowly evaporate from the dispersion with a narrow

size distribution [76]. The rate of solvent evaporation, and the inter-dot interaction

then determine the order, with slow evaporation and long ligands favoring long range

order.

In contrast to indistinguishable atoms in a solid, no two colloidal dots are truly

identical. There may be small experimental variations in size, shape, ligand cover-

age and so on. This variability introduces disorder energy in a quantum dot array.

As the energies of occupied and unoccupied states in semiconductor quantum dots,

scale approximately as 1/r2 , the dispersion in site energies is proportional to 2Ar/r.

Another type of disorder, which is very common to quantum dot arrays is packing

disorder.
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Besides overcoming the charging energy of each dot, to travel between dots,

charges must also traverse the tunnel barriers created by the ligands. This gives

an additional energy scale associated with the coupling between dots. In the regime

of weak coupling, the electronic structure of an array can be described by discrete

quantum confined wave functions localized on individual particles. In the strong

coupling regime, wave functions from neighboring dots can interact, giving rise to

delocalized states over a small portion or entirety of the array. In literature, the

associated energy scales is estimated as, 7 ~ hF, where / is the coupling energy, h

is the Planck's constant and F is the tunneling rate between neighboring dots [104].

The tunneling rate can be approximated by:

F exp( - 2 (2m*AE/h 2 )AX) (1.4)

where AE and Ax are the height and width of the tunnel barrier respectively.

If the barriers between dots are sufficiently small, the quantum dot array is anal-

ogous to a covalently bonded solid, even though the coupling ligand itself is much

more complex than a single bond. For ionic coupling, we need Coulomb interactions

between neighboring dots. This has led to the evolution of binary superlattices of

dissimilar quantum dots.

1.2.1 Binary superlattices

Combining two types of dots (semiconducting and/or metallic dots), has lead to

the formation of binary nanoparticle superlattices or BNSLs, with a very rich phase

diagram and multiple close packed and non-close packed phases [98]. To determine

the symmetry or the packing of these superlattices, transmission electron microscopy

or small angle x-ray diffraction is used [99]. BNSLs isostructural with known salts

or intermetallic compounds have been found. Figure 1-4 shows a superlattice formed

with core-shell PbS/CdS and CdSe/ZnS dots 4 nm and 8 nm in diameter.

Self-assembly of dots is a general phenomenon, and to understand its origin, we
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Figure 1-4: Transmission electron micrograph and model of a binary nanoparticle
superlattice (BNSL) self-assembled from core-shell 4 nm and 8 nm PbS/CdS and
CdSe/ZnS quantum dots. Image taken by Gyuweon Hwang from the Bawendi group.

consider the free energy during formation of a superlattice:

AF = AU - TAS (1.5)

where, F is the Helmholtz free energy, U is the internal energy and S is the entropy

of the system. The change in internal energy is determined by inter-dot interactions,

and may be dominated by Van Der Waals, electrostatic or steric forces. The entropic

term, AS, favors the formation of the densest packing for a given combination of dots.

It favors the formation of a binary superlattice if the packing density is comparable

or exceeds the density of large and small dots packed separately [104]. Therefore, for

certain structures the entropy alone can stabilize these binary structures with long

range order. The addition of interparticle forces can further stabilize low-density

structures with efficient interactions between dots. The temperature can be used to

adjust the relative weights of the internal energy and entropic terms in Equation 1.5,

and typically, less dense structures are obtained at low temperatures.

Many key features of ordinary crystals, such as faceting, twinning, polymorphism,

and defects, have been observed in these superlattices, suggesting that their assem-

bly follows the same fundamental principles as crystallization of conventional solids.
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Recently, it was shown how an ensemble of dots could assemble with quasi-crystalline

order and crystallographically forbidden 12-fold symmetry [106]. Studies of the self-

assembly of quasi-crystalline superlattices can provide insight into the formation of

the quasi-crystal phase in atomic systems [114].

1.3 Electronic coupling and charge transport in

quantum dot arrays

In the previous section, we discussed building complex, tunable, two and three dimen-

sional assemblies, using colloidal dots as engineered nanoscale building blocks. If we

could control the tunneling rates between dots in an array, we could create an artifi-

cial Mott-Hubbard system, and gain a deeper insight into correlated electron physics.

The fundamental building blocks for devices are also assemblies or arrays of dots,

and so, in order to transform them into competitive functional materials, one has

to address the important fundamental problem of transport between individual dots.

In this section, we provide a brief overview of the important energy scales in quan-

tum dot arrays, and present a literature survey of the different transport mechanisms

reported in colloidal dot arrays.

The properties of a given array of dots, are determined by the interplay of the

coupling energy, 0, charging energy, Ec, of the individual dots, and the disorder

energy of the array, Aa. For low disorder, if the coupling strength is much smaller

than the charging energy of each dot, the array behaves as a Mott insulator. On

the other extreme, when the disorder energy dominates, the coupling strength is

not large enough to overcome the disorder in site energies throughout the array,

and there is a transition from delocalized to localized electronic states, or Anderson

localization. Delocalized electronic states can exist at a given temperature only if the

inter-dot coupling, #, dominates the thermal energy, kBT, and the disorder energy,

Aa. Figure 1-5(a), shows the rich phase diagram expected for arrays of dots, adapted

from Remacle and Levine [92].
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Figure 1-5: (a) A phase diagram showing the different coupling regimes expected
for a quantum dot array with size and/or packing disorder. The vertical axis is a
measure of the disorder energy, and the x-axis is the dimensionless parameter Ec/(Ec
+ /), where E, and / are the Coulomb charging energy and the inter-dot coupling
energy, respectively. For large disorder, weak electronic coupling can lead to Ander-
son localization. Reducing the disorder allows for the inter-particle couplings. At
very small disorder, Coulomb effects dominate with a Mott-like transition from a de-
localized to a site-localized state. Figure adapted from [92]. (b) Colloidal dots can
self assemble into ordered 3D closely packed colloidal crystals, with the structure of
stacked 2D triangular lattices, as shown in the transmission electron micrograph of
PbS dots. Collective or commensurate charge ground states have been predicted to
form in these triangular arrays for special densities such as 1 electron for every 3 dots
[83], as shown sketched over the TEM image of a PbS quantum dot array. Blue circles
depict an electron and white lines highlight the underlying array structure.

Colloidal dots typically self assemble into stacks of two dimensional triangular

lattices, as shown in Figurel-5(b). One of the most exciting predictions about electron

transport in the frustrated geometry of a triangular lattice is that of Novikov et al.

[83]. The authors consider a two dimensional triangular array of quantum dots with

a variable electron density in the range 0 to 1/2 electron per dot. The conductivity

at the density n = 1/3 decreases more strongly with decreasing temperature than at

nearby densities, suggesting the formation of a collective state or a commensurate

charge density wave. Figure 1-5(b) shows a sketch of the arrangement of electrons

on the triangular array of quantum dots at this density, adapted from reference [83].

Collective charge transport has also been studied theoretically, by Middleton and

Wingreen [71] for arrays of small metallic dots. They predict that at temperatures

well below the charging energy of a dot, disorder leads to a threshold for conduction,
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and the low bias conductance is suppressed by Coulomb blockade. The current is

then given by:

I ~ (V/VT - 1)Y (1.6)

where g 1,5/3 for one and two dimension respectively. At sufficiently large applied

bias voltage, V > Vt, the Coulomb blockade is overcome, and current can flow through

the array. The existence of a threshold voltage, has been observed in arrays of metallic

[9, 2], and semiconducting dots [94].

For a vast majority of colloidal dot systems, disorder is the the dominant energy

scale, and so, the observed transport mechanisms are similar to those observed in

disordered and doped semiconductor systems. The different mechanisms can, in prin-

ciple, be experimentally distinguished by studying the temperature dependence of the

conductance. For phonon assisted hopping to nearest neighbor sites, the conductance

has an Arrhenius form, G oc exp(-AE/T). At lower temperatures, hopping to a dot

that is not the nearest neighbor may be energetically more favorable even though the

hopping distance is larger. This is the variable range hopping regime and is charac-

terized, if the density of localized states is constant, by a temperature dependence of

Goc exp(-T*/T)l/", where v = 2,4. The v = 4 exponent characterizes Mott's variable

range hopping. If Coulomb correlations play an important role, then an exponent

of v = 2 is observed, corresponding to Efros-Shklovskii (ES) variable range hopping,

in a Coulomb gap. Typically Coulomb interactions become more important at lower

temperatures, and so a crossover from Motts variable range hopping to ES hopping is

expected as the temperature is lowered. Literature shows a relatively large variation

of transport properties for semiconducting quantum dots. Thermally activated (Ar-

rhenius) behavior [70], and a crossover from thermally activated to ES variable range

hopping [42] has been reported for annealed and thiol capped PbSe dots respectively.

A transition from nearest neighbor to ES hopping, and from Mott's variable range

hopping to ES variable range hopping has also been reported for CdSe dots [126, 57].

Trapping of mobile carriers in poorly passivated surface states is an important consid-

eration in the charge transport through quantum dot arrays, and this was shown by
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Ginger and Greenham for CdSe dots [29]. Power law decays of the current and highly

non-ohmic conduction, similar to dispersive transport in amorphous semiconductors

has also been observed in arrays of CdSe dots [21, 73]. A novel model of transport

based on Levy statistics has been proposed to explain the power law current transients

[82].

There has been interest in trying to achieve bulk type carrier transport through

minibands formed due to strong interparticle coupling, also known as the Bloch

regime. Accessing this regime has been complicated by the experimental challenges

associated with achieving sufficient inter-dot coupling, low density of electronic traps

and low energetic disorder. In contrast to thermally activated hopping, band-like

transport through delocalized states is characterized by a decreasing mobility with

increasing temperature. Band-like transport has been recently reported for all inor-

ganic CdSe arrays [55]. The authors report an effective inter-dot resistance of 55kQ,

which is comparable to the conductance quantum.

1.4 From fundamentals to device applications

A large motivation for studying the fundamental properties of colloidal quantum

dot arrays has been to bring these materials into the arena of practical applications

and enable them to successfully compete with existing technologies. Applications

of colloidal dots include, but are not limited to, solar cells, light emitting diodes,

photodetectors, field effect transistors, thermoelectric devices, and biomarkers. We

refer the reader to the recent review by Talapin et. al. for an extensive overview

of the applications for colloidal dot systems [104], and in this section we focus our

attention on the applications of PbS dots.

Near-infrared PbS quantum dots have emerged as promising candidates for pho-

tovoltaic applications because of a tunable energy bandgap that covers the optimal

bandgap range for single and multi-junction solar cells. Advances in surface passi-

vation, particularly through the use of halide ions as inorganic ligands, has led to

rapid improvements in solar cell power conversion efficiencies. By engineering the
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band alignment using different surface ligands and photovoltaic device architectures,

certified efficiencies of 8.5 % have been achieved [14, 53]. The impressive solar-cell

performance comes, in part, from mastering the surface chemistry of the dots and

understanding the relationship between surface functionalization and electronic prop-

erties.

Another area where PbS dots have a lot of potential is for use as infrared pho-

todetectors. While there are a large variety of sensitive photon detection systems

operating in the visible spectral range, available infrared detectors are either too

expensive or insensitive. Infrared photodetector sensitivity is quantified by the nor-

malized detectivity measured in units of Jones (cm Hzi/ 2W- 1 ). Using butylamine

capped PbS dots, ultra-sensitive photodetectors have been made with a detectivity

of 1.8 x 1013 Jones at 1.3 micron at room temperature, almost an order higher than

the detectivity of today's highest performance photodetectors [49, 65]. The ultimate

limit to the sensitivity of photodetectors is noise, and a careful examination of noise

sources in these dots would enable further improvements in this direction.

Initially used as a research tool to study transport in closely packed quantum dot

thin films, field effect transistors with quantum dots as the active layer, have recently

experienced a breakthrough in performance (achievement of mobilities higher than

30 cm2 y-1 s- 1) as a result of a proper choice of surface ligands and/or improved

chemical treatment of the arrays during device processing. For an overview of these

developments, we refer the reader to a recent review on quantum dot field effect

transistors [31].

1.5 Thesis overview

In this thesis, we attempt to study transport in nanopatterned colloidal quantum dot

arrays. All transport measurements in literature have been on macroscopic arrays,

where typically annealing or ligand exchange procedures are employed to improve

the conductance. These post deposition treatments typically lead to clustering and

cracking in the films, which have the potential to decrease the efficiency of charge
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transport in quantum dot films. It also makes it impossible to study the charge

dynamics intrinsic to the dots and is thus a barrier to realizing colloidal dot-based

designer solids.

In Chapter 2, we present our creation of the first colloidal quantum dot films

of nanoscale dimensions that are electrically conductive and crack-free. These films

make it possible to study the electrical properties intrinsic to the dots unimpeded

by defects such as cracking and clustering that typically exist in larger-scale films.

Our technique for forming the nanoscale films is based on electron beam lithography

and a lift-off process. The patterns have dimensions as small as 30 nm, and can be

lithographically positioned with nanoscale precision. We achieve unprecedented ver-

satility in integrating these nanopatterned structures into device structures both for

studying the intrinsic electrical properties of the dots and for nanoscale optoelectronic

applications. We find that the electrical conductivity of the nanoscale films is 180

times higher than that of drop-cast, microscopic films made of the same type dot.

By removing this macroscopic component of the structural disorder in a quantum

dot arrays, in samples that are 80 nm wide, we are able to reveal the electrical

properties intrinsic to the arrays. We report electrical measurements of nanopatterned

arrays free of large-scale structural defects and discover that charge is transmitted

in discrete time intervals, which is described by Levy statistics. This insight into

the mechanism of charge transmission in an array of dots is an essential step toward

accessing the predicted complex electron and spin behavior in these systems. In

Chapter 3, we present a characterization of the noise in nanopatterned quantum dot

arrays in the context of a model in which a quasi-one-dimensional percolation path

is turned on and off, by charging of a dot along the path.

In Chapter 4, we use an integrated charge sensor to study transport in the array.

Integrated charge sensors have been extensively used to study slow electron dynamics

in systems where the current is immeasurably small, such as in the tunneling of single

electrons on and off quantum dots. Recently, the ability to measure slow electron

dynamics has been exploited to probe transport in highly resistive materials, for

which traditional transport techniques fail [62]. The measurement of high resistances,
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achieved by a time resolved measurement of charge diffusing through the material,

has also been shown to be insensitive to contact effects such as blocking contacts [68].

The integration of quantum dot arrays with the charge sensor is facilitated by our

novel nanopatterning technique. The integrated charge sensors can also be used to

detect conductance fluctuations in the nearby nanopatterned arrays.

We extend the measurement technique to characterize the electronic properties

of PbS quantum dots with different inter-dot couplings. We are able to measure

resistances as high as 1018 Q using only moderate voltages. To our knowledge, these

constitute the highest resistances measured on these artificial colloidal solids. While

transport measurements have been performed on semiconducting colloidal dots with

a variety of ligands, the transport characteristics of the dots with the native ligands

have never been measured without annealing or sintering the arrays, due to extremely

weak coupling between the dots. We present the first transport measurements on

nanopatterned PbS arrays with the native oleate ligand. We then study the effect

of increasing the effective electronic coupling between the dots in a similar manner.

Our technique allows us to probe a variety of transport phenomena including the

temperature and field dependence of the current in the arrays.

We find that holes are the majority carriers for these arrays and for weak inter-dot

coupling, the conductance follows an Arrhenius behavior with an activation energy

that can be modulated by an electric field established by a source drain bias. Our

results in this regime are understood by a simple model of release of a carrier from

a trap state and nearest neighbor hopping. As the coupling strength between dots

is increased by reducing the size of the ligand, we find that the data no longer fits

to simply activated transport, and we observe the onset of variable range hopping at

lower temperatures.

In Chapter 5, we discuss the broader implications of the work and present ideas

for future experiments.
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Chapter 2

Synthesis, nanopatterning and

characterization of PbS colloidal

quantum dots

In this chapter, we discuss the technique we have developed for nanopatterning col-

loidal quantum dots. We describe the general method for synthesis of colloidal dots,

and the specific steps for synthesis of PbS dots in section 2.1. In Section 2.2, we mo-

tivate the need for nanopatterning colloidal dots. In Section 2.3, we briefly overview

the existing techniques for patterning colloidal dots. In Section 2.4, we describe our

patterning technique in detail. In Section 2.5, we discuss the compatibility of our

technique with different capping agents or ligands associated with colloidal dots. In

section 2.6, we characterize our patterned films and discuss steps to improve the qual-

ity of the film, such as surface treatment for the substrate. Finally, in section 2.7, we

discuss the improvement in the conductivity of the patterned films as compared to

unpatterned films. Parts of this work also appear in T. S. Mentzel et at. [69].

2.1 Chemical Synthesis of Colloidal quantum dots

The preparation of nearly monodisperse organically passivated dots is essential for

studying properties inherent to nanoscale structures as opposed to those associated
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with structural heterogeneity or polydispersity. The term monodisperse in colloidal

chemistry is used for dots with a standard deviation a < 5% in diameter.

The synthesis of monodisperse dots, requires a short nucleation event followed by

a slower controlled growth of the nuclei. The short nucleation burst is created by a

rapid addition of reagents to a heated reaction vessel. The rapid addition of reagents,

lowers the temperature to below threshold for nucleation, and no new nuclei form after

a short amount of time. As the growth of any one dot is similar to all the others,

the initial size distribution is determined by the timescale of growth and nucleation.

Figure 2.1(a), shows a sketch of the nucleation and growth process as a function of

time. At time, t = 0, the precursors are injected rapidly into the solution to create

the short nucleation burst.

Colloidal dots are stable with respect to aggregation only if there exists a repul-

sive force of sufficient strength and range, to counteract the van der Waals attraction

between the dots. Ligands, or capping molecules are present in solution as stabiliz-

ing agents during growth to prevent aggregation and precipitation of dots. During

growth, the ligands come on and off the surface of the dots at a rapid rate set by

the temperature. Ligands can affect the shape of the dots, as they may bond more

readily with certain crystal planes, resulting in faster growth on crystal planes poorly

passivated with the ligand. If the growth phase continues for longer periods of time,

one observes a second growth phase called Ostwald ripening. In this process the high

surface energy of the smaller dots promotes their dissolution, and the larger dots grow

in size. The average dot size can then increase over time accompanied by a decrease

in the total number of dots, and controlled ripening can lead to the preparation of a

size series of dots.

Once the desired size is reached, the reaction vessel is cooled to room temperature,

to terminate any further growth. The next step is a size selective precipitation,

which involves the addition of a non-solvent into the dispersion, to narrow the size

distribution. The introduction of a non-solvent, miscible with the original dispersing

solvent, destabilizes the dispersion, causing the dots to aggregate and precipitate out

of solution, leaving many of the synthetic by-products in solution. As the largest
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Figure 2-1: (a) Sketch depicting the nucleation and growth phases in the synthesis
of monodisperse colloidal quantum dots. (b) Cartoon of the apparatus used for the

synthesis of Oleic acid capped PbS colloidal quantum dots.

dots exhibit the largest attractive forces, they aggregate before the smaller ones, and

partial flocculation and subsequent filtering and centrifuging can isolate a precipitate

enriched in the larger size. The precipitate is re-dispersed in a solvent and subjected

recursively to this procedure to further narrow the size distribution, and also get rid

of other impurities.

Synthetic organic techniques can be used to tailor the ligands attached to dots after

growth. The procedure known as ligand exchange involves a repeated exposure of the

dots to an excess of a competing ligand or capping group, followed by precipitation

to isolate the partially exchanged dots. This recursive approach can be used to cap

dots with a wide range of chemical functionalities, even if the binding of the new cap

is less favorable than the original 1761.

2.1.1 Synthesis of PbS dots

For synthesis of PbS dots, we start with a Pb precursor in a flask, and a Sulfur

compound in solution in a syringe, as shown in Figure 2.1(b). The Pb precursor is

prepared by dissolving and degassing 11.38 gm of Lead Acetate in a mixture of 270

ml Oleic acid (which also serves as the ligand) and 30 ml of 1-Octadecene (ODE) at
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Figure 2-2: Transmission electron micrographs of PbS dots. (a) Freshly prepared

butylamine capped PbS dots. (b) If we expose the dots to elevated temperatures (even

5-10 degrees above room temperature) after the growth step is complete, Ostwald

ripening takes place. Briefly, Ostwald ripening is when atoms from the surface of

smaller dots (with high surface energy) leave to join the surface of larger (lower

surface energy) dots, giving a broad distribution of dot sizes.

1000C. After the lead precursor is made, the solution is heated to 150'C under argon,

to form Pb oleate. This is followed by the swift injection of the sulfur precursor,

which is made with 3.15 ml of hexamethyldisilathiane (TMS2-S) and 150 ml of ODE

[127].

As the sulfur solution is injected, particles nucleate and the temperature drops

from 150' C to approximately 1300 C. At this slightly lower temperature, the nucle-

ated particles grow by adding atoms from the surrounding solution to the surface.

The solution is cooled after approximately 5 minutes, and the resulting dots have a di-

ameter of 4.4 0.2 nm, as seen from TEM measurements. Figure 2-2(a) shows TEM

images of freshly prepared butylamine capped PbS dots. If the solution is heated for

a time after the growth takes place, Ostwald ripening occurs. While controlled Ost-

wald ripening can help the preparation of a size series of dots, uncontrolled Ostwald

ripening, can cause a large amount of disorder in the system. Figure 2-2(b) shows

TEM images of butylamine capped PbS dots having undergone Ostwald ripening due

to heating. Ostwald ripening in this case introduces a large size disorder in the system

and must be avoided.
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Size selective precipitation and filtration is performed by adding a mixture of

methanol and butanol to precipitate the dots. The solution is centrifuged to collect

the dots and the supernatant is discarded. At this stage for measurements on oleic

acid capped dots, the dots are redissolved in hexane, and the same procedure is re-

peated twice. For measurements with butylamine capped dots, the dots are dispersed

in butylamine, and left stirring on a stir plate inside the glovebox for a period of

three days. The dots are then precipitated with isopropyl alcohol. The solution is

centrifuged, the supernatant is discarded, and the dots are redissolved in hexane.

Before using the dots, they are passed through a 0.1 pim filter. The size selective

precipitation for either ligand is thus carried out thrice, in order to minimize the size

disorder in the system.

2.2 Need for nanopatterning

Colloidal dots can be made to assemble into an ordered array or close-packed film

by dropcasting or spincasting on a substrate. As the solvent evaporates, the dots

assemble into a three dimensional solid. The ordering length scale is then determined

by the rate of solvent evaporation, the interaction between the dots, as well as the

interaction with the substrate. Typically when the colloidal solution is dropcast onto a

surface, the dots tend to form clusters as shown in Figure 2-3(b). Methods to improve

the conductance of the dots, such as annealing, causes cracking as show in Figure 2-

3(c). Besides diminishing the charge transport efficiency for device applications, the

presence of cracks and clusters, makes it impossible to study the charge dynamics

intrinsic to the dots, and is thus a barrier to realizing colloidal dot based designer

solids. Applications of colloidal dots in nanoelectronic and nanophotonic circuits [85],

LED nanodisplays [44, 4], and diffraction gratings [97] are only possible with nanoscale

control over the assembly and placement of dots on a surface. Finally, eliminating

structural defects in the films, such as cracks and clustering, and their effect on

charge transport is an essential step toward studying nanoscale charge dynamics and

realizing the predicted charge correlations in colloidal quantum dot arrays [83].
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Figure 2-3: (a) Schematic of colloidal dots drop cast on an inverted FET device (side

view). (b) Scanning electron micrograph of a PbSe film drop cast on an inverted FET

device (top view; the gold electrodes, which are beneath the film and thus obscured

from view, are outlined in orange), and (c) after annealing the film for one hour at

400 K. (d) When the thickness of the film exceeds approximately 1 ptm, cracks emerge

as the film dries. Image also appears in [69].

2.3 Overview of existing patterning techniques

Prior methods for assembling colloidal quantum dots into patterned structures on a

substrate fall into three main categories. The first method uses a patterned template

that guides the assembly of the dots (Template-Assisted Self Assembly). A second

method of patterning is printing: microcontact printing [44, 30], inkjet printing [110],

and nanoimprint lithography of a colloidal quantum dot-polymer composite [107].

The third entails functionalizing the dots with a ligand and forming patterns on a

substrate by effectively controlling the ligand-substrate interaction.

Template-assisted self-assembly [95] is a process in which strong interactions be-

tween a template and nanoparticles lead to the arrangement of nanoparticles in struc-

tures that are predefined by the shape of the template. The templates may be hard,

such as lithographically patterned photoresist, or anisotropically etched trenches in

Silicon, or soft like DNA molecules [3]. At the current stage of development, it is not

clear whether this assembly process can be eventually extended to nanoscale particles
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(~ 100nm) [124]. A newer approach [78], is to use the interface between two phases,

such as liquid-liquid or air-liquid, as the template. The Langmuir-Blodgett technique

has been used to form monolayers at the waterair interface and to transfer them onto

a solid substrate [109]. While the floating sheets are stabilized with long range order,

nanoscale device integration of these sheets seems non-trivial.

Microcontact printing is a form of soft lithography that uses patterns on a master

stamp to form patterns of ink on the surface of a substrate through conformal contact.

Polydimethylsiloxane (PDMS) is often used as the stamp, as it can be easily molded.

In order to use these PDMS stamps for printing solutions of quantum dots, the mold is

typically treated with an organic compound, such as Parylene-C, to make the surface

compatible with the dots. The coated stamp is then inked with quantum dots, and

the dots are transferred to a substrate by contact printing. Microcontact printing can

achieve nanoscale patterns, but is highly sensitive to the chemical compatibility of the

dot solution, the stamp, and the substrate. The dots must preferentially adhere to

the substrate over the polymer stamp, which puts a serious constraint on compatible

substrates [44, 30].

Another approach has been to functionalize the ligand in the quantum dots. Park

et al. [87] functionalized CdSe quantum dots with a photosensitive monolayer. Upon

exposure to ultraviolet (UV) radiation , films composed of this material were found to

polymerize, forming interconnected arrays of dots, rendering them photopatternable.

Jun et al. [40] found that exposing lead chalcogenide films with their native oleate

ligands to strong UV light, allowed the native ligands to form an insoluble cross-linked

network, while the unexposed areas were still soluble to toluene solvent. By UV light

exposure through a shadow mask followed by solvent rinsing, they have been able to

produce a feature size on the order of 2 /Lm.

While the techniques reviewed here are able to attain control over the shape

and placement of the dots on a specialized surface, the challenge still remains to

form nanoscale arrays of colloidal quantum dots that can be integrated into a device

structure with nanoscale precision.
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Figure 2-4: An overview of the process for patterning nanoscale films of colloidal dots.

2.4 Nanopatterning colloidal quantum dots

We use a combination of electron beam lithography followed by a lift off process to

form crack-free films of nanoscale dimensions. Our technique uniquely combines the

following characteristics:

" Colloidal quantum dot films with features as small as 30 nm

" Controlled placement of quantum dot films onto a surface or into a device

structure with nanoscale precision (30 nm), and

* Flexibility in choice of core material and ligand

We start with a Silicon wafer with 100-300 nm of high quality thermally grown

SiO 2 . The wafers are cleaned with organic solvents (acetone, methanol and isopropyl

alcohol), and then baked on a hotplate set at 1800 C, to drive off moisture from

the surface. The wafers were then coated with PMMA (polymethyl methaacrylate),

which is an electron beam resist. Depending on the size of the features needed, the

thickness of the PMMA stack can be adjusted. Smaller feature sizes work best with

thin layers of resist. We then create the desired pattern in the form of trenches in

the resist, using an electron beam. A drop of the colloidal solution is put on the
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substrate using a 10 pL syringe, and allowed to spread over the entire surface. The

concentration of the solution used for dropcasting, as well as the solvent, controls

the thickness and packing of the resulting film. The solvent used for the work in

this thesis is 9:1 Hexane:Octane, as it has been shown to give uniform films over

large length scales. As a rule of thumb, for a lift off processes, say with a metal, the

thickness of the resist must be atleast three times the desired thickness of the metal.

Since we are dealing with a colloidal solution, instead of a metal, the thickness can

be controlled only somewhat by adjusting the solution concentration.

Once the film has been allowed to dry, the substrate is immersed in acetone. The

amount of time for the film to dry is determined by the concentration of the starting

solution, with more concentrated solutions requiring longer wait times. During lift-

off an ultrasonic bath, may or may not be needed depending on the feature size

required. Sonication during lift-off ensures that the films tear cleanly at the edges of

the patterns. However, sonication must be avoided if smaller feature size (< 100 nm)

is desired, as even minimal sonication can tear the patterned film. Squirting the film

with acetone is a gentler alternative to sonication. For multiple large features in close

proximity to each other, such as in a grating, sonication is required to remove the

dots from the areas between the lines. Sometimes, we observe a residue on the surface

after lift off. This may be just the residue from acetone, or the dots themselves. The

substrate can be soaked in a vial of isopropanol to clean off the residue and then

left to dry in the nitrogen environment of the glovebox. Allowing the isopropanol to

evaporate while the substrate sits flat on a surface can also leave a residue. Instead,

we hold the substrate with tweezers so that the isopropanol runs to the edge of the

substrate before evaporating. A kimwipe can be used to wick the solvent from the

edge of the substrate. We have found that the problem of surface residue is more

severe, when the resist thickness is less than 50 nm. This is probably due to van der

Waal's forces between the dots and the substrate. In this case, squirting the substrate

with acetone and isopropanol after lift-off and blowing the surface dry with nitrogen

can eliminate the residue. Once again, for sub 100 nm patterns, we avoid using a

nitrogen gun as the force may tear the edges of the patterns.

51



(a) (b)

(c)

(e)

Figure 2-5: Scanning electron micrographs
capped PbS quantum dots.

(d)

(f)
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Figure 2-6: Nanopatterned films of CdSe quantum dots (first and third rows) and

Zn0 .5Cd 0.5 SeZn0 .5 Cd0 .5 S coreshell dots (second row). (a) Scanning electron micro-

graph, (b) fluorescence (actual color), and (c) AFM images. Image also appears in

[69].

In Figures 2-5(a)-(f) and 2-6, we demonstrate the flexibility in choice of dots by

patterning films with PbS, CdSe and Zno. 5Cdo.5SeZno. 5Cd0.5 S coreshell dots. CdSe

dots show fluorescence in the visible part of the spectrum that can be easily measured

with a confocal optical microscope. As the patterned films fluoresce (as shown in

Figure 2-6(b)), we can conclude that the dots remain unharmed in the patterning

process. In Figure 2-7(a) we show 30 nm small patterns of Zn0.5 Cd0 .5 SeZn. 5 Cd. 5S

coreshell dots with a phosphonic acid ligand. In Figure 2-7(b), the nanoscale pattern

of dots is placed with nanoscale precision relative to a nearby transistor gate. The

alignment for this placement is done on the Raith 150, and the details are discussed

in Appendix B.

Our nanopatterns are robust and remain bound to the surface even when immersed

in non-polar solvents like hexane or octane, in which the dots are normally soluble.
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Figure 2-7: (a) Fluorescence and Scanning electron microscope (SEM) image of 30

nm small patterns of Zn0.5Cd 0.5SeZn0 .5Cd0.5S coreshell dots with a phosphonic acid

ligand (b) 200 nm wide pattern of PbS dots with butylamine ligand, placed 200 nm

away from a transistor gate.

We hypothesize that during the lift-off process, acetone removes the ligands from the

surface of the dots on the outermost layer of the film rendering the film insoluble.

We speculate that the ligand is being removed from only the top layer because the

nanopatterned films fluoresce, which would not be the case if the ligands were absent.

It is also possible to remove the patterned films from the substrate and recycle the

substrate, if necessary. As the patterning process is expected to remove the ligand

from the top layer of dots, the first step is to drive the ligand back on to the surface of

the dots. The dots should then be soluble in hexane or octane. Because the dots are

bound to the surface, additional thermal energy must be provided to overcome the

attractive forces. The use of octane as a solvent is preferred because its boiling point

(125 'C) is higher than that of other commonly used solvents like hexane (68 'C),

and the solution does not evaporate when we raise the temperature for a prolonged

period. Octane and Hexane are extremely volatile solvents, and care must be taken

while heating them. We successfully removed butylamine capped PbS dots from an

oxide substrate, by submerging the substrate with the pattern in a solution of 19:1

octane/n-butylamine and heating it to 100 'C overnight.
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2.5 Ligand exchange

While ligands play an important role in the synthesis of colloidal dots, they also

play a pivotal role in the passivation of surface electronic states, and the assembly

of dots into an array. Changes in the inter-dot separation, induced by changing the

ligands, can significantly influence the ordering, and thereby the electrical properties

of the quantum dot arrays. Highly insulating superlattices with long range order are

formed with long ligands that provide a large tunnel barrier between dots. Shorter

ligands, and subsequently smaller tunnel barriers, lead to more conducting arrays.

However the packing of dots in arrays stabilized with short ligands, tends to be

glassy and chaotic, because of strong interparticle interactions. The importance of

surface ligands can hardly be overemphasized.

As mentioned briefly in section 1.1, ligand exchange can be performed while the

dots are in solution (solution exchange), or after deposition of the quantum dot film

(solid state exchange). Our patterning technique can be easily extended to a solution

ligand exchange, by simply adjusting the concentration of the solution for dropcast-

ing. However, we recommend special precautions when working with dots that have

undergone a solution ligand exchange. Shorter ligands tend to be less stable in so-

lution, and there is a high probability that they fall off the dots causing them to

agglomerate. While agglomerated dots are undesirable for any transport study or

device application, they can cause the patterning process to fail. When dropcasting

agglomerated dots, either clumps appear in the in the resulting film or the patterns

wash off entirely from the substrate during the lift-off process. In PbS dots, the native

oleic acid ligand, can be replaced with n-butylamine in solution. If the n-butylamine-

capped dots are stored in solution for an extended period, the ligand will fall off from

the dots causing them to agglomerate. The solution exchanged dots, must therefore

be used as soon as possible after the final precipitation step is completed. On the

other hand, more flexibility with timing exists in the step prior to the final precipita-

tion, and the dots can be left stirring in n-butylamine in a glovebox environment for

as long as needed. We recommend suspending the dot solution above the stir plate,
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(b)

Figure 2-8: Scanning electron microscope (SEM) images of PbS films with post de-

position ligand exchange from butylamine (BA) to the shorter ethanedithiol (EDT)

ligand. (a) Ligand exchange performed before lift off, and (b) ligand exchange per-

formed after lift-off.

rather than have it be in direct contact, in order to avoid Ostwald ripening of the dots

due to heating. Figure 2-7(b) shows a 250 nm wide and 600 nm long nanopattern

made from butylamine capped PbS dots.

Shorter ligands, such as thiols (-SH) and halides(-Cl,-Br), cannot easily be sta-

bilized in solution, and the exchange needs to be performed after the deposition of

the film. In order to the carry out a post deposition ligand exchange, the array after

deposition, is chemically treated with a solution containing the new ligand. This pro-

cess naturally strains the already deposited film, leading to the formation of cracks.

For unpatterned films, these cracks are filled by dropcasting another layer of dots,

followed by a ligand exchange for this layer, and the process is repeated till all the

cracks are filled. Our patterning technique can be extended to a solid state ligand ex-

change only in a limited capacity. As the native ligand is fairly long, we first perform

a solution ligand exchange to a shorter ligand in order to reduce subsequent shock

to the film. We dropcast the solution exchanged dots onto the lithographic pattern,

and then proceed to a post deposition ligand exchange. Although not mandatory,

a surface treatment is sometimes performed before dropcasting to improve adhesion

of the dots to the surface. The details of the treatment, and the constraints this

treatment may impose on the patterning process are discussed in the next section.

The chemical treatment for ligand exchange may be performed either before or after
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lift off of the patterns is complete.

For PbS dots, we exchange the native ligand to butylamine in solution. We create 3

pm x 3pm wide trenches in 200 nm of PMMA and then dropcast with the butylamine

dots. In order to exchange the butylamine ligand to EDT, we chemically treat the film

by dipping the substrate in 0.05M EDT solution in acetonitrile for 3 seconds. Figure

2-8(a) and (b) show scanning electron microscope (SEM) images of the patterns

formed when the ligand exchange is performed before and after lift-off. As seen

from the images, a ligand exchange performed after lift-off gives more uniform films.

However, minor cracks develop along the edges of the pattern irrespective of which

way the exchange is carried out. This makes it very difficult to make patterns smaller

than : 1pm with a post deposition exchange, as they will be completely obscured

with cracks. Given the need for a fixed film to resist thickness ratio for a successful

lift-off process, it seems unlikely that nanoscale patterns can be obtained with shorter

ligands with our technique. One could imagine working with very thick resists, and

extremely dilute dot solutions. Then, by performing a ligand exchange before lift-off,

one could in principle fill the cracks in the film. However, it is very difficult to pattern

small features with thick resists, and also it is very difficult to estimate before hand

how many layers of dots would be needed to completely fill all the cracks present in

the film.

For the work presented in this thesis, we work with the native ligand (oleic acid),

and butylamine which is compatible with a solution ligand exchange. Although

longer ligands give more resistive films, they help stabilize long range order and the

ease in nanopatterning dots with these ligands enables us to investigate transport in

nanoscopic patterns.

2.6 Film morphology and characterization

We use a combination of atomic force microscopy (AFM), Transmission electron mi-

croscopy (TEM), and Helium ion microscope imaging to study the surface profile and

packing of dots in the nanopatterned films. As seen in Figure 2-6 and Figure 2-9,
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Figure 2-9: Atomic Force Microscope (AFM) images and line scans of patterns with

butylamine capped PbS dots. (a) 400 nm wide circles created with 200 nm resist, (b)

200 nm wide lines created in 200 nm resist, and (c) 600 nm wide rectangular pattern

on 60 nm thick Ti/Au electrodes created on 200 nm thick resist.
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the patterns do not show any macroscopic cracks or clusters. Line scans across the

patterns, however, show that the edges of the pattern are higher than the center. It

has been suggested [76] that the solvent used for dropcasting can influence the surface

profile, and using hexane and octane as solvents can lead to a concave film surface.

We tried a variety of different solvents including pentane, Tetrachloroethylene (TCE),

and 9:1 Octane:Octanol, but the surface profile did not change. We find that a square

cross-section of the trench helps reduce the height difference between the center and

the edges. An example of a square cross-section is to pattern a x nm wide trench in

x nm thick resist. Figure 2-9(a) and (b) show the AFM images and corresponding

line scans for circles with a 400 nm diameter and 200 nm wide lines on 200 nm thick

PMMA. For similar film thickness, the height variations are more severe in the 400

nm circles. We make a pattern on gold electrodes, as shown in Figure 2-9(c), and see

that the film is continuous over the gold electrodes. With the same resist thickness

we see that the height difference is more severe for the wider pattern. We also find

that using dilute solutions for dropcasting, in order to obtain thinner films, makes

the problem worse. This means that to some extent, the thickness of the film, and

hence the concentration of the solution used for dropcasting, needs to be adjusted

according to the desired width and length of the pattern.

We use Transmission electron microscopy (TEM) primarily to study the packing

of individual dots in the film. Since dilute solutions are used for dropcasting on TEM

grids, this also gives us some insight into the formation of the pattern itself. We use

40nm PELCO silicon dioxide support films for TEM with 24 50 x 50 Pm apertures.

We stick the grid onto an empty silicon chip using PMMA as glue. After the PMMA

dries, we then spin on PMMA on the TEM grid for electron beam lithography. The

patterns can now easily be created on these TEM grids. This procedure works just as

easily for regular carbon TEM grids but we use the Si02 grids to keep the substrate for

patterning the same. Figure 2-10 shows the TEM images of the patterns formed. For

wide patterns, and dilute concentrations, we find that film formation begins at the

edges of the resist, and then moves inwards. As we move from a dilute (Figure 2-10(a))

to a more concentrated solution (Figure 2-10(b)), we observe complete coverage of the
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pattern. As we zoom in to study the center of the film, for patterns with complete

coverage, we find that while butylamine capped dots give close packed films, films

with oleic acid capped dots tend to be polycrystalline. Given the hydrophobic nature

of the ligands, it is natural to expect them to preferentially stick to PMMA, which is

also hydrophobic, rather than the hydrophilic oxide. This explains the surface profile

observed for all of the patterns but also highlights a constraint on the final thickness

of the film especially for wider patterns, making it seemingly impossible to obtain thin

films(< 50 nm) over large (> 400 nm) length scales. Surface treatments, discussed

below, can make the dots like the oxide just as much as PMMA, however we were

unable to find a treatment which made the dots like the oxide and dislike the resist.

Surface treatment

Surface treatments for the substrate are designed to improve adhesion of dots to

the substrate and typically involve growing a self-assembled monolayer on the sub-

strate. When performed on oxide substrates, these treatments can also help passivate

surface traps. The most commonly used surface treatment involves a coating of

MPTMS (3-mercaptopropyl-trimethoxysilane). Our patterning process is compati-

ble with a surface treatment, when the treatment is performed after the lithography

step. Pre-treating the substrate, and then spinning on the resist, makes the resist

adhere better to the substrate, and can make lift-off difficult. In order to form pat-

terns with a surface treatment, the substrate is first cleaned for 5 minutes in oxygen

plasma. We then carry out the electron beam lithography. The patterns are de-

veloped, creating trenches in the resist. The substrate is then immersed in 0.2 M

(3-mercaptopropyl)trimethoxysilane (MPTMS, in toluene) solution for 12 hours to

grow a self-assembled monolayer of MPTMS. We then dropcast on the substrate, fol-

lowed by a lift-off process. Because of the strong adhesion of the dots to the surface,

a sonication step is essential to getting the patterns to work. However, this makes it

impossible to form very small patterns with a surface treatment, as they are unable

to withstand sonication. As shown in Figure 2-11, surface treatment gives a better

surface morphology, but the edges are still taller than the bulk of the film.
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Figure 2-10: Transmission electron micrographs showing the formation of patterned

films. (a) Patterns made on SiO 2 TEM grids showing formation of film starting at

the edge of the resist. (b) As the dropcasting solution is made more concentrated,
complete coverage of the pattern is achieved. (c) Packing of butylamine capped PbS

dots in the middle of the pattern showing a close packed film. (d) Packing of oleic acid

capped PbS dots from the middle of the pattern showing polycrystalline structure.
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Figure 2-11: Helium ion microscope images of patterns formed after treatment of the

oxide with 0.2 M (3-mercaptopropyl)trimethoxysilane (MPTMS, in toluene).

2.7 Electrical properties

The electrical current in dropcast quantum dot films is typically small because the

electronic coupling between dots, as determined by the size of the native capping

ligand, is weak [89, 34]. To increase electrical current, either the film is annealed

[125, 21, 67] or the native capping ligand on the dot is exchanged for a smaller

molecule by immersing the film in a solution containing the smaller molecule [105].

In both of these approaches, there is a strong driving force that creates cracks in the

film, adding to the structural defects, as seen in Figure 2-3. Despite the clusters and

cracks, it has been possible to study charge-transport in these films because current

may flow through a continuous pathway that connects the clusters, or, a second layer

of dots can be deposited to fill in the voids between clusters [105]. However, it is

likely that structural defects influence the transport properties in the film.

We begin with microscopic unpatterned films, and dropcast on 2 Pm or 5 Am long

electrodes which are 800 pm wide. The film thickness is measured by scratching the

patterns and measuring with a profilometer. The thickness for the films is observed

to be 300 nm and 40 nm, from two sets of devices. We then immerse the substrates

in acetone in order to compare them with the patterned films as the lift-off process is

done in acetone. There have also been reports of increased conductance due to necking

of the dots from methanol exposure [49], and acetone is expected to have a similar

effect. The current is immeasurably small for oleic acid capped dots. For butylamine
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Figure 2-12: (a) An AFM image of a film of butylamine capped PbS dots, which is 350
nm wide at its narrowest point. The film is continuous, in contrast to those shown in
Figure 2-3 (b)-(d). (b) Current-voltage characteristic of the nanopatterned film shown
in (a). (c) Conductance of butylamine capped PbS dots versus the dimensions of the
film with Vd, = 0.1 V. The red circles represent the conductance of the nanopatterned
film shown in (a) and a comparable rectangular film with nanometer dimensions. The
blue circles represent the conductance of unpatterned films in a device structure shown
in Figure 2-3. The conductivity of the nanoscopic films is 180 times higher than what
is found in the microscopic films. Image also appears in [69].
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capped dots, the current-voltage characteristics are ohmic at low voltages, and the

zero bias conductance is extracted from these measurements. The conductivity 0- is

calculated from the relationship G = -(wtl) where G is the conductance, I is the

length, t is the thickness, and w is the width of the film. The conductivity of the

unpatterned, microscopic films is approximately 0.09 pS/cm.

We measure the current-voltage characteristics of two nanopatterns. The first

pattern is rectangular with dimensions 50 nm thick, 2 pm wide and 1 pm long. The

second pattern, shown in Figure 2-12(a) is 130nm thick between two gold electrodes,

and tapers down to a width of 350 nm at its narrowest point. From the current-

voltage characteristics, which is ohmic at low voltages 2-12(b), we find the zero-bias

conductivity to be 17 pS/cm. We plot the conductance versus the dimensions of the

films in Figure 2-12(c). The plot illustrates that the conductivity of the crack-free,

nanopatterned films is 180 times higher than the conductivity of the unpatterned,

dropcast films, which exhibit structural disorder.

To conclude, we have demonstrated the ability to form nanoscale patterns of col-

loidal quantum dot arrays that are structurally continuous. Our patterning technique,

based on a simple lift-off process, allows for flexibility in the choice of dot material,

ligand, and solvent. Electrical measurements on nanopatterned arrays reveals electri-

cal conductivity two orders of magnitude higher than in macroscopic or unpatterned

arrays, in which the dots form clumps and clusters. We speculate that the increased

conductivity stems from the elimination of defects in the array. This technique for pat-

tering quantum dot arrays, opens the possibility of studying the nanoscopic charge

dynamics in the localized states of the dots, and we explore this aspect in the re-

mainder of this thesis. Eliminating structural defects is also an essential step toward

realizing the charge correlations predicted in ordered quantum dot arrays, and the use

of colloidal dots in nanoelectronics, nanophotonics, LED nanodisplays, and nanoscale

detection of biomolecules.
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Chapter 3

Noise in nanopatterned colloidal

quantum dot arrays

In this chapter, we discuss the noise characteristics of PbS quantum dot arrays. In

Section 3.1, we give an introduction to the common sources of noise in solid state

systems. In section 3.2, we focus on noise in disordered and inhomogeneous materials,

and present a literature survey of noise studies in colloidal quantum dot systems. In

sections 3.3 and 3.4, we describe our device structure and the experimental set up

for noise measurements. Finally, in sections 3.5 and 3.6, we present our results and

discuss a model based on Levy statistics to explain our observations.

3.1 Noise and fluctuations in solids

We can think about noise as a spontaneous random variation of a physical quantity

as a function of time, or a random deviation of the physical quantity from some

mean value. Noise is typically a manifestation of thermal motion of matter, and the

discreteness of its structure. The ultimate accuracy of measurement of any physical

quantity is noise limited, and so noise is usually viewed as the bane of measurements.

However, a careful study of noise in a material can provide additional insights into

the properties of the system, and can even be used to characterize exotic states in

materials such as charge density waves and quasi-particles in a fractional quantum hall
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state [8]. During the past decade new phenomena and new features of old phenomena

have been studied such as noise in ballistic conductors, noise in strongly disordered

conductors, noise in high-Tc superconductors and, magnetic 1/f noise in spin glasses

and so on. In this section, we discuss the underlying physics of some of the common

sources of noise in solids [46].

When we measure a signal as a function of time, x(t), the noise in the signal is

best characterized by the spectral density. The power spectral density of a signal tells

us which frequencies carry the signal's power. Roughly, we can estimate the spectral

density from the magnitude squared of the Fourier Transform (FT) of a finite stretch

of the signal. However, the FT computation assumes that the finite signal repeats

over and over. If the initial and final value of the finite signal are not the same, this

can lead to aberrations in the FT because of the abrupt changes at the start and

end of the signal. For a better estimation of the spectral density, 'windowing' is used

where the finite signal is premultiplied with a value that smoothly decreases to zero at

each end. This helps to more accurately assign power to the frequencies and reduces

aberrations from the finite size of the signal.

Johnson noise

Johnson noise in conductors arises from the thermal fluctuations of the electron den-

sity within them. In a letter to Nature in 1927, J. B. Johnson wrote about voltage

fluctuations that appear to be the result of thermal agitation of the electric charges in

the material of the conductor [38], and Harry Nyquist provided a theoretical explana-

tion [84]. Johnson's name became associated with this noise, after he experimentally

verified the dependence of the noise voltage on the resistance [39]. According to

Nyquist, an idealized resistor is assumed to contain a voltage generator causing a

fluctuating emf at the terminals. The mean squared voltage, V2ms, and the associ-

ated spectral density, So, (proportional to the FT of the signal) are given by:

V,) = 4RkBTzf (3.a)

SV = 4RkBT (3.1b)
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where, R is the resistance of the conductor, kB is the Boltzmann's constant, T is

the absolute temperature, and Af is the bandwidth of the measuring instrument.

The noise spectral density for Johnson noise is independent of frequency, and for this

reason Johnson noise is said to be white. As the magnitude of the noise only depends

on the resistance and the temperature, this has attracted interest for using thermal

noise as a means of measuring temperature [1221. For Johnson noise thermometry

(JNT), the theory is exact unlike usual thermodynamic methods, which are imperfect

because there is no such thing as an ideal gas or an ideal blackbody.

Shot noise

Walter Schottky discovered shot noise in 1918, while studying vacuum tubes[96].

Shot noise in an electrical conductor is a consequence of the quantization of the

charge. Shot noise only occurs when there is a current flow. Schottky assumed the

uncorrelated arrival of particles with a poissonian distribution of arrival times, and

arrived at an expression for rms fluctuations, Irms, and spectral density, S1 , of shot

noise:

Plms = 2qIAf (3.2a)

S= 2q (1) (3.2b)

where, q, is the charge of the particle, and 7 is the average current flowing through

the conductor. Like Johnson noise, the spectral density of shot noise is also white.

In contrast to conductance measurements, which measure an averaged charge over

time, shot noise measurement are sensitive to the magnitude of the charge itself. An

understanding of the shot noise in a system can then be used to determine the charge

and statistics of the particles relevant for transport. Theoretical investigations [41]

into the quantum corrections for shot noise due to quasi-particles, have found that

the classical expression for shot noise is still valid if the charge, q, is replaced by the

quasi-particle charge. After the observation of fractional quantum hall effect (FQH)

in systems, Laughlin [54] argued that the conduction properties could be explained
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in terms of quasi-particles with a fractional charge. R. de-Picciotto et al. utilized

quantum shot noise measurements to unambiguously show that the current in the

FQH regime, at filling factor 1/3, was carried by quasi-particles with charge e/3 [19].

For a complete overview of shot noise in mesoscopic systems, we refer the reader to

a review article by Blanter and Bittiker [10].

1/f noise

Low-frequency noise with the spectral density, S(f), proportional to 1/fP (where f is

the frequency and y ~ 1-2) was initially discovered in vacuum tubes [37]. It has since

been observed in a wide variety of systems including current fluctuations in resistors,

intensity fluctuations in music and even signals in human cognition. Despite almost

a century of research, 1/f noise remains a controversial phenomenon and numerous

debates continue about its origin and mechanisms. The common name for this noise

does not imply the existence of a single physical mechanism that gives rise to all

of its manifestations. In fact, it is now accepted that different fluctuation processes

can be responsible for the 1/f noise in different materials and devices. In a review

article on low frequency fluctuations, Dutta and Horn review the sources of 1/f noise

in materials [22].

The rms current, Irms, and the spectral density, Sv(f) of 1/f noise can be illustrated

with the phenomenological equations by Hooge [33]:

P e-11f (3.3a)
rms = eH

SV M -aH v(3.3b)

where, i/f = 1(t) - 1, N, is the number of carriers in the system, and f is the

frequency. aH, / and -y are constants. ozH is also known as Hooge's constant, and is

dimensionless if -y = 1 and 3 = 0. It is important to note here that these equations

are empirical and no theoretical reason exists for this dependence. Over the years a

lot of data have been tabulated for metals and semiconductors showing room tem-
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perature noise in approximate agreement with this equation for a universal value of

aH - 2 x 10'. Notable deviations from Hooge's equation have been found from noise

measurements in Manganin, semi-metal Bismuth [116], and most recently graphene

sheets [5]. Even simple metals such as Cu, Au and Ag show strong deviations as a

function of temperature in ways that are characteristic of each metal [23]. At the

same time, Hooge's relationship cannot be undervalued. It is the only relationship

that allows one to estimate, however crudely, the magnitude of the spectral density of

noise in uniform conductors. For strongly disordered and inhomogeneous conductors,

the measured values of aH can be many orders higher than the expected value of

2x10 3 .

Telegraph noise

In small electronic devices. the resistance and the electric current often switches

at random between two (or several) discrete values, giving random telegraph noise

(RTN). The time interval between switching events is random, but the values of the

fluctuating quantity are time independent. In the early 1980's, resistive switchings

were found to be caused by the switching of a single electron or single defect in

nanometer-size semiconductor structures [90].

In its most elementary form, a random telegraph signal consists of the current

through a device switching between an on and an off state. Figure 3-1(a) shows the

telegraph noise seen in a narrow channel MOSFET made for the research in this

thesis. The RTN is characterized by three parameters: t,,, toff and the amplitude

of the switch. While the on and off times are randomly distributed, the amplitude is

usually fixed as can be directly seen from the time trace. When analyzing the RTN

for a sufficiently long period of time, one can establish the probability distribution

function of the switching times, which are Poisson distributed in this case (Figure

3-1(b) and (c)):
1

P(t) =et/T (3.4)
T

The origin of telegraph noise in MOSFETs is the capture and release of single electrons
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Figure 3-1: (a) Random telegraph noise (RTN) observed in a silicon MOSFET. The

current from the device jumps between an on and an off state. The origin of telegraph

noise in a MOSFET is the capture and release of single electrons from a trap state,
probably in the oxide. (b) The probability distribution of the on time, P(t0 ,) and

(c) off time P(toff) obtained from telegraph noise measurements. The green and red

lines are fits to the functional form given by equation 3.4.

from a trap state. By studying the evolution of the characteristic times as a function

of temperature or gate voltage, one can use the noise as a tool to characterize the

traps.

3.2 Noise in disordered and inhomogeneous sys-

tems

A large variety of systems can be classified as disordered or inhomogeneous. They

exhibit higher noise than homogenous conductors with the same dimensions and re-

sistance, primarily because of a non-uniform distribution of electric fields and current

densities, if the current is confined to narrow paths within the material. The spectrum

of resistance fluctuations in these systems is usually 1/f. A strong motivation for noise

studies in these materials has been the possibility of using noise measurements as a
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probe for further understanding of the underlying complex conduction mechanism.

Examples of 1/f noise studies in disordered or inhomogeneous systems found in the

literature include but are not limited to: metal insulator mixtures [111], conducting

polymers [12], doped semiconductors [102] and sliding charge density wave systems

[7, 17].

The physics of fluctuations in disordered materials, is in general very complicated

and material specific. However, there are some common features that can be un-

derstood by a bond percolation model or a random resistor network. The simplest

model for a strongly disordered material is a two dimensional square lattice of sites

connected with bonds, as shown in Figure 3-2(a). Each bond connecting adjacent

sites i and j has a fluctuating resistance ri, which in the simplest case may be either

0 or 1, corresponding to a broken and an unbroken bond respectively. For a more

realistic picture of disorder, one may assume a Gaussian, exponential or even a power

law distribution for the fluctuations. An unbroken bond can be considered as a chan-

nel through which current can pass. If p denotes the fraction of unbroken bonds, at

some critical value pc an infinite cluster (IC) will appear which threads the entire lat-

tice. At p = pc, current starts to flow between the electrodes, and the conductivity of

the lattice is determined by the IC. Gefen et al. [27] introduced a non-linear random

resistor network (NLRRN), where a broken bond can become conducting or unbroken

if the voltage applied across it is larger than a critical voltage. For sufficiently low

voltages, the current then flows only through the IC, and the conduction is linear. As

the voltage bias is increased, and exceeds the threshold for some broken bonds, they

become conducting leading to a non-linear macroscopic conduction. Figure 3-2(b)

shows a new conduction channel opening up as a function of field in a 3 x 3 network.

In disordered systems within a percolation model, the correlation length or mean

free path of the carriers is typically much smaller than the sample dimensions, so that

the fluctuations of different bonds in the network can be assumed to be uncorrelated.

For p > pc, the number of current paths in the system is large, and if the resistance

along different paths is uncorrelated, the contribution of fluctuations to the total

resistance tend to cancel one another. As the system approaches the percolation
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Figure 3-2: The random resistor network (bond percolation) (a) Thick blue lines and

black dashed lines correspond to unbroken and broken bonds respectively. 1 shows

an isolated cluster, 2 shows a dead end, and 3 shows a segment of the infinite cluster

backbone. (b) A 3 x 3 network with a conducting path between the electrodes. As

an external bias is applied, V > Vth, a new conduction channel opens up between

points 4 and 5.

threshold, there are very few conduction channels, and the cancellation effect becomes

smaller. In the model discussed here, only the resistance of individual bonds fluctuate,

but in some systems even the fraction, p, of unbroken bonds fluctuate. Fluctuations

in number of superconducting junctions in Josephson junction arrays are equivalent

to fluctuating 6p(t).

A special example of transport in strongly disordered systems is hopping con-

duction. The hopping can be to nearest neighbors or variable range. Because the

tunneling probability depends exponentially on the distance between two sites, some

current paths are effectively cut because of their exponentially large resistance, just

as in the disordered lattice model. The current flows mainly along paths which form

a network similar to an IC in the percolation model. Now that we have developed

an understanding of the sources of noise and fluctuations in homogeneous and in-

homogeneous materials, we briefly overview noise studies on colloidal quantum dot

systems.
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3.2.1 Overview of noise in colloidal quantum dots

Noise studies in colloidal quantum dot systems have been primarily focused in two

directions. As there has been much interest to integrate metallic and semiconduct-

ing dots into devices, the first direction is to understand 1/f noise in the granular

materials which may impact device performance. 1/f noise has been shown to limit

the sensitivity of chemoresistive sensors based on metallic dots [52] and detectivity of

colloidal quantum dot infrared photodetectors [56, 43].

The second and more interesting direction is the study of fluorescence intermit-

tency or blinking in colloidal dots. Blinking was first observed during optical micro-

scope studies on single CdSe dots [79]. CdSe dots have a bandgap which lies in the

visible part of the spectrum, and can exhibit fluorescence, with an emission wave-

length that can be tuned by changing the size of the dot. Optical microscopy of

single immobilized dots showed blinking behavior, where the dots alternate between

on (fluorescing) and off (non-fluorescing) states. Electron jumps between discrete

energy levels is expected to give emission at a frequency governed by the separation

between the energy levels. However jumps where the fluorescence or emission liter-

ally stops under continuous excitation, are unexpected. The experimentally observed

off-times of several seconds or minutes are also vastly longer than Ps or ms timescales

expected from the level separation and other quantum mechanical considerations.

The on- and off- time distributions follow power law dynamics with exponential cut-

offs under fairly general experimental conditions and are the most striking feature of

colloidal quantum dot blinking, suggesting a universal underlying mechanism. More

recently, blinking behavior was also observed from individual core/shell PbS/CdS and

InAs/CdSe dots [16], furthering the theory that processes governing stochastic blink-

ing in colloidal dots are universal, and insensitive to microscopic material properties

and possibly better characterized by physical properties like shape, surface passivation

and the local chemical environment. It is also hypothesized that the blinking events

are linked to dot charging, but no experiment to date has directly shown this. A full

understanding of the blinking mechanism remains the longest outstanding question
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Figure 3-3: Schematic of a typical device structure for two probe transport and

noise measurements on nanopatterned colloidal quantum dots. For measurements

on nanopatterned arrays of dots, gold electrodes are patterned with electron beam

lithography. The dots are placed only in the area between the electrodes.

in colloidal quantum dot photophysics.

3.3 Device Fabrication

A schematic of the typical substrate structure is shown in Figure 3-3. The nanopat-

terns are measured in an inverted FET geometry with the pattern serving as the

channel. We use a degenerately doped n-type or p-type silicon substrate as a back

gate and thermally grown SiO 2 serves as the gate dielectric. As the majority carri-

ers in most quantum dot arrays are holes, conventional transport measurements use

an n-type silicon substrate. Our charge sensing measurements discussed in the next

chapter make use of a n-channel silicon MOSFET as a sensor, which consists of a

p-type silicon substrate and 100 nm of SiO 2 , so a large number of patterns discussed

in this chapter use the same configuration. While the type of doping in the substrate

does not impact transport measurements on the dots, the oxide thickness and the cor-

responding leakage does. For gate voltage measurements, patterns are made on 300

nm of SiO 2 in order to minimize gate leakage. Two Ti/Au electrodes are patterned

using electron beam lithography, and serve as the source and drain. The thickness of

the Ti and Au layers is 7 nm and 50 nm respectively. Gold is chosen as the primary

electrode because it is inert and is expected to form ohmic contacts with PbS dots.
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(a) (b

Figure 3-4: (a) Optical microscope image and (b) false color scanning electron micro-

graph of patterned gold electrodes and 80 nm wide butylamine capped PbS dots on

300nm of SiO 2.

Figures 3-4(a) and (b) show an optical microscope image and a scanning electron

micrograph of the device structure on 300nm of Si0 2. The separation between the

gold electrodes is 600 nm, and they are 500 nm wide. We create the nanopatterns

using the procedure outlined in chapter 2, using a 100 nm thick resist layer.

3.4 Instrumentation

Following the fabrication sequence described in the previous section, we glue the

device to a chip carrier in the nitrogen environment of the glovebox, using silver epoxy

EE-129J from EpoTek. This silver epoxy requires 24 hours to cure, and is the only

type which cures at room temperature. To contact the substrate, which serves as the

back gate, we wire bond to the back of the chip carrier. The dots are briefly exposed to

air during wirebonding, and care is taken to minimize this exposure. We perform low

temperature measurements in a Janis SuperTran VP He4 flow through cryostat. After

loading the sample in the cryostat, we pump and purge the sample space multiple

times with ultra high purity Helium. The sample sits in Helium gas, and liquid helium

cools the walls of the sample space which then cools the sample through the exchange

gas. We monitor the sample temperature with a d670 Silicon diode which sits in

the sample space. We control the temperature with a resistive heater located in the

area which receives liquid Helium, and a Lakeshore 331 Temperature controller. The
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cryostat is retrofitted with 12 coaxial cables from Lakeshore. As we need to measure

highly resistive samples, we ensure that the resistance path to ground is > 1012 Q.

We found that our cryostat developed small leaks after multiple cooldowns, which can

cause oxidation and water vapor contamination of the dots. We therefore perform a

leak check using a leak detector before every cooldown.

The circuit used for noise measurements is as shown in Figure 3-3. We supply

a DC voltage to one terminal using a Yokogawa 7651 (0-30 V), and use a Keithley

2400 voltage source (0-100 V) to supply the back gate voltage. We measure the

current using a low noise Femto 400 kHz bandwidth amplifier with a fixed gain of 107

V/A. The amplifier is mounted fairly close to the coaxial connectors at the top of the

cryostat, in order to minimize the size of the measurement circuit loop and circuit

noise. The output of the current amplifier, after being further filtered and amplified

by an Ithaco 1201 voltage amplifier with a variable gain (10-104) is fed into a NI-6110

high speed card. We use digital sampling techniques, such as box car averaging, to

eliminate digital noise originating from the high speed cards.

3.5 Results

3.5.1 Bias and gate voltage dependence

Preliminary I-V measurements on 80 nm wide nanopatterns of butylamine capped

PbS dots, at room temperature, show large fluctuations in the current. The current

is almost immeasurable (< 200 fA) for source-drain bias voltages less than 10 V

for most devices, but increases non-linearly with applied field. Figure 3-5(a) shows a

scanning electron micrograph of the 80 un wide nanopatterns along with the current-

voltage characteristics at room temperature. Given the size of each dot to be between

4.3 and 4.6 nm and the inter-dot separation to be approximately 1 nm, the pattern

is approximately 120 dots long, 16 dots wide, and the thickness of the film is about

4 monolayers.

We measure the current as a function of time for fixed source-drain bias, and find
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Figure 3-5: Current-Voltage (I-V) characteristics of nanopatterned PbS dots. (a) I-V
curves for 80 nm wide pattern showing excess noise in the current. Inset shows noise
in the current in the time domain at a source drain bias of 23.2 V. (b) Histogram
of the current measured as a function of time for different values of the source drain
bias, as indicated in the figure. The dashed lines in the histograms are Gaussian
fits. The current noise, Al, is given by the full width at half maximum from the fits.
(c) Log-log plot of the current noise, Al, extracted from the histograms, as function
of the average current, I. We see the the excess noise is proportional to the average
current. The black dashed line denotes the noise floor of our circuit, and the red
dashed line is a linear fit to the data above the noise floor.
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that the fluctuations can sometimes to be as large as the current itself. A time trace

for Vd.8 = 23.2 V is shown in the inset of Figure 3-5(a). We histogram the time traces

for different source-drain biases. In a histogram, while there is no 'best' number of

bins, different bin sizes can reveal different features of the data and typically one

starts with equal bin widths. Since all our time traces have equal numbers of points,

we use a bin size, k, that is implicitly based on the range of data. If N is the number

of points in the time trace, then the most commonly used method is to set the number

of bins, n, to be equal to V/N. For normal distributions, a better approach is to set

the number to be equal to log2N + 1. The bin size is then calculated by

k = max(x) - min(x) (3.5)
n

where, x(t) is the signal, n is the number of bins for the histogram and k, is the bin

size. We then fit the histograms to a Gaussian distribution and extract an average

current (I) and fluctuations in the current (AI) from the mean and full width at half

maximum (FWHM) of the distribution, respectively. Figure 3-5(b) shows histograms

of the current for different source-drain biases. The dashed lines represent gaussian

fits to the histograms. We find that the size of current fluctuations, (AI) given by

the FWHM, increases with increasing source-drain bias. When we plot the current

noise AI as a function of the average current, I, we find that the amplitude of the

fluctuations scale almost linearly with the average current from which we infer that it

is the differential conductance that is fluctuating. Figure 3-5(c) shows this dependence

on a log-log scale. The black dashed line represents our instrument noise floor, and

the red dashed line is a linear fit (AI/I ~ 0.3) to the data points above the noise floor

extrapolated to zero bias.

We find the power spectral density of the noise at very low frequency to be of the

form 1/f7, with y ~~ 1.4. This is easily seen when we plot the magnitude squared

of the Fourier transform as a function of frequency on a log-log scale. Figure 3-6(a)

shows this dependence and also how the amplitude of the 1/fP noise grows with

increasing source-drain bias, while the exponent -y remains almost unchanged. Other
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Figure 3-6: (a) Power spectral density of current noise, Si, in units of A2 /Hz as a func-
tion of increasing source-drain bias, showing 1/f noise below 10 Hz. The magnitude of
1/f noise increases with increasing source-drain bias. (b)-(e) show I-V measurements
on nominally identical 80 nm wide butylamine capped PbS nanopatterns. While the
dimensions of the nanopatterns are the same, (b) and (c) are made on 100 nm thick

SiO 2, whereas (d) and (e) are made on 300 nm of SiO 2. The differential conductance

ranges from 10- 12 Q- 1 for (b), to immeasurably small (>10 1 4 Q- 1) for a significant

number of devices.
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groups that observe 1/f noise in HgTe and PbSe dots, attempt to quantify the noise

mainly by estimating Hooge's parameter aH from equation 3.3. They find that the

calculated values are one to two orders of magnitude higher than the expected value

and claim higher noise in colloidal dots. From our data, i' = 1.7x 10-23 A2 /Hz for

f = 1Hz, which gives us aH/Nc e 8.4x 10-3, where N, is the number of carriers in

the film. If we assume one carrier per dot, this gives us N, 103 for our nanopattern.

This would imply aH ~ 8, which is three orders of magnitude higher than the Hooge's

expected value. However, it is important to note here that Hooge's equation is found

to be applicable mainly to ohmic conductors, and in general is not expected to be

true for disordered and non-linear conductors, as discussed in sections 3.1 and 3.2.

The only piece of information then gained from this comparison is that the dots are

significantly noisier than an ohmic resistor of comparable magnitude.

We propose that the large noise reflects the small number of current paths in our

nanopattern. We expect that because of their small number, changes in the conduc-

tance through any of these paths will affect the transport substantially. This may

be supported by the observation that there is a large sample to sample variation

in the conductance of these narrow patterns, while the noise characteristics remain

unchanged. Figure 3-6(b)-(e) shows current-voltage characteristics for a few nanopat-

terns. While the dimensions of the nanopatterns are the same, (b) and (c) are made

on 100 nm thick SiO 2, whereas (d) and (e) are made on 300 nm of SiO 2. We mea-

sured 65 nanopatterns, and find the highest differential conductance to be 10- 1 2Q-1

from figure 3-6(b). For twelve of the nanopatterns, we were unable to measure any

current even with 50 V across the device which puts the differential conductance at

< 10- 4"Q 1 . Because of these small values, we apply a relatively high source-drain

bias in order to measure current. In the FET geometry with Si substrate as the back

gate, applying a relatively high bias also has the effect of non-uniformly gating the

sample, where the effective gate voltage at one end is equal to -Vd,. Non-uniform

gating of the sample can also explain the lower differential conductance for samples

fabricated on thicker SiO 2.

In order to distinguish the gate voltage dependence from the bias dependence
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Figure 3-7: (a) Noise as a function of gate voltage at room temperature. As seen from

the current-voltage characteristics, the noise increases with increasing gate voltage
(Vg), but this can be seen clearly only when the applied gate voltage is larger than

the source-drain bias. (b) Percentage fluctuation in the current, for different pattern

widths, with constant electrode spacing. Multiple data points for a single width

represent the sample to sample variation. The line serves as a guide to the eye to

show that the noise scales inversely with the width of the pattern.

we have to apply a gate voltage, Vg >> Vd,. This is non-trivial because of leakage

through the oxide which is comparable to the device resistance. As a result, we are

able to see a gate voltage dependence of the noise for very few devices where we are

able to measure current at relatively low source-drain biases. Figure 3-7(a) shows

the I-V curves at different gate voltages. We see that as we apply a more negative

gate voltage the dots become more conducting, consistent with holes as the majority

carriers. We find that the noise increases almost linearly with increasing current, just

as we saw for the source-drain bias dependence.

Wider patterns with the same separation between electrodes also show excess

noise, but the magnitude of the fluctuations appear to be much smaller. Figure

3-7(b) shows the percentage fluctuation in the current (AI/I) for different pattern

widths at room temperature. Multiple data points for a single width represent data

collected from different devices. The wider patterns are made identically and have a

thickness variation of 20 nm from sample to sample. Despite the large sample-to-

sample variation, illustrated for samples of width 80 nm, the general trend, that the
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noise is smaller for wider samples, is clear.

From this section, we conclude that the noise is caused by conductance fluctuations

in individual current paths in the system. The noise increases almost linearly with

increasing current. The fluctuations in the current appear to be too large for all rows

of dots to be participating equally. It is then possible that the magnitude of the noise

can grow to a significant fraction of the average current because of the small number

of current paths in the system. As the number of conduction channels is increased,

by increasing the width and thickness of the patterns, the amplitude of fluctuations

decreases. Any description about the mechanism causing the noise is difficult without

studying the temperature dependence of the noise.

3.5.2 Temperature dependence of noise

The temperature dependence of the noise in 80 nm patterns can only be measured at

very high fields because the average current freezes out at low temperatures, making

it impossible to cover the whole temperature range at low source-drain bias. Figure

3-8 shows histograms of the current at fixed source-drain bias, Vd, = 25 V, for differ-

ent temperatures. At this high field, we observe that the average current is weakly

temperature dependent, and the strongest temperature dependence of the average

current is seen above 180 K, where the histogram widths start to increase rapidly as

well.

In order to measure the current at relatively lower fields for the temperature

dependence, we study patterns that are 200 nm wide and have the same separation

between electrodes. Figure 3-9(a) shows I-V curves for a 200 nm wide patterns. For

this device, the fluctuations in the current become immeasurably small below 180

K. Figure 3-9(b) shows the average current. 1,, and current noise, Al, for Vd -

15 V extracted from gaussian fits to time traces, as a function of 1000/T. As the

temperature is controlled by adjusting the heat input into the system, the heater

power supply acts as a variable noise source at all temperatures giving a randomly

fluctuating noise floor. The current noise from the nanopattern is expected to be

uncorrelated with the heater noise and other circuit noise, and since two uncorrelated
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Figure 3-8: Histograms of the current at fixed source-drain bias, Vd, = 25 V, as
function of temperature for 80 nm wide butylamine capped PbS nanopatterns.

noise sources add in quadrature, we can subtract the heater noise from our data at

every temperature. We measure the noise at zero bias for each temperature, and

this gives us the noise background to be subtracted. The source-drain bias data are

collected at room temperature with the heater disconnected, and all other instrument

sources of noise do not change with bias as can be seen in Figure 3-5(c), so this

correction is not applied for the room temperature data.

If we now look at the average current as a function of inverse temperature, we find

that it does not fit to a straight line for the whole temperature range. The interesting

observation is that the noise current follows the average current, consistent with

what is expected for a conductance fluctuation. Because of the high resistance in

these devices, we are only able to measure transport in a regime where it would

be dominated by the high field. In the next chapter we present results of transport

measurements in the zero bias regime for these highly resistive dots, using a nanoscale

charge sensor, and explore the temperature dependence of the current in detail.

3.5.3 Effect of changing the ligand

The next question we ask is if the noise depends on the passivating ligand on the sur-

face. Any dependence of the noise on surface passivation would imply that the noise

or conductance fluctuations happen at the surface of the dot. Given the patterning
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Figure 3-9: (a) Current-voltage characteristics of 200 nm wide butylamine-capped

PbS nanopatterns for different temperatures. (b) Average current, Iav (black squares),

and current noise, AI (filled red squares), at Vd, = 15 V as a function of 1000/T,

where T is the temperature. The current noise, AI, follows the average current just

as one would expect for conductance fluctuations. The lines serve as guide to the eye.

constraints discussed in section 2.5, we are unable to move to shorter ligands, and

so we move to the longer native oleic acid ligands. Changing to these long ligands

increases the tunneling distance by almost a factor of 2, and the resistance goes up

exponentially with the distance and a possible increase in barrier height which is diffi-

cult to estimate. Because of the expected high resistance, there have been no reports

of transport measurements on unannealed oleic acid capped PbS dots. As discussed

in section 2.7, our patterning technique is expected to improve the conductance by

almost two orders of magnitude, enabling us to make the first transport measure-

ments on nanopatterned oleic acid capped PbS dots, which are on average two to

three orders of magnitude more resistive than butylamine capped PbS dots.

We measure 200 nm wide patterns for these ligands, which, because of the in-

creased inter-dot spacing, gives us approximately the same number of dots in each

row as the 80 nm patterns with the short ligand. Figure 3-10 shows the current-

voltage characteristics for a range of temperatures. At room temperature, we see

current fluctuations which grow with increasing source-drain bias. As we cool down

to lower temperatures, the noise becomes smaller. These observations seem consis-
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Figure 3-10: Current-voltage characteristics for 200 nm wide nanopatterns of oleic
acid capped PbS dots. Note the telegraph nature of the noise.

tent with what we expect from measurements on shorter ligands, and at first sight it

appears that only the average current is smaller because of the height and width of

the tunnel barrier. However, the time traces at fixed source-drain bias as a function

of temperature, provide a surprise.

Measuring the noise in the frequency domain, we find 1/f noise at room tempera-

ture, but as we cool down, we see a crossover to telegraph noise. From the telegraph

noise we can then extract statistics for the on and off times. Figure 3-11(a) shows

small snippets of the time traces at 295 K, 230 K, 200 K and 180 K. We subtract the

average current, Iav, in order to quantify the size of the fluctuations. We see that not

only do the telegraph switches grow in amplitude with increasing temperature, but

also they become faster. It is important to point out that we see telegraph events

over a period of multiple days and multiple cooldowns. Interestingly, we find that at

a given temperature and source-drain bias, the switching rate becomes slower over

extended periods of time. Figure 3-11(b) shows snippets of the time traces at 200 K

taken on the first and third day of measurements.

Another surprising finding is that the probability distribution for the on and off
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Figure 3-11: (a) Current measured as function of time at different temperatures, for

200 nm wide nanopatterns of oleic acid capped PbS dots. (b) Telegraph events are

most clearly observed at temperatures below room temperature, and the switching

rate decreases with extended measuring time. Top and bottom traces show switching

events on the first and third day of measurement. The average current is subtracted

from all of the time traces for ease of comparison. (c) Histograms of the off times on

a log-log plot fit well to a power law, p(toff) = A/t+f, with u = 0.6.
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times is better fit to a power law than an exponential. Figure 3-11(c) shows a power-

law fit for the off times to p(toff)= A/t"', with y = 0.6. It is then likely, that the

1/f noise at room temperature originates from a superposition of many telegraph like

processes each with a power law distribution. The temperature dependence of the

telegraph events reveals that the system shows longer on and off times as we go to

lower temperatures, and this effect is not clearly understood. The large error bars

resulting from observing a small number of switching events at lower temperatures,

makes it difficult to make a conclusive statement about the temperature dependence

of the power law exponent. As mentioned in section 3.2.1, power law distributions are

commonly seen in blinking from CdSe dots. To our knowledge, transport signatures

of blinking have never been observed.

3.5.4 Hysteresis and memory effects

The increase in off times observed above suggest that the sample has a memory of the

application of a voltage. It is therefore not surprising that, as we measure the oleic

acid capped PbS arrays we observe hysteresis and memory effects. In order to study

these effects, we sweep the source-drain bias to a fixed voltage, Vf. We then monitor

the current for a fixed amount of time, and sweep the voltage back to zero. Figure

3-12(a) shows current-voltage characteristics acquired in this manner for a range of

temperatures. The solid red lines for each temperature show data recorded during

the sweep up to Vf = 16 V. The dashed black lines show the data as we sweep the

voltage down, after holding at Vf for one hour at each temperature. Figure 3-12(b)

shows the time traces for a fraction of the wait time. At low temperatures, 100-130

K, we see that there is almost negligible hysteresis between the sweep up and sweep

down. At 140 K, the sweep up and down curves start showing hysteresis, and this

grows greatly with temperature. At a temperature of 270 K, the current drops by

almost 50 percent as a function of time.

As seen in Figure 3-12(b), the decay of the current at fixed high voltage as a

function of time is not exponential. The largest drop seems to occur within the first

few seconds, and then the amplitude and rate of the decay process slows down with
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Figure 3-12: (a) Hysteresis in current-voltage characteristics of oleic acid capped dots.

Red solid lines depict the current as the source-drain bias is raised from 0 to 16 V.

We hold the voltage at 16 V for 1 hour and turn the source-drain bias down to 0 V

again. Black dashed lines denote the current measured during the sweep down. (b)

Current as a function of time for different temperatures, immediately after sweeping

the source-drain bias up to 16 V.
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time, and eventually we reach a state where the current does not change appreciable

on experimentally measurable timescales. While this effect was first seen for oleic

acid capped dots, it has been since verified that it exists for all measured patterns.

Consistent with this large hysteresis are memory effects. If at a fixed high temper-

ature, say 270 K, we sweep the source-drain bias to voltage V1, allow the current to

stabilize such that it does not change appreciably on the timescale of several minutes,

say I1, and then sweep the voltage down, we observe hysteresis as the current drops

from I1 to 0. If we then repeat the same experiment again and sweep up to voltage

V1, we measure current I1 which then decays to a lower current I2, as shown in Figure

3-13. Power law decays for the current have been previously reported in CdSe dots

[73, 74], where the decay exponent depends on temperature, dot size, capping layer,

and gate oxide thickness.

We find that the current can be restored by annealing at an elevated temperature.

To quantify this effect, we measure the current-voltage characteristics of a 200 inn

wide butylamine-capped PbS nanopattern at room temperature, and heat the sample

under vacuum to 303 K, while continuously monitoring the current. We find that

the current increases with temperature, but the increase is much larger than simply

expected from the temperature dependence. Once the temperature stabilizes and the

current starts to decay, we remove the source-drain bias, and let the sample relax

overnight to room temperature. We find that the current stays at the elevated value

at room temperature as well. Figure 3-14(a) shows the current-voltage characteristics

before (black dashed line) and after (red line) heating the sample to 303 K. Figure

3-14(b) shows the current measured as a function of time while heating. The shaded

region shows the current as the temperature increases from 295 K to 303 K. From the

temperature dependence of the current at lower temperatures, we expect the current

to increase from 3.5 pA to 3.6 pA as the temperature is raised to 303 K, instead of

the observed 7.5 pA.
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Figure 3-13: Memory effects: (a) Current as the voltage is swept from 0 to 8 V for a

200 nm wide pattern of butylamine capped dots. The red trace is the first sweep up

to 8 V. We then measure the current as a function of time for 10 minutes (plotted

red in (b), and then sweep the voltage down. The sweep down, not shown in the

figure, coincides exactly with the blue trace. The blue curve is the second sweep up

to 8 V. Once again we measure the current as function of time (plotted black in (b),

and then sweep the source-drain bias back to 0 V. The sweep down and subsequent

sweep up are represented by the black trace. (b) Current as a function of time. The

red time trace shows the current as a function of time after the first voltage sweep.

The current decays from 7 pA to I1 ~ 6 pA in 500 seconds. During the next voltage

sweep, the system remembers that the current had dropped to I1, and we observe a

decay to a lower value 12 - 5.5 pA in 500 seconds.

3.6 Discussion

In this chapter, we studied the current-voltage characteristics of nanopatterned PbS

quantum dot arrays. We observe a large noise in the time domain, which is directly

proportional to the average current, showing that it results from conductance rather

than charge fluctuations. The conductance noise scales inversely with width, growing

to almost 75% of the average current for 40 nm wide patterns. In some cases, mainly

with the long ligand, the noise is telegraph-like, switching on and off. The off-times

have a power law distribution, and so they increase with time leading to an overall

decay of the current, which can be partially restored by heating the sample to elevated

temperatures. We attempt to explain our results with a model in which the current is
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Figure 3-14: (a) Current-voltage characteristics at room temperature, before (black
dashed line), and after (red line), heating the sample to 303 K. (b) Current as a func-
tion of time for VdS = 15 V. The red shaded region indicates changing temperature.

carried by quasi-one-dimensional paths that can be interrupted by trapping of charge.

The power-law dependence of the off times in the telegraph noise is sometimes

called Levy statistics, and has been extensively studied by photoluminescence mea-

surements primarily for CdSe dots [79]. Transport measurements on CdSe dots

showed power law decays of the current as a function of time [73]. Novikov et al.

[82], developed a model for the time decay of the average current first observed in

CdSe nanocrystals capped with trioctylphosphine oxide. The authors considered the

array to be made of a finite number of conducting channels, and showed that both

a decay of the average current and noise can result from a power law tail for the

distribution of off-times (T), given by:

P 0 <p< 1. (3.6)

The current is then given by:

I(t) = Iot-" ) 0 < V < n (3.7)

where, the exponent v is given by 1-pt. The expected noise spectrum for Levy statis-
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tics is given by a power law in frequency, or 1/f" noise in contrast to white noise

expected for a Poissonian channel [81]. It was, however, suspected that the behavior

was not generalizable, because CdSe films were found [74] to have blocking contacts

to Ti/Au, and it was thought that the decay of the current might be a contact ef-

fect. From our observation of telegraph events in oleic acid capped PbS dots, we find

power law distributions for the wait times, with M ~ 0.6 as given by equation 3.6. The

power law decay of the current observed at higher temperatures is described well by

equation 3.7 with v ~ 0.4. We are then able to verify the proposed relation between

the exponents. The observed 1/f noise spectra, with an exponent a similar to the

exponent for the current decay highlights the good agreement with the theoretical

model discussed above. Our observations then suggest that the limitation of current

by quasi-one-dimensional channels and its noise and decay may be general features of

colloidal quantum dot arrays. This broader conclusion is also supported by recent re-

ports of blinking in single PbS dots measured with time-resolved intermittent contact

conductive atomic force microscopy [64] and infrared spectroscopy [16].

Following the arguments of Ambegaokar, Halperin and Langer (AHL) [1], for vari-

able range hopping in disordered semiconductors, the high resistance of the barriers

between dots results in exponentially small tunneling rates between dots. Small vari-

ations of the tunnel barrier heights and widths will therefore result in exponentially

large variations in tunneling resistances. The AHL recipe for calculating the overall

resistance with such an exponentially broad distribution of microscopic resistances

is to begin with the smallest resistors and put in successively larger ones until a

percolation path is created across the sample. Such a path is necessarily quasi-one-

dimensional. If a resistor in the critical path switches between two values of resistance

and if there are only a small number of parallel paths in the sample, telegraph noise

will be seen.

To gain an insight into the physical mechanism behind Levy statistics, we briefly

review the proposed mechanisms for blinking in CdSe dots. Blinking in individual

quantum dots has been associated with the charging of dots [79]. Presumably, an

electron (or hole in the case of our p-type dots), gets trapped in a localized state,
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and the resulting charged quantum dot does not respond to the photoexcitation as

it did when neutral. We assume that trapping of charge also strongly modifies the

resistance along the percolation path. That trapping is the cause of the overall decay

of the current is substantiated by raising the temperature after the average current

is allowed to decay. We find that such annealing restores part of the lost current.

If we assume the existence of multiple traps near a quantum dot, which can

localize a carrier, in the vicinity of a trapped electron, the coulomb field can cause

misalignment of energy levels of the dots, causing the conduction channel to close.

The conduction channel can open up once the trapped electron escapes. For an

exponential distribution of trap states, only thermally activated electrons or holes

can escape the trap site. Electrons trapped in deep trap states will then be released

on exponentially longer time scales than those in shallow trap states, resulting in an

overall power law distribution. However, this picture requires a large trap density in

the vicinity of each dot. A second picture is tunneling to the trap sites. Tunneling

has been discussed a lot in the context of blinking in CdSe dots, as the power law for

blinking was found to be almost independent of temperature. From a simple WKB

picture, the tunneling rate can be estimated as:

tnnel= Ae 2  2mAE/L (3.8)

where, rtunnel is the tunneling rate, A is the attempt frequency, m* is the effective

electron mass, AE is height of the barrier and L is the barrier width. Fluctuations in

the barrier height and width, coupled with the assumption that as a charge tunnels

on to the trap, the barrier may change during the tunneling off process, call give a

distribution of tunneling rates.

To conclude, large fluctuations are seen in the current measured in nanopatterned

PbS arrays, with a finite number of conductance channels. The statistics of these

fluctuations are similar to those observed from fluorescence blinking in colloidal dots,

which suggests a more general origin of these fluctuations. The results are understood

in the context of a model in which a quasi-one-dimensional percolation paths is turned
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on and off, by charging of a dot along the path.
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Chapter 4

Charge sensing in PbS colloidal

quantum dots

In this chapter we discuss the integration of a narrow channel MOSFET as a charge

sensor with nanopatterned PbS quantum dot arrays. The sensor can be used to

measure the conductance of the nanopatterned array, by a time resolved measurement

of charge, and to study the noise or fluctuations discussed in the previous chapter. In

the first section, we give a brief overview of the existing techniques to study transport

in colloidal quantum dot arrays, and motivate the need for a new technique to probe

transport. In section 4.2, we describe how we can use our sensor to measure high

resistances in a nearby nanopattern. We also briefly discuss the range of resistances

that can be probed with this technique. In Section 4.3, we present conductance

measurements on butylamine capped PbS dots measured with this technique, as a

function of temperature and field. In section 4.4, we present the first conductance

measurements on unannealed nanopatterned arrays of PbS dots capped with the

native oleate ligand. The resistances measured in both these sections are the highest

measured for colloidal quantum dot arrays. We discuss our results for PbS dots, in

terms of having a tunable artificial solid, in section 4.5. Finally, in section 4.6, we

discuss future prospects of the use of our charge sensors, including how they can be

used to study noise and fluctuations in colloidal dots and other nanoscale systems.
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4.1 Measuring transport in colloidal quantum dot

arrays

Electronic transport in colloidal quantum dots has been studied both theoretically and

experimentally for almost a decade. As discussed in Chapter 1, the important pieces

of theoretical framework have been developed, for other disordered semiconductors by

Mott, Efros and Shklovskii, and others. Experimentally, many different configurations

have been used to investigate the system properties and also realize the theoretical

models. The simplest configuration is a three terminal device, a field effect transistor

(FET). In the geometry analogous to conventional FETs, the dots are dropcast onto

patterned source and drain electrodes on a substrate. The electrode configurations

may be interdigitated (consisting of several electrode finger pairs) to provide higher

current and improved reproducibility, or have nanometer spacings for studying single

dot characteristics. Electrodes with gap spacing less than 10 nm are typically created

by electromigration. The dots typically cover the entire surface, the dots between the

source drain electrodes serve as the channel, and a third electrode separated by an

insulating layer is used to modulate the electron density.

The FET geometry has been extensively used to study PbSe [70], CdSe [73, 21]

and CdTe [28] colloidal quantum dot arrays. A known challenge with two-probe

measurements is that the measured resistance includes contributions from both the

sample as well as the contacts. For systems with blocking contacts, such as CdSe

dots [73, 21], we can no longer measure transport in this geometry. In order to

eliminate contact effects, four probe measurements are used. However, given the high

resistances of colloidal quantum dot arrays originating from the large organic tunnel

barriers, it becomes increasingly difficult to measure the voltage drop across the dots

because of instrument limitations and the need to make the distance between current

leads very small.

As discussed in the previous chapters, efforts to form more conducting arrays

typically include replacing the long ligands with shorter ones. However, chemical or

electrochemical gating methods can also be used to insert charge carriers or increase
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the charge density in these arrays [115]. For chemical doping, strong reducing agents

such as potassium [125] or sodium [100] are introduced into the array, which donate

their electrons to form n-type conducting arrays. However, this process of chemical

doping is very difficult to control. Electrochemical gating is performed in a cell which

consists of a working electrode, which is the material of interest, in contact with

an ionic solution or an electrolyte. As the device is used to measure the electronic

conductance of the array, it has two electrical contacts.The electrochemical potential

is controlled by applying a voltage with respect to a reference electrode. Charge is

injected into the system by electrochemically driving ions into the nano-voids in the

array. ZnO [93], CdSe [125] and PbSe [120] quantum dot arrays have been investigated

with this technique. A recent trend [115] is to charge the quantum dot array to

a certain degree, and then freeze it, in order to study the conductance below the

freezing point of the liquid permeating the voids. avoiding parallel conductance in

the electrolyte.

Scanning tunneling spectroscopy, in which one measures the current between the

STM tip and the dot bound to a conducting substrate, has been primarily used for

the study of isolated dots [35, 72]. It has recently been used to controllably contact

individual CdSe dots in a multilayer array to study electrical contacts to the array

[36]. However, it is not clear that these measurements are possible on arrays thicker

than one or two monolayers, as the usual model used in interpreting electron tunneling

results starts to break down.

It is important to note that for all the methods described above, vacuum annealing

or post deposition ligand exchange techniques have been used to increase the con-

ductivity of the films in order to study transport. The insulating nature of organic

ligands typically used in colloidal synthesis results in poor inter-particle coupling, and

highly resistive films. While recent improvements in ligand properties, such as the

use of molecular metal chalcogenide complexes to generate inorganic quantum dot

arrays, have led to highly conducting arrays [50], increased inter-particle interactions

between closely packed dots, has led to an increased packing disorder in the films.

In order to probe charge ordering or collective effects in an array, we look to mini-
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mize the packing disorder, and end up working with very high resistance arrays, that

cannot be probed with the methods discussed above. A new direction with colloidal

quantum dots are multicomponent superlattices that not only provide the opportu-

nity to probe the unique physics of self-assembling in the nanometer scale but also

can potentially be utilized as a 'bottom-up' design tool to build 'meta-materials' of

novel physical properties distinct from their individual components [98, 104]. These

superlattices are primarily stabilized by ligand-ligand vanderwaal's interactions and

therefore are expected to have very high resistances, owing to a large tunnel barrier

between dots.

We use a novel technique to study transport in highly resistive colloidal quantum

dot arrays, based on a time resolved measurement of charge using a nanoscale charge

sensor. This method has been previously used to study transport in highly resistive

nanopatterned films of amorphous silicon and germanium [62, 68]. It was recently

also shown that this technique is insensitive to contact effects (or blocking contacts)

[68]. Our nanopatterning technique described in Chapter 2, makes it very easy to

integrate the charge sensor with colloidal dot arrays. To summarize, the charge

sensing technique, designed to measure high resistances and insensitive to the nature

of contacts, appears to be ideally suited to study transport in colloidal quantum dot

systems.

4.2 Conductance measurements using charge sens-

ing

In the study of single electron devices, charge measurement using integrated sensors

have been utilized to measure electron dynamics in materials where the electrical

current may be immeasurably small [59]. Recently, integrated sensors have been

successfully used to study transport in highly resistive amorphous semiconductors

[62, 68]. In this novel resistance measurement technique, we effectively measure the

charging of the resistive material, and measurement of very high resistances is made
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Figure 4-1: (a) Schematic , and (b) optical micrograph of a narrow channel silicon
MOSFET. The device consists of an n-channel silicon MOSFET positioned approxi-
mately 100 nm away from a nanopatterned array of dots. The gate of the MOSFET
tapers to a width of ~ 80 nm wide at its narrowest point and a positive voltage
on the top gate induces an inversion channel of a comparable width at the Si-SiO 2

interface.(c) Schematic illustrating the band bending in a n-channel MOSFET for
the formation of an inversion region. (d) Conductance of the inversion region, GM
measured with 32 puV ac excitation as a function of voltage applied to the top gate,
at 295 K (red) and 4 K (blue).

possible by the extremely small input capacitances achievable with integrated charge

sensors. We attempt to extend the applicability of this technique to nanopatterned

quantum dot arrays.

We use a narrow channel MOSFET as a charge sensor. The fabrication procedure

is discussed in detail in Appendix A; here we quickly review aspects that are vital to

an understanding of the charge detection technique. The metal oxide semiconductor

(MOS) structure is obtained by growing 100 nm of silicon dioxide (SiO 2 ) on top of

a p-type silicon substrate, and depositing a layer of metal (Aluminum) or n-type

polycrystalline silicon. The gate of the MOSFET tapers down to a narrow width
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of almost 80 nm so that the MOSFET in sensitive to its electrostatic environment.

The MOSFET structure includes two additional terminals (drain and source), each

connected to individual highly doped n-type regions on the p-type substrate. Two

gold electrodes are fabricated adjacent to the sensor for contacts to the nanopatterned

dots. Figure 4-1(a) and (b) show a cartoon of the device structure and an optical

micrograph of the fabricated MOSFET.

The initial occupancy of the energy bands in the semiconductor is set by the work

function of the gate metal and the properties of the semiconductor. As we apply a

positive voltage on the gate, we drive the valence band edge further away from the

Fermi level, and holes further away from the gate. At larger gate voltages, we move the

conduction band edge closer to the Fermi level, and populate the surface with electrons

forming an inversion region at the semiconductor oxide interface, underneath the gate.

Figure 4-1(c) shows the band diagram of a MOSFET in inversion. The inversion

region extends between the source and the drain of the MOSFET. The threshold

for inversion is determined by the work function of the gate metal. As Aluminum

and n+ poly-silicon have comparable work functions we use them interchangeably for

measurements in this thesis.

In order to characterize our MOSFET, we apply a positive gate voltage V9 to

the MOSFET gate contacts, forming an inversion layer underneath. We measure the

resistance of the inversion region with a small AC excitation from a Stanford Research

830 lock-in amplifier applied to one of the n+ contacts (source). A 400 kHz Femto

current amplifier fed into the lock in, measures the current flowing out of the other

n+ contact (drain). Figure 4-1 (d) shows the conductance of the inversion region in

units of e 2 /h, as a function of the gate voltage V9 for room temperature and 4 K,

measured with an AC excitation of 32 pV. From the slope of the curves, we find a

field effect mobility of 400 cn 2 V-s- 1 at room temperature, which increases as we go

to lower temperatures. As the MOSFET gate tapers down to a very narrow width,

we observe reproducible conductance fluctuations at 4K.

By patterning a strip of quantum dots adjacent to the MOSFET, we can deter-

mine the conductance of the dots. Our measurement consists of applying a voltage
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Figure 4-2: (a) False colored scanning electron micrograph of butylamine capped PbS
nanopattern (red), adjacent to a narrow channel MOSFET gate (blue). The nanopat-

tern is connected to one of the gold electrodes, but is 100 nm away from the other

one. This geometry helps us to distinguish the response of the MOSFET to charge

being added to the nanopattern and the gold electrodes. (b) Measurement technique

(T = 40 K). The upper panel shows the voltage pulse applied to the gold electrodes

as a function of time. The lower panel shows the response of the MOSFET, Gm, on

pulsing the electrode connected to the nanopattern (black) and the the response on

pulsing the electrode disconnected from the nanopattern (blue), at T = 40 K. The

observation confirms a transient response caused by slow charging of the resistive

nanopattern.

pulse to one of the gold electrodes connected to the nanopattern, and simultaneously

monitoring the conductance of the MOSFET. For pulsing measurements, we use a

high speed NI 6110 voltage card. We connect two Yokogawa voltage sources in series,

and combine this with the output of the high speed card voltage card in order to

apply a small pulse to a large DC offset. The other end of the nanopattern, is held at

the same potential as the back gate for charge sensing measurements, and connected

to an Ithaco Current amplifier, for current measurements.

When the MOSFET is in inversion, the nanopattern as well as the gold electrodes

are capacitively coupled to the inversion region. As the voltage on the gold electrodes

adjacent to the nanopattern is stepped from 0 to a negative voltage, we expect to see

a response from charge being added to the gold electrodes and to the nanopattern.

In order to distinguish the responses, we fabricated a device where the nanopattern is
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Figure 4-3: Device and circuit used for charge sensing measurements. The resis-

tive material, is modeled as a distributed RC network. A key assumption for the

formalism, is a uniformly distributed resistance over the length scale.

connected to only one of the gold electrodes. This was accomplished by terminating

the pattern 100 nm away from one of the gold electrodes, lithographically. Figure 4-2

(a) shows a false color SEM image of the MOSFET adjacent to this nanopattern.

The pulse and the response of the MOSFET are shown in Figure 4-2(b). As we

apply a negative voltage step to the gold electrode connected to the nanopattern, we

observe an instantaneous jump in the MOSFET conductance followed by a further

decrease slowly with time. We call this slow decay a charge transient. When we

pulse the disconnected gold electrode, we observe only the instantaneous response.

The MOSFET responds to charge being added to both the nanopattern and the gold

electrodes. The response from the gold is instantaneous on our measurement time

scale, because of the very low resistance of the metal, but the response from the

highly resistive nanopattern is slower. We are essentially charging the capacitance

between the gold electrodes and the nanopattern and the underlying substrate. The

time dependence of the charging transient from the nanopattern has been shown to

be accurately exponential [62], and the resistance of the nanopattern can be extracted

from this transient, as discussed in the next section.
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4.2.1 Diffusion Model

A quantitative model for extracting the resistance from charge transients was provided

by K. MacLean [62], and we reproduce parts of it here. We model the resistive material

as a distributed RC network as shown in Figure 4-3, where C is the capacitance per

unit area of the strip. In doing so, we assume the material to be uniform such that

the resistance per unit length dR = Radx/w where w is the width of the strip, and

R, is the resistance per square.

If a(x, t) is the charge per unit area as a function of position along the strip x and

time t, we obtain a diffusion equation:

Oor(X, t) D 02 U(X, t)=uxt D02 ~ )(4.1)
at (x 2

where the diffusion constant is given by D- 1 =RC. The diffusion equation can be

solved by a separation of variables, and for a strip of length L, the solution can be

approximated as:

Au(t) C e-D7r 2 t/L 2  (4.2)

To lowest order, the conductance of the MOSFET (Gm) varies linearly with Au, and

we can write:

GM(t) ~ Gcc + Goe-' , F = DH2/L 2  (4.3)

We see that the expected functional form for the transient is exponential. From

exponential fits to our transients, we can extract F and calculate the conductance of

the nanopattern GPbS as follows:

Gpbs = wLC]F/,_ 2  (4.4)

It is important to note here that the technique measures the differential conduc-

tance dI/dV, rather than just the conductance G of the material. For ohmic regimes

they are identical, however they may be significantly different for non-ohmic regimes.

The above derivation still holds true if G is replaced by dI/dV as long as the material
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is uniform.

4.2.2 Limits of measurement technique

Just like all the other measurement techniques discussed in section 4.1, the charge

sensing technique also has limitations in terms of the range of resistances that can

be measured at a given temperature. With charge sensing, we effectively measure an

RC time constant. For the feature sizes we are interested in, the effective capacitance

is roughly of the order of 1018 F. With this small capacitance, we can easily probe

resistances as high as 1018 Q, but for lower resistances, say R< 1013 Q, we need

to measure time scales faster than a pis, which becomes increasingly difficult due to

instrument limitations. However for resistances less than 1013Q, we can measure the

current using a current amplifier. The charge sensing technique is complementary to

conventional current measurements in terms of the range of resistances that can be

probed. While we may be unable to measure transients for the low resistance regime,

we can use our charge sensor to study fluctuations in the nearby nanopattern, and

we discuss more about this in section 4.6.

As we cool down to 4 K, and apply a voltage pulse to the gold electrodes, instead

of seeing a transient from the nanopattern, we see a large jump in the MOSFET

conductance which gradually dies away as time progresses, or a recovery, as shown in

Figure 4-4 (a). This recovery is seen from pulsing the gold electrodes connected to

the nanopattern as well as the disconnected electrode, and is therefore, not related to

the nanopattern. This response has been understood in terms of screening from the

p-type substrate [61]. As we apply a voltage to the gold contact, an opposing charge

is induced in the p-type substrate, and at low temperatures where the resistance of

the substrate is high, this charge is induced at a measurably slow rate r. To obtain a

value for r, we fit the recovery to an exponential, and at 4 K we get a rate of 2 Hz.

This rate is expected to be proportional to the resistance of the p-type substrate, and

so as we increase the temperature this rate gets faster. Figure 4-4(b) shows the the

screening rate as function of inverse temperature, and we see that the rate saturates

to a minimum value at 4 K. In Figure 4-4(c), we plot Ar = r - r4K as function of
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Figure 4-4: Screening and limits of measurement (a) The top trace (red line) shows
the voltage step applied to the gold contact at T = 4 K. The lower trace shows
the slow recovery of the MOSFET conductance, as discussed in the main text. (b)
Screening rate, r, extracted from exponential fit to the recovery, as a function of
inverse temperature for low temperatures. (c) Change in screening rate Ar = r - rmin

as a function of inverse temperature. The solid line is a theoretical fit described in
the main text. (d) Screening from other sources at higher temperatures give slower
recovery at high temperatures.
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inverse temperature, and extract an activation energy of 45 meV, which is exactly

the Boron acceptor binding energy, demonstrating that screening from the substrate

limits the charge sensing measurements at low enough temperatures. Presumably the

saturation results from some conduction mechanism other than activation of holes in

the p-type substrate, such as the tunneling of electrons between acceptor states in

the p-type substrate. K. MacLean et. al.[61] performed similar measurements and

extracted the same activation energy, however the minimum saturation rate was four

times higher than ours. This is reasonable given that the doping level of our p-type

substrate is lower.

As the temperature is increased above 20 K, the recovery becomes too fast to

measure, and we are able to see the transient response from the nanopattern again.

The screening effects from the substrate restrict our transient measurements to tem-

peratures above 20 K. At temperatures above 100 K, we again see a very slow recovery

which may distort our transients. We believe that this may be caused by screening

from charges in the oxide or the surface. The amount of distortion caused by this

response, which may have a large sample to sample variation, poses another limit on

the highest resistance that can be measured at these temperatures.

Finally, from the model discussed in the previous section, the oxide is assumed

to be a perfect capacitor with no leakage. The resistance of the oxide then sets

another limit on our measurement technique. In his Ph. D. thesis, K. MacLean [60]

showed that in order for the leakage through the oxide to be negligible, the dielectric

relaxation time of the oxide, defined as -Tx = /P, r,,e, must be larger than the

charging time.

4.3 Transport in butylamine capped PbS quantum

dot array

We present results for transport in nanopatterned arrays of butylamine-capped PbS

quantum dots. The dot diameter estimated from optical absorption measurements
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Figure 4-5: (a) False color scanning electron micrograph of a 200 nm wide nanopat-
tern of butylamine capped PbS dots (red), connected to gold electrodes placed a
micron apart. The nanopattern and the gold electrodes are defined with electron
beam lithography and placed 100 nm away from the narrowest part of the Al gate
of the MOSFET. (b) Current-voltage characteristics of the nanopattern from room
temperature to 100 K. (c) Conductance of the MOSFET, GM, as a function of time
as the voltage on one of the gold electrodes is stepped from 0 to -1 and back to 0 at
80 K, and (d) 28 K.
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ranges from 4.3 to 4.6 nm. The butylamine ligand attached to the dot surface using

a solution ligand exchange discussed in Chapter 2, provides a 0.5 nm wide tunnel

barrier. From noise measurements, we have learned that 80 nm wide nanopatterns

have very few conduction channels and can therefore exhibit a large variation in

the conductance. We, therefore, use 200 nm wide patterns to obtain measurements

of average transport properties. Figure 4-5(a) shows a false color scanning electron

micrograph of the measured device. A 200 nm wide nanopattern of butylamine capped

dots, false colored in red, is placed between two gold electrodes spaced a micron

apart, and approximately 100 nanometers away from the MOSFET gate (blue), using

electron beam lithography. We create the nanopattern of dots using the procedure

outlined in Chapter 2, with a 100 nm thick resist layer. The alignment procedure is

discussed in detail in Appendix B.

As mentioned earlier, our device structure allows us to measure current in addition

to transients resulting from the spreading of charge. At high temperatures, we are

able to measure the current and extract the conductance of the array, Gpbs, directly.

Figure 4-5(b) shows the current-voltage characteristics from room temperature to 100

K. As we move to lower temperatures, specifically below 100 K for this device, our

current measurements are limited by instrument noise from the amplifiers. At these

temperatures, we extract the conductance from exponential fits to charge transients

as discussed below.

For transient measurements, we measure the conductance of the inversion region,

GM, with a 4 mV DC bias applied to one of the n-type contacts, and apply a fixed

positive gate voltage, Vg, on the MOSFET gate. Because the conductance of the

inversion region depends on the temperature, we adjust the MOSFET gate voltage as

we vary the temperature so that GM remains approximately constant. We then step

the voltage on one of the gold electrodes from 0 to -IV, while the other electrode is held

at the same potential as the p-type substrate. As charge diffuses in the distributed

RC network of the array, the conductance of the MOSFET varies exponentially with

time. We fit the transient response to Gm = Goexp(-Ft) where F = 7gr2gbs/wLC,

and extract the conductance of the array, GPbs at a bias of 0.5 V.
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The upper panels in Figure 4-5(c) and (d), show the time dependence of the

applied voltage pulses. The lower panels show the transient responses of the MOSFET

conductance, Gm, at 80 K and 28 K, respectively. In order to improve the signal to

noise, we average multiple traces together. The traces shown here are the average of

25 transients at 28 K and 100 transients at 80 K. We see that the transient at 80 K,

which happens on the millisecond time scale, is much faster than the transient at 28

K, which occurs at a timescale of few seconds, corresponding to a higher conductance

at 80 K. The lowest temperature at which we could observe transients for this device

was 22 K. At lower temperatures, even though the timescales would be within the

measurement capabilities of our technique, we were limited by screening effects from

the substrate, as discussed in the previous section.

Figure 4-6(a) and (b) show the measured conductance of the nanopatterned array,

Grbs at a bias of 0.5 V, from room temperature to 22 K, plotted as a function

of inverse temperature and 1/T 1/4 respectively. At this low bias, the differential

conductance is expected to be the same as the ohmic conductance. Filled circles

represent conductances extracted from the current-voltage characteristics, and empty

circles represent the conductances from transient measurements. A linear relationship

of the log of the conductance as a function of inverse temperature suggests that

the transport follows a nearest neighbor hopping mechanism for that temperature

range. From Figure 4-6(a), we see that the conductance deviates from a simple linear

relationship at temperatures below - 50K. We would not have observed this deviation

near zero bias, without our charge-sensing measurements.

The temperature dependence can be well-described by the sum of two simply

activated processes, as seen in Figure 4-6(a). We extract two activation energies of 55

meV and 13 meV at high and low temperatures respectively. A lower activation energy

at lower temperatures is expected when the conduction mechanism changes from

nearest neighbor to variable range hopping. The black dashed line in Figure 4-6(b)

shows a fit to Mott's variable range hopping, G = Go exp(-T*/T) /4 , with T* = 1.2 x

10' K. It is difficult for us to make any strong claims about the transport mechanism

simply from the temperature dependence. It is possible that there are two conduction
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Figure 4-6: (a)Conductance of the butylamine capped PbS dot array, Gpbs, as a

function of temperature, obtained from charge sensing (open circles) and current

measurements (filled circles), measured at a source drain bias of 0.5 V. The black

dashed lines are theoretical fits to simply activated transport with two activation

energies as described in the main text. (b) Conductance, Gpbs, plotted as a function

of 1/T1 /4 . Black dashed line is a fit to Mott's variable range hopping.

channels in parallel, which give rise to two different activation energies in the system.

For variable range hopping, we expect that at some higher temperature there should

be a crossover from variable range to nearest neighbor hopping. This transition is

expected when the hopping distance becomes equal to the nearest neighbor separation

in the array. In order to estimate the hopping distances, we need to calculate the

localization length, and to this end we study the electric field or bias dependence of

the conductance.

4.3.1 Electric field dependence

As discussed in the previous section, we measure a differential conductance using our

charge sensor. For low bias voltages, or low electric fields, this is identical to the

conductance, G. However, transport through colloidal dot arrays can be non-ohmic,

especially at high fields, and we now distinguish the differential conductance, gpbs

- dI/dV at fixed voltage from the ohmic conductance, Gpbs. To measure the field

dependence of the differential conductance, we apply a negative voltage to one of the
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gold electrodes, while the other is held at the same potential as the p-type substrate.

Then we rapidly step the voltage on the former electrode by an additional -0.5 V and

obtain the conductance from the observed charge transient, as previously discussed.

For example, to measure the differential conductance, gPbs, at an applied bias voltage

of VPbs= -3.25 V, we apply a fixed voltage VPbS = -3 V to one electrode, and rapidly

step the voltage to Vpbs = -3.5 V. We have reduced the size of our voltage pulse

in order to more finely sample a given voltage range. At high temperatures and

high fields, we extract the differential conductance by differentiating the current as a

function of source-drain bias.

We study the field dependence at negative source-drain bias here, because of minor

MOSFET design constraints. For our MOSFET, we apply a positive gate voltage on

the MOSFET gate to form an inversion region underneath, and for positive bias

voltages on the gold electrodes, an inversion region will form underneath the gold

as well. Because the gold electrodes are placed very close to the narrowest portion

of the MOSFET gate, for large positive bias on the gold electrodes, the inversion

layers underneath the two metals may connect resulting in a decreased sensitivity.

It is possible to measure transients at positive source drain biases, by adjusting the

separation between the MOSFET gate and the nanopattern such that the inversion

layers don't connect, and this is discussed further in section 4.4. In general, apart from

small non-uniform gating effects at large bias voltages, we do not expect a difference

in the transport mechanisms at positive and negative bias voltages.

Figure 4-7(a) shows the differential conductance as a function of applied field

across the dot array, for different temperatures. The solid symbols are data obtained

from current measurements, and open symbols are from charge sensing measurements.

We find that the differential conductance increases exponentially with applied field for

low fields at all temperatures. However, at lower temperatures, we observe a rollover

of the differential conductance beyond a certain field strength. Figure 4-7(b) shows

the temperature dependence of the differential conductance for different fields.

We first consider the electric field dependence of variable range hopping. For

large electric fields, E, such that E > 2kBT/ea, where a is the localization length,
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Figure 4-7: (a) Differential conductance, gPbs, of butylamine-capped PbS dots as
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ture dependence of the differential conductance of butylamine capped PbS dots for
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fits to the field dependence of the differential conductance, dI/dV, where the cur-

rent, I, is described by equation 4.5. (d) Activation energies extracted by fitting the

conductance to a sum of two simply activated processes.
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the electron can move by downward hops only, emitting a phonon at each hop. The

conductance is then temperature independent and only depends on the field as, G Oc

exp(E*/E)l/ 4 . However, not a lot of work has been done to understand the dependence

in the moderate or low electric field regime, E < 2kBT/ea. The most significant

experimental results on the field dependence of the conductance are from Elliot et

al [26] on amorphous germanium, because it is the amorphous semiconductor that

clearly exhibits variable range hopping. They find an exponential dependence of the

conductance on the electric field, which has since been supported by theory from

Pollak and Reiss [88].

Within the percolation model proposed by Pollak and Reiss [88], the field is ex-

pected to change the percolation path in such a way that the critical impedance is

lowered, leading to an exponential increase in the conductance with field. The current

in the low field regime is then given by:

Texp - 3 rexp3 (4.5)
I e T )y16 kBT

where, rm, is the variable range hopping distance. We note that the length scale in

the exponential (3/16 rm) is a fraction of the hopping distance, and requires a little

clarification. The small length scale can be understood if for low fields, only a fraction

of the bonds in the percolation path are affected by the field. The existing field effect

can then be thought of as an alteration of the percolation path itself rather than a

modification of the critical links.

We extract the hopping distance, rm, from exponential fits to the conductance

measured as a function of field, as given by equation 4.5. At 22K, we get a hopping

distance of approximately 20 nm. Given an inter-dot spacing of approximately 5 nm,

this would be hopping across 4 dots. In Mott's picture of variable range hopping, the

hopping distance, rm, is weakly temperature dependent, and is given by:

rh = -a (4.6)
8 T
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where a is the localization length. Figure 4-7(c) shows the hopping distance as a

function of 1/T 1/4 , and we find that it fits well to a straight line. As the temperature

increases, the hopping distance decreases as T1/4 . We extract a localization length,

as given by equation 4.6, of 1.75 un, which seems reasonable.

At low temperatures, as we move to higher fields, we will start a transition out of

the low field regime for hopping conduction. The flattening of the conductance at low

temperatures and high fields likely represents the onset of the expected high field E1 /4

behavior. At 22 K and 40 K, the quantity eEa/2kBT starts to become comparable

to 1, at field strengths of 2 V/m and 3 V/m respectively, which matches the field at

which we start to observe the flattening of the curves reasonably well.

4.3.2 Gate voltage dependence

By changing the voltage difference between the naIlopattern and the underlying sil-

icon substrate, the substrate can serve as a back gate, and one can measure the

conductance as a function of gate voltage. We apply the same voltage Vpbs to both

the gold electrodes relative to the p-type substrate, and then pulse the voltage. We do

not observe a measurable change in conductance from charge sensing measurements

for gate voltages up to 7 V.

We are, however, able to observe a weak gate voltage dependence in current mea-

surements. Figure 4-8(a) shows the current-voltage characteristics for different gate

voltages at 100 K. The first observation is that as we apply a more negative voltage

in the back gate, the current increases, which means that the dots have holes as ma-

jority carriers. This is similar to observations on wider arrays of PbSe dots [70]. The

current, and roughly the differential conductance as well, changes by only a factor of

2 by changing the gate voltage from 0 to -10 V.

Figure 4-8(b) shows the current as a function of gate voltage and temperature for

a source drain bias of 5V. From this data, we can extract a field-effect hole mobility,

Plin, in the regime where current varies linearly with the gate voltage, according to
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Figure 4-8: Gate voltage dependence for butylamine capped PbS dots (a) Current-
voltage characteristics for different gate voltages at 100 K. Vg = OV for black circles,
V9 = -5 V for filled orange circles, V9 = -7 V for green triangles and Vg = -10 V

for filled blue circles. Inset shows the differential conductance at around 5 V source
drain bias as a function of gate voltage at 100 K. (b) Current as a function of gate

voltage and temperature at source drain bias of 5V.

the gradual channel approximation:

I _ WCoxVs
= pun (4.7)

a Vd =constant L

where w and L are the width and length of the nanopattern, and Cox is the capaci-

tance per unit area of the gate oxide. We find that the slope of the curves increases

with increasing temperature, thereby implying a field effect mobility that increases

with temperature. An increase in mobility with temperature is not uncommon for

disordered systems [581. In general, for disordered systems, the field effect mobility

should increase with the density of gate-induced carriers At higher temperatures the

measurements become dominated by leakage through the gate oxide, and it becomes

difficult to see a gate voltage dependence. At 200 K, the field effect mobility at 5V

source-drain bias is estimated to be of the order of 10-5 cm 2 /Vs. The field-effect

mobility is a "filled trap' mobility that depends on device geometry and biasing con-

ditions and is not an intrinsic property of a QD film. So, this value of mobility should

be considered as a lower limit rather than an absolute number.
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4.4 Transport in Oleic acid capped PbS quantum

dot arrays

As discussed in the previous chapter, we have been able to measure current in

nanopatterned arrays of oleic acid (OA) capped PbS dots. To our knowledge, these

are the first successful transport measurements on unannealed dot arrays with the

native ligand. Although the change in the height of the tunnel barrier is difficult to

estimate, the inter-dot separation changes from 0.5 nm in butylamine-capped dots

to 1 nm in oleic-acid-capped dots, from TEM measurements. The native oleate lig-

ands also form ordered superlattices over relatively large length scales, as discussed

in Chapter 2.

Before we discuss the data collected from charge sensing measurements, we briefly

focus on the current-voltage characteristics. Figure 4-9(a) shows current-voltage char-

acteristics from room temperature to 60 K for positive source-drain bias voltages. As

we go to lower temperatures, the characteristics become highly non symmetric be-

tween positive and negative bias voltages, as shown in figure 4-9(b). We are always

able to measure a current with a positive source-drain bias, but not with a negative

source-drain bias. The inset shows current as a function of applied gate voltage for

fixed temperature and source-drain bias. We observe that the current increases as the

gate voltage is made more negative, consistent with holes being the majority carriers.

If we think about non-uniformly gating the nanopattern with a source-drain bias, a

negative source-drain bias is equivalent to a positive voltage on the back gate, thereby

depleting the dots for a hole doped array. For a low enough carrier density, even a

small effective positive voltage on the back gate may be enough to completely deplete

the dots at lower temperatures. As the temperature is increased thermal excitation

of the carriers will serve to make the current-voltage characteristics more symmetric.

Because of these gate effects, to study transport in oleic acid capped dots with our

charge sensor, we only probe the positive source drain bias regime.

For extracting the differential conductance, gPbs-oA at fixed bias voltage Vd8 ,

from charge transients, we set the source-drain voltage to a desired fixed value and
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Figure 4-9: Transport in oleic acid capped PbS dots (a) Asymmetry in current-voltage
characteristics between positive and negative source-drain bias at lower temperatures.
Inset shows the gate voltage dependence at 170 K, the current increases as a negative
gate voltage is applied consistent with holes being the majority carriers. (b) Current-
voltage characteristics as a function of temperature for positive source-drain bias. (c)
The voltage on one of the gold electrodes connected to the nanopatterned array is
stepped from 0 to -1. As charge diffuses in the distributed RC network of the array,
the conductance of the MOSFET varies exponentially with time. Solid markers show
the MOSFET conductance in response to the voltage pulse at 50 and 60K, for a
source drain bias of 3.5 V. Solid black lines are fits to G = Goexp(-Ft) where F
= T 2 gPbs-OA/wLC and gpbs-oA is the differential conductance per square of the
nanopatterned oleic acid capped PbS array at 3.5 V. (d) gpbs-oA at Vds = 3.5 V,
as a function of inverse temperature. Open circles represent differential conductance
extracted from charge sensing measurements and filled circles are the data extracted
from measuring the current.
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then apply a voltage step from 0 to -1 V. As charge diffuses in the distributed RC

network of the array, the conductance of the MOSFET varies exponentially with

time. Figure 4-9(c) shows the transient response of the MOSFET conductance to

the applied voltage pulse. The solid black lines are fits to G = Goexp(-Ft) where F

= 7r2 gPbsOA/wLC. The lowest temperature and source-drain bias we could measure

are 3.5 V at 40 K. We find the resistance to be 1018Q. This is the highest resistance

ever measured in nanopatterned quantum dot arrays, to our knowledge.

Figure 4-9(d) shows the differential conductance at 3.5 V for oleic acid capped PbS

arrays, as a function of inverse temperature. We extract the differential conductance

from charge transients at each temperature in the range of 40-100 K (open markers).

At temperatures above 100 K, we obtain the differential conductance from derivatives

of the current-voltage characteristics. We find that in the temperature range of 40-

200 K, the differential conductance fits very nicely to a simply activated form, with

an activation energy of 59 4 meV. We were unable to measure the conductance

near zero bias at low temperatures even using our charge sensing measurements due

to the very high resistance of the array, and limitations from dielectric relaxation of

the underlying oxide.

As discussed in section 4.3.1, we probe the finite bias regime by applying a static

field across the nanopattern. Then we rapidly step the voltage on one of the electrodes

by an additional -1 V and obtain the differential conductance from the observed charge

transient. More specifically for this data set, to measure the differential conductance,

gPbs-OA at an applied bias voltage of Vpbs = 3.5 V, we apply a fixed voltage Vpbs

= 4 V to one electrode, rapidly step the voltage to VPbS = 3 V and measure the

resulting charge transient.

Figure 4-10(a) shows the measured differential conductance as a function of in-

verse temperature for different values of electric field or bias voltage across the dot

array. As before, the filled markers represent differential conductance extracted from

the current-voltage characteristics, and the empty markers represent the differential

conductance extracted from charge sensing measurements. Black dashed lines are fits

to GpbsboA= Goexp(-Ea/kBT), where Ea is the activation energy. Because these
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Figure 4-10: (a) Differential conductance of oleic acid capped PbS dots, gPbs-OA, as

a function of inverse temperature, for different values of electric field or bias voltages

across the dot array. Filled markers represent differential conductances extracted

from the current-voltage characteristics, and empty markers represent the differential

conductances extracted from charge sensing measurements. Black dashed lines are fits

to gPbs-oA ~ exp(-Ea/kBT), where E is the activation energy. (b) Activation energy,
Ea, as a function of the applied electric field. Blue markers indicate the data points

and the black dashed lines represent straight line fits to the data. We extrapolate the

straight line fit at low fields to zero bias, in order to estimate the activation energy

near zero bias.
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measurements are performed at positive source-drain bias, when the voltage on the

gold electrodes becomes more positive than the MOSFET gate voltage, it introduces

a small error in the differential conductance measurements. It is likely that the error

lies in estimating the capacitance, but the origin of this effect is not clearly under-

stood. Figure 4-10(b) shows the two slopes observed from the calculated activation

energies as a function of the applied electric field. Blue markers indicate the data

points and the black dashed lines represent straight line fits to the data. We extrap-

olate the straight line fit at low fields to zero bias, in order to estimate the activation

energy near zero bias, which is approximately 70 meV.

4.5 Discussion

In this chapter we have attempted to study how transport in PbS dots depends on

the tunnel barrier between the dots. Our measurements here constitute the highest

resistances measured for colloidal quantum dot systems. Colloidal quantum dot arrays

are similar to amorphous and doped semiconductors, in the sense that they have

localized electronic states, and charge transport is expected to occur via phonon-

assisted hopping between localized sites as long as the disorder in site energy is larger

than the hopping matrix element between sites. As long as there is a finite density of

localized sites near the Fermi energy, transport can occur via thermal activation from

a localized state below the Fermi energy to a localized state above the Fermi energy.

The probability of this hop is proportional to: the Boltzmann factor, exp(-A/kBT),

where A is the disorder between site energies, a factor depending on the phonon

occupation, Vph, and a factor depending on the wavefunction overlap. According to

Mott [75], if the localization is very strong, the electron naturally jumps to the state

nearest in space because the term e- 2aR falls rapidly with distance. This is the nearest

neighbor or Miller-Abrahams hopping.

Charge transport in large scale arrays of annealed PbSe dots [70], has been ex-

plained using a simple model of nearest neighbor hopping. As holes are the majority

carriers in our array, we assume that they move in the highest energy unoccupied
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orbitals of the dots, which we label 1Sh, and that disorder gives a distribution of

these site energies. We also assume that the holes contributing to the dark conduc-

tance originate in acceptor states on the surface of some fraction of the dots. At low

electric fields, a hole must then overcome two contributions to the activation energy

in order to reach the other electrode. Firstly it must overcome the binding energy of

the acceptor state, EF - E1sh and secondly it must overcome the disorder broadening

of the iSh statesolsh . The activation energy is then given by:

Ea = EF - Elsh + U1Sh (4.8)

As the field strength is increased, the energy of the 1Sh states are lowered by

the field, and at a critical field, EC,the activation energy from disorder is completely

overcome by the field (eEcd = uis) and only the activation energy for excitation from

the acceptor state remains. This gives rise to two length scales in the problem. The

activation energy from disorder is reduced by eEd, where d is the distance between

neighboring dots, while the activation energy from the acceptor binding is reduced

by eEx, where x is the distance from the acceptor state to the IS state. This is

expected to give rise to two slopes of the activation energy as a function of field.The
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Figure 4-12: (a) Sample to sample variation. Conductance of nanopatterned buty-

lamine capped PbS dots, GPbS-BA, as a function of inverse temperature, for two

nominally identical samples, at a source-drain bias of 0.5 V. As before, filled mark-

ers represent current measurements and empty markers represent transient measure-

ments. (b) Differential conductance, g, at a bias of 14.5 V, measured from current

measurements for butylamine capped nanopatterns (green markers), and oleic acid

capped nanopatterns (blue markers), as a function of inverse temperature. We ob-

serve that while the resistance of these two samples is comparable at the given field,

the temperature dependence is remarkable different.

conductance in the presence of a field may be written as:

G = Goexp - Ea -eExd) (4.9)
kBT

These processes are illustrated by a cartoon in Figure 4-11.

Our results for oleic acid capped dots are consistent with the model discussed

above. The conductance is simply activated, with an activation energy that decreases

with field. At the highest fields (11-14 x 106 V/M), the slope is given by -ex, from

which we extract x = 0.8 0.1 nm. At the highest fields, the length scale is is

dominated by the excitation of an electron from the interior of the dot to an acceptor

state on the surface, as illustrated in Figure 4-11. In the low field region, the slope

gives us x+d = 6.2 0.6 nm. Using x = 0.8 nm, we extract d = 5.4 nm 0.6 nm,

which is within error of the expected inter-dot separation of approximately 5.5 nm,

given the dot diameter between 4.3 and 4.6 nm and size of ligand, roughly 1 nm.
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From optical absorption of measurements of the dots in solution, we extract

roughly the disorder in site energies to be 100 meV from the full width at half max-

imum of the first absorption peak. The change in the slope at 10 x 107 V/M

indicates that this is approximately the critical field. At this field the activation

energy has been reduced by approximately 45 meV, roughly half the variation in

energy measured optically, which seems reasonable. A crossover from Ohmic to non-

Ohmic conduction is also expected when the field reduces the activation energy by

an amount much smaller than kBT, or more specifically Ea - eE(x + d) << kT. At

room temperature, this is expected to happen around 5 V source-drain bias, which

is consistent with our data shown in Figure 4-9(a). At lower temperatures (40 K),

the ohmic region is expected only at bias voltages of less than 1 V. Nearest neighbor

hopping therefore provides a self consistent explanation for transport in oleic acid

capped PbS dots.

For butylamine-capped dots, we attempt to carry out a similar analysis. We fit the

data shown in Figure 4-7(b) to a sum of two simply activated processes and extract

both the activation energies. We plot the activation energies as a function of field,

as shown in Figure 4-7(d). For two conducting channels in parallel, we would expect

both the activation energies to decrease linearly with field. From the evolution of

activation energies with field, at low fields we find length scales of 9 nm and 3.1 nm

for the larger and smaller activation energy, respectively. The observation of a smaller

length scale associated with a smaller energy is then difficult to understand from a

picture of nearest neighbor hopping.

The data, however, fit well to Mott's variable range hopping, G ~ exp(-T*/T)l/ 4 ,

with T* = 1.2x 107 K. We find an exponential dependence of the conductance on the

electric field, as expected for the low field regime of variable range hopping, and this

allows us to extract a localization length of 1.76 0.2 nm. With this, we correctly

predict the onset of the high field regime. Variable range hopping therefore seems to

be a self consistent explanation for transport in butylamine capped dots.

As in the previous chapter for 80 nm wide films, we have shown here a significant

sample to sample variation even with 200 nm wide patterns. Nonetheless, for all
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samples studied, we are able to fit the data to Motts functional form. Figure 4-12(a)

shows the conductance as a function of inverse temperature for two nominally identical

nanopatterns of butylamine capped dots, at a source-drain bias of 0.5 V. As before,

filled markers represent current measurements and empty markers represent transient

measurements. Figure 4-12(b) shows a comparison of the most resistive butylamine

pattern, and the most conducting oleic acid nanopatterns that we have measured, at a

source-drain bias of 14.5 V. We observe that while the differential conductance of these

two samples is comparable at the given field at room temperature, the temperature

dependence is remarkably different.

The transition of the conduction mechanism from nearest neighbor hopping with

oleic acid capped dots to variable range hopping for butylamine capped dots, may

result from the change in the wavefunction overlap, or, equivalently, the localization

length. The density of states at the Fermi energy, D(EF), for oleic acid may also be

smaller, if the states arise from acceptors. The strong asymmetry in the IV curves,

suggests that the hole density, and therefore the acceptor density, is smaller in the

oleic-acid capped films. The smaller wavefunction overlap, owing to larger interdot

separation, as well as lower density of states, favor nearest neighbor hopping. Increas-

ing the interdot coupling by a ligand exchange, results in variable range hopping for

the whole temperature range.

To conclude, we have studied transport in a colloidal quantum dot array as a

function of inter-dot coupling. For a stronger interdot coupling, we observe variable

range hopping conduction. As the overlap is decreased, we observe a transition to

nearest neighbor hopping or simply activated transport for the whole temperature

range. These measurements are made possible only by a combination of nanopat-

terning, and subsequent integration of a charge sensor to measure high resistances.

In the next section, we look at charge detection or the study of fluctuations in these

nanopatterned arrays using our integrated charge sensor.
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Figure 4-13: Noise correlations measured at 230 K (a)Current, IPbS-OA, at a bias of
8V, as a function of time from oleic acid capped PbS dots, showing clear telegraph
noise. (b) Correlation, c(T) between the current, IPbS-OA and Gm calculated from
data such as that shown in (a), as discussed in the main text.

4.6 Sensing fluctuations with a charge sensor

In this chapter, we discussed how an integrated silicon based charge sensor can be

used to study transport in highly resistive quantum dot arrays, by measuring RC time

constants. Once the transients become too fast to be measured, our narrow channel

MOSFET can then operate as a charge sensor capable of detecting fluctuations in the

nearby material. As discussed in the previous chapter, we observe 1/f and telegraph

noise from current measurements on nanopatterned PbS dots. The origin of the

noise is believed to be conductance fluctuations, caused by the filamentary nature of

conduction in the nanoscopic patterns. Discrete switching events were observed at

temperatures just below room temperature, in the current through oleic acid capped

dots.

At 230 K, where the resistance of the array is not too large, we apply a source-

drain bias of 8 V between the two gold contacts and measure the current, I, that flows

through the nanopattern. In the top panel of Figure 4-13(a), we plot the current,

I, measured as a function of time with a bias of 8V. We measure the MOSFET

conductance, Gm as a function of time simultaneously, and this is plotted in the

bottom panel of Figure 4-13(a). We see that the two are correlated: When the current

through the oleic acid capped PbS nanopattern jumps up, so does the MOSFET

conductance, and vice versa. This correlation can be demonstrated explicitly in Figure
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4-13(b). Here we measure the current, I, and the GM simultaneously for a long period

of time, and compute the correlation function:

1 T
) Ipbs(t + T)GM(t)dt (4.10)
TJ 0

Here we define GM(t) and IPbS by subtracting their mean values and dividing by their

standard deviations. For two completely uncorrelated functions f(t) and g(t), c(T) =

0. For two perfectly correlated quantities, c(T) has a peak at TF= 0, and c(0) is equal

to either 1 or -1, depending on whether the functions are correlated or anti-correlated.

We see that for our data c(T) has a clear peak at T 0 with a value 0.8, indicating a

high degree of correlation between the two signals. The triangular background comes

from the slowly varying square wave envelope in the two traces, as the correlation

function of two square waves, is a triangular wave. From this, data it is clear that

the MOSFET can detect conductance fluctuations in a nanopattern adjacent to it.

4.6.1 Dual MOSFET charge sensing

The conductance of a MOSFET channel can also be influenced by electron trapping

and de-trapping events in the silicon dioxide nearby, thereby contributing noise to

a charge detection measurement. For two distinct MOSFETs, each is subject to

charge fluctuations inherent to the sensor but is insensitive to the fluctuations in the

neighboring MOSFET as long as the neighboring MOSFET is sufficiently far away.

As such, we expect the noise in the two MOSFETs to be uncorrelated. The signal in

both MOSFETs arising from electron transport in the nanopattern is expected to be

correlated while the noise in the two MOSFETs is expected to be uncorrelated.

We fabricate a dual gate MOSFET device according to the same methods outlined

in Appendix A. Figure 4-14(a) shows a false colored scanning electron micrograph of

the device. The nanopattern is intended to be placed in the region between the two

MOSFETs. Using electron beam lithography, we are able to precisely position a

nanopattern in the gap between the electrodes. Our alignment procedure is outlined

in Appendix B. Figure 4-14(b) shows a false colored scanning electron micrograph of
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the device with a nanopattern. We measure the noise in each of the MOSFETs just

as in the prior device. The DC current in the two MOSFET channels as a function

of time is displayed in Figure 4-14(c). From examination of the random telegraph

noise in each MOSFET, it is evident that the noise is uncorrelated as expected. A

correlation analysis (shown in Figure 4-14(d) further confirms that are insensitive

to charge fluctuations in the neighboring MOSFET. We note that to maximize the

signal in the MOSFETs from charge fluctuations in a nearby nanopattern, the charge

sensors should be positioned as close as possible to it.

The electric potential established by an electron in the nanopattern, a distance r

from the charge sensor does not scale according to 1/r as one might naively expect.

Rather, screening of the electron by an image charge in the silicon substrate causes

the electric potential to decrease faster than 1/r. The silicon dioxide is 100 nm thick,

which sets the distance between an electron in the thin film and its associated image

charge in the silicon dioxide. Thus, we expect the electric potential established by

an electron in the material to decrease approximately according to 1/r' for distances

greater than 100 nm from the MOSFET. We also note that when an electron hops

from one location to another, the signal observed by the charge sensor does not scale

according to the absolute electric potential of the electron but according to the change

in the electric potential at the sensor. Therefore, the MOSFET sensors displayed in

Figure 4-14(a) and (b) will be most sensitive to electron hops that are transverse to

the sensor rather than parallel to the sensor.

To conclude, we have shown that our charge sensors can be used to study con-

ductance fluctuations in quantum dot arrays. The incorporation of a second sensor,

can help to eliminate sensor noise, and improve the signal to noise. We expect that

the improvements in signal to noise will expand the capabilities of our charge sens-

ing technique. In particular, it may enable the measurement of individual electron

hopping events in colloidal arrays as well as other nanostructured materials.
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Figure 4-14: Dual MOSFET charge sensing (a) False colored Scanning electron mi-

crograph of two MOSFET gates, placed 200 nm apart. (b) False colored scanning

electron micrograph of a nanopatterned PbS array placed 50 nm away from each

sensor. The alignment procedure to achieve this configuration is discussed in Ap-

pendix B. (c) Conductance of both MOSFETs in (a), measured with a DC bias, as a

function of time. The upper and lower panels show conductance of the top and the

bottom MOSFET respectively. Telegraph events in each trace originate from electron

trapping and de-trapping in the nearby oxide. (d) Correlation analysis between the

MOSFET conductances, shows no peaks, confirming that the sensor noise in each of

the MOSFETs is uncorrelated.
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Chapter 5

Conclusions and Future work

We conclude this thesis by briefly summarizing the results presented in the previous

chapters, and by putting forward ideas for future experiments. We have demonstrated

the ability to form nanoscale patterns of colloidal quantum dot arrays that are elec-

trically conductive and structurally continuous. Using electron-beam lithography and

lift-off, we achieve patterns with nanometer resolution that can be easily integrated

into a device structure. The process allows for flexibility in the choice of core mate-

rial, ligand, and solvent without constraints on the choice or design of the substrate.

We have performed the first electrical measurements on nanopatterned quantum dot

arrays that are free of the clustering and cracks typically found in films of micrometer

dimensions or larger. The electrical conductivity of the patterned, nanoscale films is

180 times higher than the conductivity of larger, drop-cast films in which the dots

typically form clusters.

In Chapter 3, we use nanolithography to make arrays as small as 15 dots wide,

and find very large noise in the current through them. The noise is proportional

to the current when the latter is varied by applying drain-source or gate voltage in

a field-effect structure or when changing temperature, showing that it results from

a conductance rather than charge fluctuations. The noise scales with the width of

the nanopattern, increasing to 75% of the current for 40 nm wide nanopatterns. It

is observed for PbS dots with the native oleate ligand as well as butylamine ligand,

suggesting a more universal origin. The power spectral density of the noise follows
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a power law in frequency. In some cases, the noise is telegraph-like, switching on

and off, suddenly. The off-times also follow a power law distribution, also known as

Levy statistics, typically observed in fluorescence blinking in individual CdSe dots.

All of these observations are consistent with a model, in which the current is carried

by quasi-one-dimensional paths that can be interrupted by trapping of charge. Our

results suggest that the limitation of the current by quasi-one-dimensional channels

and its noise and decay may be general features of colloidal quantum dot arrays.

A natural step forward would then be to find a way to eliminate these fluctuations,

possibly by decreasing the number of trap sites on the surface by chemical passivation.

The growth of dots with a shell is another approach recently used for suppressing

blinking in CdSe dots, as demonstrated by Chen et al [13]. Our collaborators have

successfully synthesized PbS dots with a monolayer thick CdS shells, and it would be

interesting to study noise in these structures.

In Chapter 4, we study transport in nanopatterned oleic acid and butylamine

capped PbS dots using integrated charge sensors. Integrated charge sensors have had

a big impact in the study of lithographic quantum dots, enabling the study of slow

electron dynamics. To our knowledge, charge sensors had not been previously used to

study transport in colloidal dot systems. Our nanopatterns are easily integrated with

a narrow channel MOSFET used as a charge sensor. By performing a time resolved

measurement of charge, we use the sensors to measure extremely high resistances,

using fairly low voltages (- 0.5 V).

We present the first transport measurements on unannealed, ordered arrays of

oleic acid capped PbS dots. We find that the conductance is well-described by a

simply activated form, consistent with nearest neighbor hopping between dots. Near-

est neighbor hopping is not unexpected, considering the large tunnel barrier between

dots, and is also consistent with previous reports on annealed PbSe dots with the

same ligand. The transport can be described by a model in which the Fermi energy

lies in acceptor states in the bandgap and charge carriers hop between localized sites

intrinsic to the dots. We find that holes are the majority carriers, and we expect an

activation energy of approximately 70 meV near zero bias. An electric field lowers the
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activation energy, and we find two associated length scales. One length corresponds

to the distance between the acceptor states on the surface of the dot and the intrinsic

state inside the dot, namely the distance over which a hole is excited to the valence

state. The second length scale is equivalent to the interdot separation. As we move

to butylamine capped PbS dots, we find that the data is inconsistent with nearest

neighbor conduction, and instead fits well to Motts variable range hopping form. We

find an exponential dependence on the field, consistent with the theoretical model of

Pollak and Reiss for variable range hopping in low electric fields. We extract a lo-

calization length of 1.7 nm, which seems reasonable. Surprisingly, we do not observe

a crossover to nearest neighbor hopping even at room temperature. The transition

to variable range hopping when we change the ligand, can be understood in terms of

increased wavefunction overlap between the dots.

Our technique to measure high resistances can be applied to a variety of interest-

ing solid state systems. The most intriguing to us are binary nanocrystal superlattices

(BNSLs). As the formation of these is stabilized by long ligands, electrical conduction

has not been measured in semiconducting binary supperlattices. The charge sensing

technique would allow transport measurements on these systems once the challenge of

nanopatterning monolayers is met. Our charge-sensing resistance measurement tech-

nique is applicable even with blocking contacts. CdSe quantum dots are ideally suited

for these measurements, as they form blocking contacts with most metals. CdSe dots

also have a smaller dielectric constant, which would imply a large Coulomb energy.

To highlight the application of our charge sensor as a technique to study transport

we plot the resistance of a material as a function of the observed/expected contact

resistance (Figure 5-1). Metals and crystalline semiconductors have low electrical

resistance, and can be probed easily with conventional transport techniques. Our

technique would be applicable to highly resistive materials such as amorphous and

organic semiconductors, colloidal dot arrays, high-k dielectrics, and other materials

which have a relatively high electrical resistance and may or may not form blocking

contacts.

A primary goal in the study of artificial solids, has been to observe collective
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Figure 5-1: Applications of charge sensing to study transport. We plot the resistance

of the material under study as a function of the observed/expected contact resistance.

Our technique can be used to probe transport for materials above the black dashed

line; highly resistive materials, which may have a high contact resistance.

behavior and Mott-Hubbard physics. Even after minimizing the stuructural disorder

using nanopatterning, we find that the transport in the arrays is still disorder limited.

However, our work highlights the impact of the capping ligand on the transport

mechanism. The group of Talapin has made great progress in making highly ordered

quantum dot arrays using novel inorganic/organic hybrid ligands, which show higher

conductivities and impressive transistor characteristics. The tunnel barrier between

the dots is estimated to be - 44 kQ. It would be interesting to study transport in

these systems at low temperatures, using charge sensing measurements.

A different direction is the study of transport in lithographic arrays [103]. By

investigating transport through a finite two dimensional mesoscopic periodic poten-

tial, consisting of an array of lateral quantum dots with electron density controlled

by a global top gate, a transition from an insulating state at low bias voltages to a

conducting state at high bias voltages is observed. The high-bias behavior suggests

underdamped transport through a periodic washboard potential resulting from col-

lective motion. In addition to the general question of whether quantum or classical

132



transport dominates, these artificial periodic potentials may provide further insight

into the extensive work on colloidal quantum dot arrays.
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Appendix A

MOSFET Fabrication

In this appendix, we give details on MOSFET fabrication. The details are similar to

the procedures outlined in Kenneth MacLean's thesis [60], with a few modifications.

For completeness sake, we list all of the steps here again. MOSFET fabrication was

performed in the Microsystems Technology Laboratory (MTL), at MIT.

The steps listed below are primarily for fabricating n-channel MOSFETs. We were

also able to fabricate p-channel MOSFETs using the same basic steps, however, we

did not use those owing to very low mobilities. The modification needed for p-channel

MOSFETs have been pointed out wherever needed.

The starting material for n-channel MOSFETs are prime 6 inch Silicon wafers,

doped with Boron.The resistivity of the wafers was measured to be ~ 3Qcm.

1. Define Active region

(a) RCA clean and Field oxide growth The RCA clean is a standard

set of wafer cleaning steps regularly performed before high-temperature

processing steps, such as oxidation and diffusion, ift Silicon fabrication.

The clean has three steps designed to remove organic contamination, native

oxide and ionic contamination. After the clean, we grow a wet thermal

oxide in tube 5D-ThickOxide in the ICL's diffusion system. The recipe

4W1050 (time= 3 hours 2 minutes), grows ~~ 1pm of thermal oxide. The

thickness of the oxide was verified by the ellipsometer (UV1280) in ICL.
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(b) Photolithography Pattern the field oxide for etching. This step was ac-

complished using the ICL's coater/developer track and Nikon i-line optical

stepper. The masks used for photolithography are chrome on quartz, and

were patterned by Microtronics. The first photolithography step defines

the active region of the MOSFET.

(c) Etch Field Oxide Etch the field oxide in BOE (Buffered oxide etch)for

14 minutes and 25 seconds at the ICL's oxide wet bench. The time needed

to etch was calculated based on the etch rate. We overetch by about 20

percent.

(d) Strip Photoresist Remove photoresist using ICL's oxygen plasma asher.

This takes 3 minutes. However, if photoresist residue can still e seen under

the optical microscope, a piranha etch may be needed.

2. Ion implantation

(a) RCA clean and Protective Oxide Growth After a standard RCA

clean, we grow 50nm of protective oxide in tube 5D, using recipe 4D1000.

The thin oxide layer serves to protect the Silicon substrate from damage

during ion implantation. Excessive surface damage can make it difficult to

make good electrical contact to the implanted regions.

(b) Photolithography Define the area for ion implantation.

(c) Ion Implantation We send the wafers to Innovion for ion implantation.

They need to be doped with phosphorous. The dose is 7 x 1015 cm-2, at

an energy of 180keV with a 7 degree tilt.

(d) Strip Photoresist Following ion implantation, the photoresist is difficult

to remove. After ashing for 3 minutes in an oxygen plasma, a double

Piranha clean (Blue and Green) is needed to completely remove the resist.

(e) RCA Clean and Post Ion Implantation Anneal We clean the wafers

in RCA, and anneal for 30 minutes at 1000'C in Nitrogen in tube 5B. The

recipe used is 2A1000.
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(f) Etch off Protective oxide The thin oxide layer is removed by immersing

the wafers in BOE for 1 minute.

3. Gate oxide and MOSFET gate

(a) RCA clean and Grow Gate oxide After a standard RCA clean, we grow

100nm of oxide in tube 5A-GateOx. The recipe used is 1D1000 (time=160

minutes). We leave the wafers in the furnace overnight at 400 C.

(b) n+ Polysilicon Deposition We deposit 80nm of phosphorous doped

polysilicon using LPCVD (Low Pressure Chemical Vapor Deposition). The

deposition is performed in tube 6A-nPoly at 560 C and the recipe used is

DOPED PH3 FLAT (time=77 minutes).

(c) Polysilicon Anneal This step is intended to reduce the grain boundaries

in polysilicon and increase it's conductivity. The recipe 2A900, anneals

for 30 minutes at 900'C. We use tube 5B-anneal. The polysilicon color

changes from brown to green.

(d) Polysilicon Oxide Strip We etch the wafers in BOE for 30 seconds, in

order to remove the native oxide on Polysilicon. This step is crucial for

subsequent polysilicon etch steps. The native oxide can make reactive ion

etching of polysilicon difficult.

(e) Photolithography Define alignment marks to be used for electron beam

lithography.

(f) Etch Polysilicon and oxide We etch the polysilicon using reactive ion

etching in AME model P5000 (recipe Keith CP, with main step ~ 60

seconds). We then etch through the oxide for 20 minutes in BOE.

(g) Strip Photoresist Using asher (3 minutes Oxygen Plasma).

(h) Backside Etch We coat the front of the wafer with photoresist. We etch

the back of the wafer using the same recipe used to define the alignment

marks (Keith CP for 60 seconds, followed by 20 minutes in BOE).

(i) Strip Photoresist

137



(j) Electron beam Lithography We spin on negative e-beam resist 4 %

HSQ, and perform electron beam lithography using Raith 150 to define

the narrow parts of the MOSFET gate. We write the pattern with a

voltage of 30keV, 10nm step size and 100pm write field. The e-beam

lithography steps are described in more detail in Appendix B. The patterns

are developed in CD 26 for 5 minutes, followed by a DI water rinse.

(k) Photolithography Define the large parts of the polysilicon MOSFET

gate.

(1) Polysilicon Etch We use magnetically enhanced reactive ion etching

(RIE)in a C12:HBr chemistry to etch the polysilicon. We use the recipe

Keith CP with the following parameters:

" Gas Stabilization for main etch C12 :HBr 20:20 Scc, ts, m=10 s,

P=200 mtorr, B=50 Gauss, RF=0.

" Main etch C12:HBr 20:20 Scc, tm=22 s, P=200 mtorr, B=50 Gauss,

RF = 350 W.

" Gas stabilization for Overetch HBr 40 Scc, ts" = 10s, P=100

mtorr, B=50 Gauss, RF=0

" Overetch Step HBr 40 Scc, t, = Os, P=100 mtorr, B=50 Gauss,

RF=50W

(m) Strip Photoresist

4. Stringer Etch

(a) Photolithography Define area for a stringer etch. The pattern covers

the polysilicon gate structure in photresist.

(b) Stringer Etch This step is designed to remove any remaining polysilicon

from the edges of the active region. We use the same recipe as the gate

etch step, except that the time for the first two steps are set to zero, and

the time for the overetch step is changed to 900 seconds.

(c) Strip Photoresist
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5. Source and Drain contacts

(a) Photolithography This step patterns holes to be etched in the oxide to

contact the ion implanted regions.

(b) Etch Oxide The wafers are etched in BOE for 2 minutes and 30 seconds.

Ellipsometry is used to verify that no oxide remains above the implanted

regions where the holes are etched. One should move to the next three

steps, immediately after the etch, in order to minimize the native oxide

that will grow where the holes are etched.

(c) Strip Photoresist

(d) Double Piranha Clean followed by HF dip This is a standard pre-

deposition clean. The HF dip is carried out at the Piranha station for 30

seconds, in order to remove native oxide.

(e) Deposit Aluminum We sputter 2.5kAof pure Aluminum using the Ap-

plied Materials Endura system.

6. Define Al electrodes

(a) Photolithography This step patterns the Aluminum for the etch in the

next step.

(b) PAN etch We etch the Aluminum in PAN Al etchant (H 3PO4 :CH3C00H:HNO3 :H20,

16:1:1:2). Because of the native oxide on the aluminum, the time required

for the PAN etch can vary, and so the etch needs to be monitored by eye.

(c) Strip Photoresist

(d) Sinter Contacts The wafer is sintered in forming gas in Tube A3 in TRL,

at 425'C for 30 minutes. This step is crucial for making good electrical

contact to the implanted regions.

7. Diesaw We spin photoresist on the surface to protect the wafer, and then dice

it with a 220pm silicon blade.
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The MOSFET fabrication is now completed. After this, we need to pattern gold

electrodes and the nanopatterned arrays adjacent to the MOSFET gate. These steps

require accurate placement with e-beam lithography, and the fine alignment details

are discussed in appendix B.
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Appendix B

Electron Beam Lithography

For our device fabrication, the most challenging aspect was high precision alignment of

features. Among the multiple steps sensitive to alignment, the first is the alignment

of the MOSFET gate to optical features already present on the device. Second is

the alignment of the gold electrodes to the gate, and finally the alignment of the

nanopattern to both, the gate and the electrodes. We use the Raith 150, at the

scanning electron beam lithography (SEBL) and the Elionix ELS-125 at MTL for

e-beam lithography. In this appendix, we briefly discuss the alignment procedures

used for both these tools.

B.1 Electron beam lithography using Elionix-ELS125

The elionix system operates at 125 keV, and can easily provide better than 10 nm

alignment for well defined alignment marks. We use the Elionix system to pattern

the gold electrodes and the Aluminum MOSFET gate. We also pattern alignment

marks that are subsequently used to place the nanopatterned dot arrays. However,

this final alignment step is performed using the Raith 150, as discussed in section

B.2.
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Figure B-1: Layout file for charge sensor adjacent to the nanopattern. The top left

box, shows the optical alignment markers (red), Al and A2, used for patterning the

gold electrodes, and the e-beam alignment markers, BI and B2 (golden), used for

the MOSFET gate alignment. Note that both these sets of alignment markers are

separated in Y, but have the same X-coordinate. Gray boxes show how the edges of

the 600 ,um write-fields. The top right design, is a zoom in of the area in the blue

box and reveals the markers (golden), Cl-C4, used for four-point alignment of the

MOSFET gate. Further magnification of the design, reveals the alignment markers

used for positioning the nanopattern (Dl-D4, bottom right), and the optical and

e-beam alignment markers (bottom left).
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Figure B-2: Scanning electron micrographs of the Ti/Au e-beam electron mark B1
using the Elionix system. The image on the right is the magnified version of the area
in the black box from the left image.

Layer design and alignment marks

The first step is the design of the layout file, which is done using Clewin design editor.

Every feature is saved as a different layer as shown in Figure B-1. We use optically

created alignment marks, which are etched 1 pm deep into Silicon, to pattern the

gold electrodes, and also write a new set of alignment marks. This new set, created

using Ti/Au layer (7 nm/50 nm) is used to precisely align the MOSFET gate to the

patterned gold electrodes.

There are two types of alignment options available in the Elionix system, namely

the auto registration and the manual registration mode. In the auto registration

mode, the mark is searched automatically by scanning the mark with a beam and

determining the mark center by the line profile obtained. This method is highly

dependent on the quality of the mark and any deformation results in misalignment or

the Elionix being unable to find the mark. The alternative is the manual registration

where the center of the mark is determined visually and alignment is done manually.

More accurate alignment is obtained by the manual method and is therefore our

preferred choice.

For manual alignment, atleast two alignment marks are required and these must

have the same X-coordinate and be separated in Y. The larger the separation between

the marks, the better is the rotational displacement correction and alignment. The

elionix also offers a 4-point correction for further precision, which must be carried

143

(a)



out after the two point alignment. For the 4-point correction, we nest four more

alignment marks as close to the area of interest as possible.

Figure B-1 shows parts of the layout file at different magnifications to reveal all

the features. The top left box, shows the optical alignment markers (red), Al and

A2, used for patterning the gold electrodes, and the e-beam alignment markers, 1

and B2 (golden), used for the MOSFET gate alignment. Note that both these sets of

alignment markers are separated in Y, but have the same X-coordinate. Gray boxes

show how the pattern is broken up into 600 pm write-fields. The top right design, is

a zoom in of the area in the blue box and reveals the markers (golden), Cl-C4, used

for four-point alignment. Further magnification of the design, reveals the alignment

markers used for positioning the nanopattern (D1-D4, bottom right), and the optical

and e-beam alignment markers (bottom left). We write the gold electrodes first,

because Ti/Au alignment markers are really easy to image with the Elionix, as seen

by the images in Figure B-2.

Coating and preparation for exposure

To prepare the substrate for lithography, we scratch the back of the chip with a

diamond scribe, and sonicate in Acetone, Methanol and Isopropanol for five minutes

each, in order to remove any organic residue. To pattern the gold electrodes, we spin

on a single layer of PMMA (950 A4) at 4000 rpm for 1 minute. At this spin speed,

the resist thickness is estirhated to be approximately 200 nm. We then soft bake the

substrate at 180 'C for five minutes. To pattern the Aluminum MOSFET gate, we

spin another layer of PMMA 950 A4 on top of the already baked layer, and bake for

another 5 minutes, to get a total resist thickness of ~ 400 nm. In preparation for

exposure, we convert the GDSII files generated by Clewin, into .CON files using the

Layout Beamer software.

Exposure and development

We carry out the exposure of the desired pattern in accordance with the steps detailed

below:
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1. Sample Loading: We mount the resist coated substrate into the Elionix sam-

ple holder, and roughly note the position of the alignment marks. We then

follow the standard procedure for loading the sample. We use an acceleration

voltage of 125 keV and a beam current of 5 nA. Immediately after loading the

sample, we open the isolation valve and recall the 5 nA settings from the beam

memory. We then drive to the Faraday cup and measure the current, to ensure

that it is close to the expected value.

2. Focus and Stigmate the beam: Using the SEM side, we drive to 'Reference',

which is the location of nanocrystals on the sample holder, and initiate the auto

Focus and Stigmate routine.

3. Exposure: We now move to the Elionix side and open the layout file. We

identify the locations of the REG-2 (and REG-4, if applicable) in the layout

file. We proceed to 'Set Options', and enter the registration/alignment options.

Using the SEM side, we drive to the approximate location of the alignment

mark with a lower Y coordinate, and center it on the screen. We then overlay

the pattern on this location, using the 'Move pattern' and 'Read Stage Position'

options. Once the exposure starts, the stage drives to the co-ordinate of the

first alignment mark. At this point, we go to the highest magnification possible

with the features, and center the alignment marks on screen, scanning with a

slow scan speed. We repeat this process at the second alignment mark as well.

The stage then drives to the field correction marks, and tries to correct for the

calculated rotation angle. After the field correction, the stage again drives to

the first alignment mark. At this stage, we basically have to check that the

alignment mark is still centered, and we correct for small shifts by shifting the

beam rather than moving the stage. If the REG-4 option was selected, the

software now moves to the four alignment marks. As these REG-4 marks (Cl-

C4), are close to other features, we image them only at very high magnification

(30-40 KX). After this step, the system calculates the rotation error, and if it is

less than the tolerance value entered in the schedule file (typically 0.03 mrad),
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it will start the exposure.

4. Development: We develop the patterns using 1:3 MIBK:isopropyl alcohol for

90 seconds, followed by a rinse in isopropyl alcohol. As these patterns are writ-

ten with an acceleration voltage of 125 keV, we found that even small amounts

of moisture, can cause the patterns to self develop and distort the nanoscale

features. We, therefore, develop the patterns and proceed to deposition, imme-

diately after exposure.

B.2 Electron beam lithography using Raith150

The Raith150 operates at relatively low voltages (10-30 keV), so is the best tool

to use for imaging and minimizing radiation damage. We use the tool to align our

nanopatterns. A step by step overview of the lithography procedure is given below:

1. Scratch back of chip: We use a diamond scribe to scratch the back of the

chip so that the chip is well grounded during lithography.

2. Clean chip: We sonicate the chips in acetone, methanol and isopropyl alcohol

for 5 minutes each, and then blow dry with nitrogen.

3. Spin on e-beam resist: For our nanopatterns, we use PMMA 950 A2 from

Microchem. We spin two layers of 950 PMMA A2, and the total resist thickness

is ~ 100 nm. It is good to examine the chips carefully after spinning to ensure

that the resist looks uniform. at 4000 rpm for 1 minute. We bake the chip at

1800 C for five minutes to drive off moisture from the surface. Then spin the

first layer of resist. We bake the resist for another 5 minutes, and then spin a

second layer, followed by another 5 minute bake.

4. Gold nanocrystal deposition: We put 100 nm gold nanocrystals on the chip

with a micro-pipette. These are used to focus and stigmate the electron beam.

We avoid putting the nanocrystals near the edge bead, because if the resist
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under the nanocrystals is too thick, it will charge up and make it impossible to

focus the beam properly.

5. Load sample, measure beam current and locate alignment marks: We

make sure to to align the axes of our sample pattern (to which we align the write)

with the axes of the Raith stage (by eye), as this generally makes navigating the

wafer a lot easier. We follow the appropriate loading procedures measured the

beam current at the Faraday cup immediately after loading. If we measure no

beam current, then it usually means the sample stage is not properly grounded.

This problem can usually be fixed by shaking the stage manually using piezo

controllers, but sometimes, one needs to unload and load again. We set the

voltage to 10 keV after loading the samples, and record the rough XY positions

for the gold nanocrystals and our alignment marks, because imaging is very

easy at 10keV.

6. Focus, Stigmate and Aperture Align: We ramp up the voltage to 30 keV,

switch to the SE2 detector, measure the beam current at the Faraday cup, and

drive to the noted XY position of the gold nanocrystals. We focus and stigmate

the electron beam here, and record the XY co-ordinates from the Raith software

at this acceleration voltage.

7. Field alignment: We use the standard field alignment procedures at the gold

nanocrystals, with step sizes of 20 pm, 5 pm and 1 pm. This step aligns the

electron beam to the stage axes. We record the zoom, shift and rotation values.

8. Adjust UVW: We perform a coordinate transformation at our alignment

marks, using the Raith side for imaging.

9. Field alignment: We drive back to the gold nanocrystals and perform another

field alignment, to align the electron beam with the sample. We record the shift

and rotation values again. We repeat the adjust UVW procedure followed by

the field alignment till the shift and rotation values converge.
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10. Exposure: Once the values converge, we expose our nanopattern with an areal

dose of 600 pC/cm2 , and step size of 0.01 pm. Immediately after the write, we

move the sample away from the beam. Even though the beam is blanked off

after writing, it has been our experience that the blanker sometimes does not

work quite as well, which may cause overexposure of the sample sitting directly

underneath the beam for extended periods of time.

11. Develop: After exposure, we develop the chip in 1:3 MIBK:isopropyl alcohol

for 90 seconds, followed by a rinse in isopropyl alcohol. We blow dry the chip

and proceed to dropcasting the colloidal dots.
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