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I. INTRODUCTION

The radiative processes

\[ e^+ e^- \rightarrow X \gamma \] (1)

have been extensively studied by several \( e^+ e^- \) experiments and the cross sections for \( e^+ e^- \rightarrow X \) have been measured using the initial-state radiation (ISR) method [1–4]. At BABAR [5], the cross sections have thus been determined in large energy ranges below the total \( e^+ e^- \) center-of-mass (c.m.) energy \( \sqrt{s} \sim 10.58 \text{ GeV} \) available at the SLAC PEP-II collider. The state \( X \) can be either fully described by quantum electrodynamics (QED) such as \( \mu^+ \mu^- \), or any hadronic state with \( J^{PC} = 1^{--} \).

In reaction (1) at lowest order (LO) the photon can be emitted from either the incoming electron or positron, or from the final state (final-state radiation, or FSR). At BABAR, the kinematic conditions are such that the process is dominated by ISR photons, which justifies the ISR method. The LO FSR contribution to the hadronic radiative process is neglected, as its theoretical estimates are well below the systematic uncertainties of the cross section measurement. This is due to the fact that the available \( e^+ e^- \) c.m. energy is far beyond the domain of the hadronic resonances that dominate the cross section, so that hadronic form factors considerably reduce the probability that the photon is emitted from the final state. However, the theoretical estimations are model dependent, and it is thus important to have a direct experimental proof of the smallness of the FSR contribution to the hadronic cross sections when high precision is at stake, as for the determination of the hadronic contribution to the \( g-2 \) value of the muon [6]. Because of the point-like nature of the muon, the FSR reduction does not occur for the \( e^+ e^- \rightarrow \mu^+ \mu^- \gamma \) process. The LO FSR contribution to the cross section is expected to vanish at threshold and to increase by a factor of about 1.6 with respect to the QED amplitude at energies of a few GeV above threshold.\[ Deceased.
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with the invariant mass of the muon pair \((m_{\mu\mu})\). Still, the FSR fraction remains small for low di-muon mass (less than 1% for \(m_{\mu\mu} < 1\text{ GeV}/c^2\)). For the \(e^+e^- \to \mu^+\mu^-\gamma\) cross section measurement, a correction is applied for the LO FSR contribution as a function of \(m_{\mu\mu}\), which is so far determined by turning off FSR in the Monte Carlo (MC) generation.

While it is not possible to distinguish ISR from FSR photons on an event-by-event basis, as the corresponding amplitudes are both present and interfere, a measurement of the interference provides a sensitive and quantitative determination of their relative strength. Measurement of the forward-backward asymmetry of the pions was first proposed in Ref. [3], as a test of the underlying model for the charge asymmetry used in Ref. [8], which refers to the polar angle with respect to the incoming electron in the \(e^+e^-\) c.m. system (c.m.s.), this analysis introduces the set of angular variables illustrated in Fig. 2. These are found to be more sensitive observables to measure the ISR-FSR interference:

- (i) \(\theta_\gamma\)—polar angle of the radiated photon in the \(e^+e^-\) c.m.s. (with respect to the \(e^+e^-\) axis);
- (ii) \(\theta\)—polar angle of \(x^-\) with respect to the photon axis in the \(x^+x^-\) c.m.s.;
- (iii) \(\phi^z\)—azimuthal angle of \(x^-\) with respect to the \(y^e\) plane in the \(x^+x^-\) c.m.s. (or the \(e^+e^-\) c.m.s.).

Since \(x^- \leftrightarrow x^+\) interchange means reversal of the \(x^-\) direction to its opposite in the \(x^+x^-\) c.m.s., the charge asymmetry, for fixed \(m_{xx}\) and \(\theta_r\), is equal to

\[
\mathcal{A} = \frac{|\mathcal{M}|^2 - |\mathcal{M}_{x^+x^-}\gamma|^2}{|\mathcal{M}|^2 + |\mathcal{M}_{x^+x^-}\gamma|^2} = 2Re(\mathcal{M}_{\text{ISR}}\mathcal{M}_{\text{FSR}}) / |\mathcal{M}_{\text{ISR}}|^2 + |\mathcal{M}_{\text{FSR}}|^2, \tag{3}
\]

where \(x^+ \leftrightarrow x^-\) means that \(x^+\) and \(x^-\) are interchanged.

Although it is not possible to reconstruct \(\mathcal{M}_{\text{ISR}}\) or \(\mathcal{M}_{\text{FSR}}\) from the charge asymmetry and the cross section, as the relative phase between them remains unknown, information on the ratio \(|\mathcal{M}_{\text{FSR}}/\mathcal{M}_{\text{ISR}}|\) can be derived within the framework of specific models.

### B. Choice of kinematic variables

Aside from an overall azimuthal rotation about the beam axis, the kinematic topology of the \(x^+x^-\gamma\) final state (where \(x = \mu\) or \(\pi\)) is described by four variables, which are the muon-pair (pion-pair) invariant mass \(m_{xx}\) (or equivalently \(E_\gamma\), the energy of the radiated photon in the \(e^+e^-\) c.m.) and three angular variables. At a given \(m_{xx}\) mass, the distribution of the three angular variables contains all the available information on the ISR/FSR amplitudes.

At variance with the definition of forward-backward asymmetry used in Ref. [8], which refers to the polar angle of \(x^-\) with respect to the incoming electron in the \(e^+e^-\) c.m. system (c.m.s.), this analysis introduces the set of angular variables illustrated in Fig. 2. These are found to be more sensitive observables to measure the ISR-FSR interference:

- (i) \(\theta_\gamma\)—polar angle of the radiated photon in the \(e^+e^-\) c.m.s. (with respect to the \(e^+e^-\) axis);
- (ii) \(\theta\)—polar angle of \(x^-\) with respect to the photon axis in the \(x^+x^-\) c.m.s.;
- (iii) \(\phi^z\)—azimuthal angle of \(x^-\) with respect to the \(y^e\) plane in the \(x^+x^-\) c.m.s. (or the \(e^+e^-\) c.m.s.).

Since \(x^+ \leftrightarrow x^-\) interchange means reversal of the \(x^-\) direction to its opposite in the \(x^+x^-\) c.m.s., the charge asymmetry, for fixed \(m_{xx}\) and \(\theta_r\), is equal to

\[
\mathcal{A} = \frac{|\mathcal{M}|^2 - |\mathcal{M}_{x^+x^-}\gamma|^2}{|\mathcal{M}|^2 + |\mathcal{M}_{x^+x^-}\gamma|^2} = 2Re(\mathcal{M}_{\text{ISR}}\mathcal{M}_{\text{FSR}}) / |\mathcal{M}_{\text{ISR}}|^2 + |\mathcal{M}_{\text{FSR}}|^2, \tag{3}
\]

where \(x^+ \leftrightarrow x^-\) means that \(x^+\) and \(x^-\) are interchanged.

Although it is not possible to reconstruct \(\mathcal{M}_{\text{ISR}}\) or \(\mathcal{M}_{\text{FSR}}\) from the charge asymmetry and the cross section, as the relative phase between them remains unknown, information on the ratio \(|\mathcal{M}_{\text{FSR}}/\mathcal{M}_{\text{ISR}}|\) can be derived within the framework of specific models.

### II. ISR-FSR INTERFERENCE AND CHARGE ASYMMETRY

#### A. Charge asymmetry

The Feynman diagrams for the LO ISR and LO FSR emission in the process \(e^+e^- \to x^+x^-\gamma\) (where \(x = \mu\) or \(\pi\)), are illustrated in Fig. 1. The total LO amplitude \(\mathcal{M}\) is the sum of the corresponding amplitudes \(\mathcal{M}_{\text{ISR}}\) and \(\mathcal{M}_{\text{FSR}}\), and the cross section for \(e^+e^- \to x^+x^-\gamma\) is

\[
\sigma \propto |\mathcal{M}|^2 = |\mathcal{M}_{\text{ISR}}|^2 + |\mathcal{M}_{\text{FSR}}|^2 + 2Re(\mathcal{M}_{\text{ISR}}\mathcal{M}_{\text{FSR}}^*). \tag{2}
\]

If the photon is emitted from the initial (final) state, the \(x^+x^-\) pair is produced with charge parity \(C = -1(1,1)\), which implies that the interference term changes sign if one interchanges \(x^+\) and \(x^-\). While the contribution of the interference term to the total cross section vanishes when one integrates over the kinematic variables of the final state, that term induces a significant observable charge asymmetry in the differential cross section.

Charge asymmetry is defined as

\[
\mathcal{A} = \frac{|\mathcal{M}|^2 - |\mathcal{M}_{x^+x^-}\gamma|^2}{|\mathcal{M}|^2 + |\mathcal{M}_{x^+x^-}\gamma|^2} = 2Re(\mathcal{M}_{\text{ISR}}\mathcal{M}_{\text{FSR}}) / |\mathcal{M}_{\text{ISR}}|^2 + |\mathcal{M}_{\text{FSR}}|^2, \tag{3}
\]

where \(x^+ \leftrightarrow x^-\) means that \(x^+\) and \(x^-\) are interchanged.
However, Fig. 3 shows that the charged-particle tracks is very close to the radiated photon. The FSR ratio — an estimator of the ISR-FSR interference, sensitive to the asymmetry of the radiated photon over the full phase space, is shown in Fig. 3. The FSR intervals, the distribution of the integrated charge asymmetry $A$ (Sec. IV B), is shown in Fig. 3. The FSR ratio is a more sensitive variable compared to the detector charge asymmetries.

\[
A(\theta^*, \phi^*) = \frac{\sigma(\theta^*, \phi^*) - \sigma(\pi - \theta^*, \pi + \phi^*)}{\sigma(\theta^*, \phi^*) + \sigma(\pi - \theta^*, \pi + \phi^*)} .
\]  

For the $e^+ e^- \rightarrow \mu^+ \mu^- \gamma$ process, the charge asymmetry as a function of $\cos \theta^*$ and $\phi^*$, studied with the AFKQED generator (see Sec. IV B), is shown in Fig. 3. The FSR amplitude is dominant at $|\cos \theta^*| \sim 1$, when one of the charged-particle tracks is very close to the radiated photon. However, Fig. 3 shows that $\phi^*$ is a more sensitive variable to measure the ISR/FSR content over the full phase space, with sign reversal of the charge asymmetry. After integration over $\cos \theta^*$ and integration over symmetrical $\cos \theta^*$ intervals, the distribution of the integrated charge asymmetry $A(\cos \phi^*)$ suggests a simple linear dependence

\[
A(\cos \phi^*) = A_0 \cos \phi^*. 
\]

From the expressions of the differential cross section detailed in the next section, it results that the slope $A_0$ is an estimator of the ISR-FSR interference, sensitive to the ratio $|M_{FSR}/M_{ISR}|$ in each $m_{\mu\mu}$ interval. Moreover, it will be shown in Sec. V that the measurement of $A_0$ is barely affected by detector charge asymmetries.

III. THEORETICAL PREDICTIONS FOR THE CHARGE ASYMMETRY

A. QED prediction for the $e^+ e^- \rightarrow \mu^+ \mu^- \gamma$ process

In the massless limit [9], the differential cross section of the QED $e^+ e^- \rightarrow \mu^+ \mu^- \gamma$ process, written as a function of the four kinematic variables defined above (Sec. II B), implies that the differential charge asymmetry is proportional to $\cos \phi^*$:

\[
A_{e^+ e^- \rightarrow \mu^+ \mu^- \gamma}(m_{\mu\mu}, \theta^*_\gamma, \theta^*, \phi^*) = -\frac{2\sqrt{\frac{1}{2}m_{\mu\mu}} \sin \theta^*_\gamma \sin \theta^* \cos \phi^*}{s \sin^2 \theta^* + m_{\mu\mu}^2 \sin^2 \theta^*_\gamma}. 
\]

When the masses are taken into account, the effect from the electron/positron mass is found to be negligible for radiated photons away from the beams. The effect from the muon mass is sizable, especially at large $m_{\mu\mu}$, when the radiated photon is close to one of the muons. Predictions for the charge asymmetry in the massive case are obtained by numerical integration of several variants of the QED differential cross section [9–11]. The phase space considered in those calculations is limited to the experimental acceptance $20^\circ < \theta^*_\gamma < 160^\circ$, and the results are shown in
Fig. 4 as a function of $m_{\mu\mu}$. Predictions differ at the physical threshold ($m_{\mu\mu} = 2m_{\mu}$), where only the charge asymmetry based on Ref. [11] extrapolates to zero as expected, suggesting that the validity of formulas in Refs. [9,10] does not extend to small $m_{\mu\mu}$. At large mass ($m_{\mu\mu} > 3\text{GeV}/c^2$), the prediction from Ref. [9] differs from the others by up to a few percent. The formula of the differential LO cross section implemented in the AFKQED generator, which is used in this analysis for simulation (see Sec. IV B), is the one by Arbuzov et al. [11], which has the most reliable behavior over the full $m_{\mu\mu}$ range.

B. FSR models for the $e^+e^- \rightarrow \pi^+\pi^-\gamma$ process

As in the $e^+e^- \rightarrow \mu^+\mu^-\gamma$ process, ISR and FSR contribute to $e^+e^- \rightarrow \pi^+\pi^-\gamma$ (Fig. 5). However, the charge asymmetry is expected to be much smaller in the latter process because the FSR contribution is strongly reduced by the pion form factor at large $\sqrt{s}$. In addition, its estimate is model dependent.

1. FSR from point-like pions (model 1)

In the FSR model shown in Fig. 5(b), the photon is emitted from one of the final-state pions, where the pion is treated as a point-like particle. In this hypothesis, the FSR amplitude $M_{\text{FSR}}$ is proportional to the pion form factor at the collision energy squared $s$, namely $F_\pi(s)$. The ISR amplitude $M_{\text{ISR}}$ shown in Fig. 5(a) is proportional to the pion form factor $F_\pi(s')$ at a reduced energy squared $s' = s(1 - 2E_\gamma/s)^{1/2}$. According to this FSR model, the charge asymmetry to be measured at BABAR reflects the relative magnitude of the pion form factor at $\sqrt{s} = 10.58\text{GeV}$ and at low energy. It is consequently negligibly small, since $F_\pi(s')$, dominated by the $\rho$ resonance in the $s' = m_{\pi\pi}^2$ domain accessible to the experiment, is 3 orders of magnitude larger than $|F_\pi(10.58^2\text{GeV}^2)| \sim 0.01$, as estimated from an extrapolation of existing data [6,12] using a $1/s$ dependence. This model is studied with the PHOKHARA 4.0 [13] generator, in which the FSR current has a point-like Lorentz structure, including a contact term.
globally multiplied by the pion form factor. In this model, the \( A_0(m_{\pi\pi}) \) distribution is expected to increase quadratically with mass on the \( \rho \) resonance, with a change of sign at the \( \rho \) mass

\[
A_0 \sim 2 \times 10^{-3} (m_{\pi\pi}^2 - m_\rho^2),
\]

with values well below the sensitivity of this analysis because of the large pion form factor suppression at 10.58 GeV.

2. FSR from quarks (model 2)

In the \( a \ priori \) more realistic FSR model for \( e^+e^- \to \pi^+\pi^-\gamma \) depicted in Fig. 5(c), the FSR photon is emitted from the quarks, which subsequently hadronize into a pion pair [14]. The dominant ISR\(^1\) and FSR contributions, and their interference, are written in terms of the variables defined in Sec. II B:

\[
\frac{d\sigma^{\text{ISR}}_{e^+e^-\to\pi^+\pi^-\gamma}}{dm^2_{\pi\pi}d\cos\theta'_f d\cos\theta_f d\phi_f} = \frac{\alpha \beta^3}{16\pi s^2m^2_{\pi\pi}(s-m^2_{\pi\pi})} |F_\pi(m_{\pi\pi}^2)|^2 \times \left\{ (s^2 + m^2_{\pi\pi}) \left( \frac{1 + \cos^2\theta'_f}{\sin^2\theta'_f} \right) \sin^2\theta_f + 4sm_{\pi\pi}\cos^2\theta_f - 2\sqrt{s}m_{\pi\pi}(s + m^2_{\pi\pi})(\tan\theta'_f)^{-1}\sin2\theta_f\cos\phi_f - 2sm^2_{\pi\pi}\sin^2\theta'_f\cos2\phi_f \right\},
\]

where \( \alpha \) and \( \beta \) are the QED fine-structure constant and the pion velocity \( \beta = \sqrt{1 - 4m^2_{\pi\pi}/s} \), respectively. The FSR contribution is

\[
\frac{d\sigma^{\text{FSR}}_{e^+e^-\to\pi^+\pi^-\gamma}}{dm^2_{\pi\pi}d\cos\theta'_f d\cos\theta_f d\phi_f} = \frac{\alpha \beta(s - m^2_{\pi\pi})}{64\pi s^2}(1 + \cos^2\theta'_f)|V(m_{\pi\pi}^2, \theta_f)|^2,
\]

and the interference term

\[
\frac{d\sigma_{e^+e^-\to\pi^+\pi^-\gamma}}{dm^2_{\pi\pi}d\cos\theta'_f d\cos\theta_f d\phi_f} = \frac{\alpha^2\beta^2}{16\pi s^2\sqrt{sm_{\pi\pi}}} \text{Re}\{F_\pi(m_{\pi\pi}^2)V(m_{\pi\pi}^2, \theta_f)\} \times \left\{ \frac{1 + \cos^2\theta'_f}{\sin^2\theta'_f} \left( (1 + \cos^2\theta_f)\sin\theta_f + \left[ (1 + \cos^2\theta_f)\right]s + m^2_{\pi\pi}\sin^2\theta'_f\sin^2\theta_f\cos2\phi_f \right) \right\},
\]

where

\[
V = \sum_q e_q^2V_q = \sum_q e_q^2 \int_0^1 dz \frac{2z - 1}{z(1 - z)} \Phi_q^+(z, m_{\pi\pi}^2, \cos\theta_f) (q = u, d),
\]

and \( \Phi_q^+(z, m_{\pi\pi}^2, \cos\theta_f) \) is the \( C \)-even part of the two-pion generalized distribution amplitudes (GDA). The pion time-like form factor \( F_\pi(m_{\pi\pi}^2) \) is taken from a fit to BABAR data [6] with a vector dominance model.

So far, there is no implementation of this model in an MC generator to describe the ISR-FSR interference in the \( e^+e^- \to \pi^+\pi^-\gamma \) process. In order to predict the charge asymmetry numerically, we take the following GDA model, which is a modified version of the model found in Ref. [16]:

\[
\Phi_q^+(z, m_{\pi\pi}^2, \cos\theta_f) = \Phi_q^+(z, m_{\pi\pi}^2, \cos\theta_f) = 10z(1 - z)(2z - 1)
\]

\[
\times \left[ c_0 \frac{3 - \beta^2}{2} e^{i\delta_0(m_{\pi\pi})} + c_2\beta^2\text{BW}(m_{\pi\pi})P_2(\cos\theta_f) \right],
\]

where \( c_0 \) and \( c_2 \) are the magnitudes of the S-wave and D-wave contributions, respectively. As the scalar sector is known to involve wide resonances, the S-wave contribution is approximated by a constant amplitude with a mass-dependent phase \( \delta_0(m_{\pi\pi}) \) taken from pion-pion phase-shift analyses [17] in the region below 1.6 GeV/\( c^2 \). This model incorporates the rapid phase variation across the \( f_0(980) \) resonance. Using \( c_0 = -0.5 \) [16] yields an \( A_0 \) value of about \(-1\)% near the \( \rho \) resonance and nearly flat with mass. For the D-wave tensor contribution, we use a Breit-Wigner (BW) form for the \( f_2(1270) \) resonance in order to take properly into account the mass dependence of the amplitude, the phase variation being given by the BW form in agreement with the measured \( \delta_2(m_{\pi\pi}) \) values [17]. The angular dependence in the \( \pi\pi \) center of mass is given by the Legendre polynomial \( P_2(\cos\theta_f) \), which assumes the dominance of helicity 0 for \( f_2(1270) \) production.
C. Other sources of charge asymmetry

Next-to-leading-order (NLO) corrections including additional photons (soft and hard) and loops are expected to affect the LO predictions for the charge asymmetry. For the $\mu^+\mu^-\gamma$ process these corrections have been computed recently [18] and implemented in the PHOKHARA 9.0 generator [18]. As discussed in Sec. VI C, the effects are found to be small, at the percent level for the experimental conditions of the present analysis, and to be well accounted for by the simpler structure function approach implemented in AKFQED. No exact NLO calculation is available for the $\pi^+\pi^-\gamma$ process. In this case, since the LO charge asymmetry is expected to be small because the FSR amplitude is suppressed, NLO corrections could play a relatively more important role. The soft and virtual photon contributions to the Born process $e^+e^-\rightarrow\pi^+\pi^-\gamma$, where one of the incoming electrons is highly off shell after emission of a hard ISR photon. Furthermore, such an asymmetry would vanish because of the symmetrical integration in cos $\theta^\gamma$. NLO corrections as implemented in AKFQED have indeed no effect on the charge asymmetry. No correction on the measured charge asymmetry is therefore applied for the $\pi^+\pi^-\gamma$ process.

Another potential source of charge asymmetry comes from $Z$ exchange. This contribution is strongly suppressed by the $Z$ propagator, especially for the ISR diagrams where $m^2_{\pi\pi} / M_Z^2 \sim 10^{-4}$. Therefore one expects this effect to be negligible for $\pi^+\pi^-\gamma$. The contribution is larger for the FSR diagrams for $\mu^+\mu^-\gamma$ since here the relevant ratio is $s / M_Z^2 = 1.4\%$. The contribution of $Z$ exchange is studied with the KORALB generator [27]. As reported in Sec. VI C, the effect is at the level of a few per mille.

IV. EXPERIMENTAL ANALYSIS

A. The BABAR detector and data samples

The analysis is based on 232 fb$^{-1}$ of data [21] collected with the BABAR detector at the SLAC National Accelerator Laboratory at the PEP-II asymmetric-energy $e^+e^-$ collider operated at the $\Upsilon(4S)$ resonance. About 10% of the data was collected 40 MeV below the resonance. The BABAR detector is described in detail elsewhere [22]. Charged-particle tracks are measured with a five-layer double-sided silicon vertex tracker (SVT) together with a 40-layer drift chamber (DCH), both inside a 1.5 T superconducting solenoid. Photons are assumed to originate from the primary vertex defined by the charged-particle tracks of the event, and their energy and position are measured in a CsI(Tl) electromagnetic calorimeter (EMC). Charged-particle identification (PID) uses the ionization energy loss d$E$/d$x$ in the SVT and DCH, the Cherenkov radiation detected in a ring-imaging device (DIRC), the shower energy deposit ($E_{sh}$) in the EMC, and the shower shape in the instrumented flux return (IFR) of the magnet. The IFR system is made of modules of resistive plate chambers interspaced with iron slabs, arranged in a layout with a barrel and two end caps. Collision events are recorded and reconstructed if they pass three levels of trigger (hardware, online software, and offline filter), each using complementary information from the subdetectors.

B. Monte Carlo generators and simulation

Signal and background processes $e^+e^- \rightarrow X\gamma$ are simulated with the AKFQED event generator, which is based on QED for $e^+e^- \rightarrow \mu^+\mu^-\gamma$ and Ref. [23] for hadronic production. LO ISR and FSR emission is simulated for $e^+e^- \rightarrow \mu^+\mu^-\gamma$, while LO FSR is neglected for hadronic processes. The main photon (hereafter called the “ISR” photon) is emitted within the angular range $20^\circ < \theta^\gamma < 160^\circ$ in the $e^+e^-$ c.m. system, bracketing the photon detection range with a margin for resolution. Additional ISR photons are generated with the structure function method [24], and additional FSR photons with the PHOTOS [25] program. Additional ISR photons are emitted along the $e^+$ or $e^-$ beam particle direction. A minimum mass $m_{\gamma\gamma} > 8\text{GeV}/c^2$ is imposed at generation, which puts an upper bound on the additional ISR photon energy. Samples corresponding to 5 to 10 times the data are generated for the signal $e^+e^- \rightarrow \mu^+\mu^-\gamma$ and $e^+e^- \rightarrow \pi^+\pi^-\gamma$ channels, as well as large samples of backgrounds from the other two-prong and multihadron ISR processes.

Background processes $e^+e^- \rightarrow q\bar{q}$ ($q = u,d,s,c$) are generated with the JETSET [26] generator, and $e^+e^- \rightarrow \tau^+\tau^-$ with the KORALB [27] program. The response of the BABAR detector is simulated using the GEANT4 [28] package.

C. Event selection

Event selection follows the same procedure as the selection of two-charged particle ISR events used for cross section measurements [6]. It requires a photon with energy $E^\gamma > 3\text{GeV}$ in the $e^+e^-$ c.m. and laboratory polar angle with respect to the $e^-$ beam in the range [0.35–2.4] rad, and exactly two tracks of opposite charge, each with momentum $p > 1\text{GeV}/c$ and within the angular range [0.40–2.45] rad. If more than one photon is detected, the candidate with the highest $E^\gamma$ is taken to be the “ISR” photon. To ensure a rough momentum balance at an early stage of the selection, the “ISR” photon is required to lie within 0.3 rad of the missing momentum of the charged particles (or of the tracks plus the other photons). The tracks are required to have at least 15 hits in the DCH, to originate within 5 mm of the collision axis and within 6 cm from the beam spot along the beam direction, and to extrapolate to the DIRC and IFR active areas in order to exclude low-efficiency regions. Both tracks are required to be identified either as
FIG. 6 (color online). The $\cos \phi^*$ distributions for $e^+e^- \rightarrow \mu^+\mu^-\gamma$ data in 0.5 GeV/c$^2$ $m_{\mu\mu}$ intervals. The points labeled “$\mu^-$” refer to the configurations with $\phi^* \in [0, \pi]$, while the points labeled “$\mu^+\leftrightarrow\mu^-$” correspond to $\phi^* \in [0, \pi]$. 

FIG. 7 (color online). The $\cos \phi$ distributions for $e^+ e^- \rightarrow \pi^+ \pi^- \gamma$ data in 0.1 GeV/$c^2$ $m_{\pi\pi}$ intervals. The points labeled “$\pi^-$” refer to the configurations with $\phi^- \in [0, \pi]$, while the points labeled “$\pi^- \leftrightarrow \pi^+$” correspond to $\phi^+ \in [0, \pi]$. 
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muons or as pions. To suppress the background to $\pi^+\pi^-\gamma$ at threshold due to the $e^+e^-\rightarrow \gamma\gamma$ process followed by a photon conversion and misidentification of both electrons as pions, it is further required that the distance in the transverse plane $V_{xy}$ between the vertex of the two tracks and the beam collision point be less than 0.5 cm for $m_{xy} < 0.5 \text{ GeV}/c^2$. Electron background to $\mu^+\mu^-\gamma$ is negligible over the full mass range.

In order to suppress multihadron ISR events and reduce higher-order radiative processes, the selected two-prong candidates are subjected to a one-constraint kinematic fit to the $e^+e^-\rightarrow x^+x^-\gamma$ hypothesis ($x = \mu, \pi$), in which only the two good charged-particle tracks are taken as input and the corresponding missing mass is constrained to the null photon mass. The $\chi^2$ value of the kinematic fit is required to be less than 15.

**D. Charge asymmetry calculation**

For a complete topology of the final states, the azimuth $\phi^*$ defined in Sec. II B should cover the $2\pi$ range. However, the event sample with $x^-$ azimuth $\phi_-^* \in [0, \pi]$ is complementary to the sample with $x^+$ azimuth $\phi_+^* \in [0, \pi]$, since $\phi_+^* = \pi + \phi_-^* \mod 2\pi$ in every event. This allows us to restrict $\phi^*$ to the range $[0, \pi]$ with no loss of phase space.

After integrating over $\theta^*$ and $\theta^′$, the total event sample in a fixed $m_{xy}$ interval subdivides into two subsamples: one with $\phi_-^* \in [0, \pi]$ ($N_-$), and the other with $\phi_+^* \in [0, \pi]$ ($N_+^*$).

We obtain separately the distributions in $\cos \phi^*$ of the $N_+^{\text{obs}}$ samples in data, namely $N_+^{\text{obs}}(\cos \phi^*)$ with $\phi_-^* = \phi_+^*$ and $N_+^{\text{BG}}(\cos \phi^*)$ with $\phi_-^* = \phi_-^*$.

Distributions of background events $N_+^{\text{BG}}(\cos \phi^*)$ are determined separately for each subsample, as described below. Likewise, efficiencies are split into $e_\pm(\cos \phi^*)$ and computed using the full simulation of $e^+e^-\rightarrow x^+x^-\gamma (x = \mu, \pi)$ events, with corrections for the differences between data and simulation (see Secs. VI C and VII C). In a given $m_{\mu\mu}$ ($m_{xy}$) interval, the asymmetry at a given $\cos \phi^*$ is derived from the difference between the $N_-(\cos \phi^*)$ and $N_+^*(\cos \phi^*)$ yields, corrected for efficiency, and is obtained from the following expression:

\[
A(\cos \phi^*) = \frac{N_-(\cos \phi^*)/e_-(\cos \phi^*) - N_+(\cos \phi^*)/e_+(\cos \phi^*)}{N_-(\cos \phi^*)/e_-(\cos \phi^*) + N_+(\cos \phi^*)/e_+(\cos \phi^*)},
\]

where $N_\pm(\cos \phi^*) = N_+^{\text{obs}}(\cos \phi^*) - N_+^{\text{BG}}(\cos \phi^*)$.

---

**FIG. 8** (color online). Backgrounds estimated with MC for $e^+e^-\rightarrow \mu^+\mu^-\gamma$ as a function of $\cos \phi^*$ in selected $m_{\mu\mu}$ intervals. The points labeled "$\pi^-$" refer to the configurations with $\phi_-^* \in [0, \pi]$, while the points labeled "$\pi^- \leftrightarrow \pi^+$" correspond to $\phi_+^* \in [0, \pi]$.

**FIG. 9** (color online). Backgrounds estimated with MC for $e^+e^-\rightarrow \mu^+\mu^-\gamma$ as a function of $\cos \phi^*$ in selected $m_{xy}$ intervals. The points labeled "$\pi^-$" refer to the configurations with $\phi_-^* \in [0, \pi]$, while the points labeled "$\pi^- \leftrightarrow \pi^+$" correspond to $\phi_+^* \in [0, \pi]$.
Note that distributions of $N_\pm (\cos \phi^*)$ can be obtained in each $(m_{xx}, \theta^*, \cos \theta^*)$ cell of the phase space, and the asymmetry defined by Eq. (13) can be calculated. However, this one-dimensional quantity $A(\cos \phi^*)$ is a valid definition of charge asymmetry only when the variable $\cos \theta^*$ is integrated within a symmetric range. This is a consequence of the fact that the $x^+ \leftrightarrow x^-$ interchange means both $\phi^* \rightarrow \pi^+ \phi^*$ and $\cos \theta^* \rightarrow -\cos \theta^*$, and therefore a non-null value of $A(\cos \phi^*)$ in an arbitrary $\cos \theta^*$ interval is not an intrinsic signature of ISR-FSR interference.

E. Event samples and backgrounds after selection

The $\cos \phi^*$ distributions $N_{\pm}^{\mathrm{obs}} (\cos \phi^*)$ for $e^+e^- \rightarrow \mu^+\mu^-$ obtained in data after the overall event selection are shown in Fig. 6, for $\mu\mu$ mass intervals ranging from threshold to 7 GeV/$c^2$. The event distributions $N_{\pm}^{\mathrm{obs}} (\cos \phi^*)$ obtained for $e^+e^- \rightarrow \pi^+\pi^-$ in data are shown in Fig. 7, in 0.1 GeV/$c^2$ mass intervals ranging from 0.3 GeV/$c^2$ to 1.8 GeV/$c^2$.

The backgrounds remaining after selection are estimated using the full simulation, normalized to the data luminosity, of the nonsignal two-prong ISR events, multihadron events produced through ISR, $e^+e^- \rightarrow q\bar{q}$ events, and $\tau^+\tau^-$ events. The expected contamination for $e^+e^- \rightarrow \mu^+\mu^-$ as a function of $\cos \phi^*$ in typical $m_{\mu\mu}$ intervals is shown in Fig. 8, where the total error is the quadratic sum of the statistical error and 10% systematic uncertainty on normalization [6]. Likewise, the estimated backgrounds for $e^+e^- \rightarrow \pi^+\pi^-$ in typical $m_{xx}$ intervals are shown in Fig. 9.

V. ACCEPTANCE AND DETECTOR EFFICIENCY EFFECTS ON THE CHARGE ASYMMETRY

The charge asymmetry measurement is affected by the event reconstruction and selection. These experimental effects are investigated using the full simulation of signal events through changes of the raw charge asymmetry, defined as $A^{\mathrm{raw}} = (N_- - N_+) / (N_+ + N_-)$, which are observed after each selection step as a function of $\cos \phi^*$.

A. Study of the effects with the muon simulation

1. Kinematic acceptance

The kinematic acceptance includes the angular acceptance for the primary photon and the two charged-particle tracks, and the momentum restriction ($p > 1 \text{ GeV}/c$) applied to charged-particle tracks. Each kinematic selection is found to modify the slope of the raw charge asymmetry significantly, though the total effect on the slope from the kinematic requirements altogether turns out to be small due to accidental cancellations.

It is worthwhile to note that the kinematic selection in itself is charge symmetric. Hence the observed bias on the measured raw charge asymmetry is a cross effect of physical charge-asymmetric kinematics and charge-symmetric detector acceptance. It does vanish for a null physical charge asymmetry. As checked with a $\mu^+\mu^-$ simulated sample produced by ISR only, no fake charge asymmetry emerges from the kinematic selection.

2. Software trigger and tracking

Biases on the raw charge asymmetry measurement originate from the software trigger and the track reconstruction. They are observed in the low-mass region, as illustrated in Fig. 10 and vanish at high mass ($m_{\mu\mu} > 1.5 \text{ GeV}/c^2$).

The common origin of the mass-dependent trigger and tracking inefficiencies is geometrical and has been thoroughly studied for the $\pi^+\pi^-$ cross-section measurement [6]. Converging trajectories in the DCH of oppositely deflected tracks emitted in close-by directions confuses the track reconstruction and causes both the software trigger and the final tracking inefficiencies. In the charge-conjugate configuration, in which the positive and negative tracks are interchanged, tracks diverge in the magnetic field and are well separated in the transverse plane, although with the same absolute azimuthal opening angle. The efficiencies are consequently charge asymmetric, sharply reduced for
overlapping tracks in low-$m_{\mu\mu}$ regions, at $\Delta \phi$ values close to zero but always positive, where $\Delta \phi$ is the signed angular difference between the azimuths of the positive and negative tracks

$$\Delta \phi = (\phi_+ - \phi_-) \in [-\pi, \pi].$$

(14)

3. “ISR” photon reconstruction

The event selection requires that an “ISR” photon with $E_\gamma > 3$ GeV be measured in the EMC. The raw charge asymmetries for the fully simulated events with and without the requirement of the reconstruction of the “ISR” photon, where the events are already required to be within the kinematic acceptance. Effects are observed in high-$m_{\mu\mu}$ regions.

The origin of a charge-asymmetric photon reconstruction inefficiency is again geometrical. In case one of the charged-particle tracks and the “ISR” photon overlap in the EMC, the shower produced by the “ISR” photon is mistakenly associated to the charged-particle track, and the “ISR” photon is lost. In the charge-conjugate configuration, no overlap occurs because of the opposite deflection of the charged-particle track in the magnetic field. The overlap happens at $\Delta \phi = -\pi + \epsilon$ where $\epsilon$ is a small positive quantity, and as a consequence, the “ISR” photon reconstruction efficiency is charge asymmetric, strongly reduced around $\Delta \phi \sim -\pi$. As the overlap of one charged-particle track and the “ISR” photon occurs preferentially at high mass, due to phase space, the corresponding effects are only observed at $m_{\mu\mu} > 3.5$ GeV/$c^2$.

4. Muon identification

The charge symmetry measurement is also affected by muon identification, in the low- and high-$m_{\mu\mu}$ regions, as shown in Fig. 12. Charge-asymmetric inefficiency of muon identification results again from event topologies. The first cause, which affects low-$m_{\mu\mu}$ regions, is the overlap of the two charged-particle tracks at the IFR, which confuses the muon identification algorithm. The second cause is the partial overlap of one charged-particle track and the “ISR” photon at the EMC, which makes the track look unlike a muon. The latter effect is more pronounced at high mass, when a muon and the “ISR” photon are emitted in close-by directions. The efficiency of muon identification as a function of $\Delta \phi$ exhibits a sharp dip at positive $\Delta \phi$ at low mass, and at $\Delta \phi = -\pi$ at high mass.

5. Summary of the acceptance and detector efficiency effects in the $\mu^+\mu^-\gamma$ process

The overall efficiencies $e_{\pm}$ needed to correct the $N_{\pm}$ event yields entering the charge asymmetry measurement [Eq. (13)] are the overall result of the acceptance-induced and detector asymmetries discussed above. They are determined using the full simulation, separately for the $N_{\pm}$ samples.

As previously discussed, the detector inefficiencies are mostly caused by the spatial overlap of trajectories occurring in the detector: two-track overlaps in the DCH and the IFR, respectively for $\Delta \phi = 0.1 \pm 0.1$ and $0.5 \pm 0.2$ and affecting masses below 2 GeV/$c^2$, and the photon-muon overlap in the EMC, for $\Delta \phi \gtrsim -\pi$ and affecting masses above 4 GeV/$c^2$. These various overlap effects contribute very asymmetrically to the two $N_{\pm}$ samples, due to a complete correlation between the $\cos \phi_{\pm}$ and $\Delta \phi$ variables. This is demonstrated in Fig. 13, which shows that the $N_+$ ($N_-$) sample corresponds to $\Delta \phi > 0$ ($\Delta \phi < 0$). Since the two-track overlaps occur for $\Delta \phi > 0$, one expects $e_- > e_+$. For the photon-muon overlap with nearly opposite tracks the situation is reversed.

As a consequence, as summarized in Fig. 14 (Sec. VI), the acceptance and detector inefficiencies induce a change $\Delta A$ in the observed charge asymmetry magnitude and also distort the linear dependence on $\cos \phi$. The dominant effects are from geometric acceptance, “ISR” photon reconstruction and the track momentum requirement $p > 1$ GeV/$c$.

However, although the detector is not completely charge symmetric, Fig. 13 shows that the effects producing
an asymmetry are nearly symmetric in \( \cos \phi / C_3 \). The \( A_0 \) observable introduced in Eq. (5) is thus expected to be robust against such effects. Overall, the slope of the asymmetry is barely affected by detector inefficiencies and event selection. In the \( \mu^+ \mu^- \gamma \) process, the maximum effects, of a few \( 10^{-2} \), take place around \( m_{\mu\mu} \sim 2–4 \) GeV. In the low-mass region \( 0.5–1.0 \) GeV, the effect from the overall selection is at the level of a few \( 10^{-3} \).

B. Study of the effects with the pion simulation

The acceptance and detector effects are also studied with the simulated \( e^+ e^- \rightarrow \pi^+ \pi^- \gamma \) events. The overall effect around the \( \rho \) resonance (\( m_{\pi\pi} \in [0.4, 1.2] \) GeV) is \( (0.30 \pm 0.07) \times 10^{-2} \) on average.

As the charge asymmetry is null for \( e^+ e^- \rightarrow \pi^+ \pi^- \gamma \) MC events, generated with no LO FSR, the acceptance effects on the slope of the charge asymmetry are quite small for any selection requirement, including the kinematic ones. This is in contrast with the \( \mu^+ \mu^- \gamma \) case, where the individual kinematic requirements induce large effects. However this conclusion holds only if the charge asymmetry in the data is actually null. If a sizable asymmetry is measured, the bias introduced by the cross effect of acceptance and asymmetry has to be evaluated and corrected (Sec. VII B).

VI. RESULTS ON THE CHARGE ASYMMETRY IN THE \( e^+ e^- \rightarrow \mu^+ \mu^- \gamma \) PROCESS

The measured raw charge asymmetry after the complete event selection for the data is obtained as a function of \( \cos \phi^* \) in various \( m_{\mu\mu} \) intervals, and shown in Fig. 14. It is consistent to the first order with the full simulation of \( e^+ e^- \rightarrow \mu^+ \mu^- \gamma \) events, except in the mass interval populated by the \( J/\psi \) resonance (3.0–3.5 GeV).
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**FIG. 14** (color online). Raw charge asymmetry as a function of \(\cos \phi^*\) for \(\mu^+\mu^-\gamma\) events in data (\(\star\)) and MC (\(\circ\)), in various \(m_{\mu\mu}\) intervals, after the complete event selection.
FIG. 15 (color online). Charge asymmetry in $e^+e^-\rightarrow\mu^+\mu^-\gamma$ data before (•) and after (○) background subtraction and efficiency corrections, and for MC (Δ) at generation level.
This is expected as $J/\psi$ production is not considered in AFKQED.

The physical charge asymmetry for $e^+e^- \rightarrow \mu^+\mu^-\gamma$ is obtained from the measured $\cos \phi^+$ distributions after background subtraction and efficiency correction. The background dependence on $\cos \phi^+$ is estimated with the simulation for each of the samples $\phi^+ = \phi^+ \in [0, \pi]$, as explained above. Similarly, the overall efficiency $\epsilon$ is obtained with fully simulated $e^+e^- \rightarrow \mu^+\mu^-\gamma$ events, and corrected for data/MC differences in detector response. The efficiency differences between data and simulation have been studied extensively for the cross-section measurement of $e^+e^- \rightarrow \mu^+\mu^-\gamma$ and $e^+e^- \rightarrow \pi^+\pi^-\gamma$ [6]. They are parametrized as a function of the azimuthal opening angle $\Delta \phi$ between the two muons, and projected onto the $\cos \phi^+$ variable by sampling with MC.

The charge asymmetry distributions for $e^+e^- \rightarrow \mu^+\mu^-\gamma$ data after background subtraction and efficiency correction, as well as the charge asymmetry for $e^+e^- \rightarrow \mu^+\mu^-\gamma$ MC at generation level, are shown in Fig. 15. While the $\cos \phi^+$ dependence of the measured raw charge asymmetry is not linear, the corrected data distributions are quite consistent with the MC distributions at generation level. The slopes of charge asymmetry in various mass intervals are obtained by fitting the background-subtracted efficiency-corrected charge asymmetry distributions to $A_0 \cos \phi^+$.

**A. Test of the charge asymmetry with $J/\psi \rightarrow \mu^+\mu^-$ events in data**

Since $e^+e^- \rightarrow J/\psi$ with on-shell $J/\psi \rightarrow \mu^+\mu^-$ is a pure ISR process at $Y(4S)$ energies, the $J/\psi \rightarrow \mu^+\mu^-$ sample in the data provides a test of fake asymmetries that could arise in the analysis.

To overcome the limited statistics of the $J/\psi \rightarrow \mu^+\mu^-$ sample, a loosened event selection is applied, with the muon identification requirement removed, which provides a gain in statistics by a factor of about 4, with no significant increase of the hadronic background. The $m_{\mu\mu}$ spectrum shows a clear $J/\psi$ peak, over a linear QED background. Defining $A_{0J/\psi}$ and $A_{0QED}$, the respective slopes of the charge asymmetry for $J/\psi$ and underlying QED events, the slope $A_0$ measured in the vicinity of the $J/\psi$ resonance is the average

$$A_0 = \frac{A_{0J/\psi}N_{J/\psi} + A_{0QED}N_{QED}}{N_{J/\psi} + N_{QED}},$$

where $N_{J/\psi}$ and $N_{QED}$ are the yields from $J/\psi$ and QED, respectively. The quantities $N_{QED}$ and $N_{J/\psi}$ are obtained by fitting the mass spectrum with a sum of a linear QED component and a Gaussian $J/\psi$ signal, with fixed width equal to the mass resolution at the $J/\psi$ and centered at the nominal $J/\psi$ mass. The slope $A_{0QED}$ is obtained by fitting the charge asymmetry in the $J/\psi$ sidebands. The measured slope of the charge asymmetry as a function of $m_{\mu\mu}$ is shown in Fig. 16: the expected behavior is clearly observed, with a smooth variation from the QED continuum with a large negative value and a sharp peak approaching a null slope on the $J/\psi$ resonance. The specific $A_{0J/\psi}$ slope is obtained as a function of $m_{\mu\mu}$ in Fig. 16 according to Eq. (15): its value is stable across the $J/\psi$ peak and a fit to a constant between 3.07 and 3.12 GeV/$c^2$ yields

$$A_{0J/\psi} = (0.3 \pm 1.6) \times 10^{-2},$$

with

$$A_0 = \frac{A_{0J/\psi}N_{J/\psi} + A_{0QED}N_{QED}}{N_{J/\psi} + N_{QED}},$$

where $N_{J/\psi}$ and $N_{QED}$ are the yields from $J/\psi$ and QED, respectively. The quantities $N_{QED}$ and $N_{J/\psi}$ are obtained by fitting the mass spectrum with a sum of a linear QED component and a Gaussian $J/\psi$ signal, with fixed width equal to the mass resolution at the $J/\psi$ and centered at the nominal $J/\psi$ mass. The slope $A_{0QED}$ is obtained by fitting the charge asymmetry in the $J/\psi$ sidebands. The measured slope of the charge asymmetry as a function of $m_{\mu\mu}$ is shown in Fig. 16: the expected behavior is clearly observed, with a smooth variation from the QED continuum with a large negative value and a sharp peak approaching a null slope on the $J/\psi$ resonance. The specific $A_{0J/\psi}$ slope is obtained as a function of $m_{\mu\mu}$ in Fig. 16 according to Eq. (15): its value is stable across the $J/\psi$ peak and a fit to a constant between 3.07 and 3.12 GeV/$c^2$ yields

$$A_{0J/\psi} = (0.3 \pm 1.6) \times 10^{-2},$$

with
which is consistent with zero, as expected from the ISR-only $J/\psi$ production.

B. Comparison to QED

The final slope $A_0$ as a function of $m_{\mu\mu}$ measured on the data is shown in Fig. 17, together with the asymmetry at the MC generation level, and the difference between them. The mass interval containing the pure-ISR contribution from the $J/\psi(e^+e^- \rightarrow \mu^+\mu^-\gamma)$, discussed in detail in Sec. VI A, is excluded. The absolute difference between data and MC $\Delta A_0 = A_0^{\text{data}} - A_0^{\text{MC}}$ is at a few percent level (0–3%).

The measured slope of charge asymmetry is negative throughout the mass range under study, and its magnitude increases with mass, reaching values as large as $-0.7$ at 5 GeV/$c^2$, in agreement with the trend predicted by QED. However, while data and LO QED agree within $10^{-2}$ at mass less than 1 GeV/$c^2$ and above 5 GeV/$c^2$, a small but significant discrepancy shows up for intermediate mass, reaching $3 \times 10^{-2}$ between 1.5 and 4 GeV/$c^2$. Investigations of systematic uncertainties, both at the experimental and theoretical levels, are reported in the next section.

Investigations of systematic uncertainties, both at the experimental and theoretical levels, are reported in the next section.

Due to the asymmetry of the beam energies at PEP-II, independent charge asymmetry measurements in two different kinematic regimes are provided by splitting the data into a forward ($\cos \theta_\gamma > 0$) sample and a backward ($\cos \theta_\gamma < 0$) sample. The full analysis, including background subtraction and efficiency correction, is redone on each sample separately. The results are shown in Fig. 18. A significant discrepancy between data and AFKQED is observed in the forward region, in the 1.5–4 GeV/$c^2$ mass region, while in the backward hemisphere data and AFKQED are consistent. The differences are quantified in Table I. No significant forward-backward difference is expected from the generator.

C. Systematic uncertainties

1. Experimental systematic effects

The primary sources of systematic uncertainty are the background estimation, data/MC differences in detector

![Graph](https://via.placeholder.com/150) FIG. 17 (color online). The slope $A_0$ of charge asymmetry as a function of $m_{\mu\mu}$ in $e^+e^- \rightarrow \mu^+\mu^-\gamma$ data and in MC at generation level (left), and the absolute difference between them (right). The $J/\psi$ mass region (3.0–3.2 GeV/$c^2$) is excluded. Only statistical uncertainties are shown.

![Graph](https://via.placeholder.com/150) FIG. 18 (color online). The difference between the measured asymmetry slope in the $\mu^+\mu^-\gamma$ process and the AFKQED prediction, as a function of $m_{\mu\mu}$, excluding the $J/\psi$ 3.0–3.2 GeV/$c^2$ region. Forward ($\cos \theta_\gamma > 0$) and backward ($\cos \theta_\gamma < 0$) hemispheres are analyzed separately. Statistical uncertainties only.
response, and differences between the physical charge asymmetry in the data and in the generated MC events.

The difference $\Delta A_0$ between the results with and without background subtraction is found to be well below $10^{-5}$ except in the 0.5–1.0 GeV/c$^2$ range, where it reaches $2 \times 10^{-3}$ because of the larger $\rho$ background with two pions misidentified as muons. Since the background level is known with better than 10% accuracy [6], the corresponding systematic uncertainty on the asymmetry slope is at most $2 \times 10^{-4}$ throughout the studied mass range.

The trigger, tracking and $\mu$-ID induce charge-asymmetric data/MC corrections, as overlap effects are not perfectly reproduced by simulation. However, the data/MC corrections have small effects on the charge asymmetry slope, at most $3 \times 10^{-3}$. Since the corrections have been measured with a precision of 10% or better [6], the corresponding systematic uncertainty on the asymmetry slope is less than $3 \times 10^{-4}$.

As explained in Sec. VA 1, the effects from the kinematic acceptance on the measured slope of the charge asymmetry depend on the physical charge asymmetry itself. The possible bias on the acceptance correction, induced by the physical charge asymmetry in the generator inaccurately reproducing the data, is studied using a sample of reweighted $e^+e^- \rightarrow \mu^+\mu^-\gamma$ MC events where weights are adjusted to yield the same asymmetry as measured in the data in each $(m_{\mu\mu}, \theta^\gamma, \theta^B, \cos \phi^*)$ phase-space cell. The expected bias in the measurement from a difference of charge asymmetry between data and MC is found to be less than $5 \times 10^{-3}$, which is taken as a systematic uncertainty on the $A_0$ measurement.

2. Effects from imperfect simulation

Since a simple linear fit $A(\cos \phi^*) = A_0 \cos \phi^* + B_0$ might be questionable, we perform an alternate two-parameter fit on the charge asymmetry after efficiency corrections $A(\cos \phi^*) = A_0 \cos \phi^* + B_0$. The $B_0$ values obtained in data are a few $10^{-3}$ at most, while the asymmetry slopes $A_0$ deviate from the final values, which use the one-parameter fit, by less than $10^{-4}$.

To investigate whether the observed discrepancy results from the efficiency corrections, we study the difference $\Delta A_{\text{raw}}(\cos \phi^*)$ between the raw asymmetries observed in data and MC after full event selection. Although the raw asymmetry itself is not linear, especially at low mass (Fig. 14), the difference $\Delta A_{\text{raw}}(\cos \phi^*)$ in each mass interval is observed to be linear with $\cos \phi^*$. In particular, there are no edge effects in the vicinity of $|\cos \phi^*| \approx 1$, which could have resulted from different resolutions in data and MC. The results of the fits are shown in Fig. 19 (black points). The values of the slope of $\Delta A_{\text{raw}}$ are insensitive to whether the linear fit is a one-parameter or a two-parameter fit. The data-MC discrepancy in the 1.5–4 GeV/c$^2$ mass

![FIG. 19 (color online). (Left) Slope of the difference $\Delta A_{\text{raw}}(\cos \phi^*)$ for $\mu^+\mu^-\gamma$ between the raw asymmetries observed in data and in MC before (black points) and after (blue triangles) the data/MC corrections, as a function of $m_{\mu\mu}$. (Right) Constant term of the two-parameter linear fits of $\Delta A_{\text{raw}}(\cos \phi^*)$. Statistical uncertainties only.](image-url)
region is already observed at the raw level, which excludes efficiency or resolution bias. The $B_0$ values returned by the two-parameter fit over $\Delta A_{\text{raw}}$ depart from zero by up to $2.5 \times 10^{-2}$ at low mass, as expected from imperfect detector simulation. When data/MC corrections of detector efficiencies are applied to the simulated raw data, the results are shown in Fig. 19 (blue triangles). The $B_0$ values are reduced to a few $10^{-3}$, while the slope of $\Delta A_{\text{raw}}$ is not changed by more than $3 \times 10^{-3}$.

When performed on the forward and backward samples independently, the study at the raw data level confirms that the data-MC discrepancy in the 1.5–4 GeV/c² mass interval is confined to the forward region, where the slope of $\Delta A_{\text{raw}}$ is significantly non-null by $\sim5\sigma_{\text{stat}}$ while it is consistent with zero within $2\sigma_{\text{stat}}$ over the full mass range for the $\cos \theta^\prime_\gamma > 0$ sample. In contrast, the fitted $B_0$ values are consistent with each other in the two samples, except at very low mass ($m_{\mu\mu} < 1$ GeV/c²).

Comparisons of the data and MC distributions of event variables entering the asymmetry analysis are performed, in particular near the acceptance boundaries. A sizable departure is observed in the high-$E_\gamma$, low-$\theta_\gamma$ region, in the forward $\cos \theta^\prime_\gamma > 0$ hemisphere. However, the asymmetry measurement is found to be insensitive to this discrepancy at very forward photon angles. To investigate whether different resolutions in data and MC might bias the efficiency corrections and the event assignment to the $N_+$ or $N_-$ samples, the analysis is fully redone with tighter acceptance requirements. The change of asymmetry slope is small, $(4 \pm 3) \times 10^{-3}$. Conservatively, a systematic uncertainty of $7 \times 10^{-3}$ is assigned to account for imperfect simulation near the edges of the selected phase space.

The studies above first show that, although acceptance and detector inefficiency effects are important, they are well accounted for in the simulation. Data/MC corrections are found to significantly reduce the symmetric component of the asymmetry ($B_0$), but most importantly, the studies demonstrate that the measurement of the asymmetry slope is robust against uncertainties in the efficiency corrections.

As a global test to differentiate between an uncorrected experimental bias and a true deviation from the QED prediction, the difference between the measured asymmetry and the theoretical one, as implemented in AFKQED, is studied as a function of $\cos \phi^*$ for the events in the mass interval 1.5–4 GeV/c² where the deviation is the largest (excluding the $J/\psi 3.0–3.2$ GeV/c² region). As shown in Fig. 20, a linear dependence is indeed observed. This supports the assertion that the deviation we observe does not originate from a detector effect unaccounted for in the simulation.

3. Theoretical systematic effects

The AFKQED event generator only includes the LO QED interference between ISR and FSR amplitudes. Additional photons generated independently for ISR and FSR, induce a change in asymmetry through kinematics. The NLO contributions to the QED interference are studied with the latest version of the PHOKHARA generator [18], which includes a full matrix element computed at NLO. NLO contributions are found to affect the charge asymmetry by $1–2 \times 10^{-2}$ in the mass range covered by the present analysis, where events are generated with the highest-energy photon in the $20^\circ < \theta_\gamma^\prime < 160^\circ$ reference range. The PHOKHARA results with fully implemented NLO corrections are consistent with the AFKQED results with independent extra photons, with some small discrepancy up to $10^{-2}$ for masses larger than 4 GeV/c². This shows that the small difference between LO and NLO asymmetry originates essentially from kinematic effects due to the extra photon.

The contribution from $Z^0$ exchange is investigated with the KKMC generator [20], either processed in the QED-only configuration, or including the full $\gamma + Z^0$ exchange diagrams. As in AFKQED, extra photons are generated independently in the initial state and final state (with PHOTOS). Electroweak (EW) effects are found to be at a few $10^{-3}$ level, averaging over the full mass range.

A significant difference of $(0.81 \pm 0.16) \times 10^{-2}$ is observed between the asymmetry slopes in KKMC and AFKQED, with an asymmetry slope $A_0$ larger (in absolute value) in AFKQED than in KKMC. The conclusion holds if one considers the forward and backward hemispheres separately. As already observed for AFKQED, the asymmetries expected from KKMC in the two hemispheres are consistent with each other.

Comparison of the asymmetry slope measured in data, after acceptance correction, to the full QED + Z
expectation, as implemented in KKMC, confirms that a significant difference of $2 \times 10^{-2}$ remains in the 1.5–4 GeV/$c^2$ mass interval, mostly in the forward hemisphere ($\cos \theta_r > 0$).

4. Conclusion on systematic uncertainties

In the large number of tests, both experimental and theoretical, that have been performed, the antisymmetric part ($A_0$) of the charge asymmetry is found to be remarkably stable. It is immune to all detector effects taken into account in the simulation, unlike the symmetric part ($B_0$). The simulation properly corrects known effects after data/MC adjustment of separate sources. The experimental absolute systematic uncertainties on $A_0$ are estimated to be $0.5 \times 10^{-2}$ from MC reweighting, $0.3 \times 10^{-2}$ from data/MC efficiency corrections, and $0.7 \times 10^{-2}$ from acceptance edge effects, which sum up to $0.9 \times 10^{-2}$. In view of the observed differences on $A_0$ using AFKQED, PHOKHARA 9.0 (LO and NLO) and KKMC (with and without EW corrections), we conservatively set a $1.0 \times 10^{-2}$ systematic uncertainty on the theoretical prediction. Adding experimental and theoretical uncertainties quadratically a total absolute systematic uncertainty of $1.4 \times 10^{-2}$ is obtained.

Although we have been unable to find a bias producing the observed shape as a function of mass of the difference between the measured $A_0$ and the QED predictions, all data points are within the estimated systematic uncertainty, except for five out of 14 points near 3 GeV/$c^2$ that exceed the systematic uncertainty by about 1–2 statistical standard deviations.

VII. RESULTS ON THE CHARGE ASYMMETRY IN THE $e^+e^- \rightarrow \pi^+\pi^-\gamma$ PROCESS

The charge asymmetry for $e^+e^- \rightarrow \pi^+\pi^-\gamma$ data before and after background subtraction and efficiency corrections is shown in Fig. 21. As for $e^+e^- \rightarrow \mu^+\mu^-\gamma$, the background for the $\pi^+\pi^-\gamma$ process is estimated with MC, as explained in Sec. IV E. The overall efficiency is obtained with full simulation of $e^+e^- \rightarrow \pi^+\pi^-\gamma$ events, as a function of $\cos \phi^+$ at respective $\pi\pi$ masses, and corrected for data/MC differences in detector response.

The slopes $A_0$ of charge asymmetry in various $m_{\pi\pi}$ intervals are obtained by fitting the corrected charge asymmetry distributions to $A_0 \cos \phi^+$. The results for the data are shown in Fig. 22 as a function of $m_{\pi\pi}$. In the $\rho$ resonance region, the measured asymmetry is negative, and its magnitude does not exceed $\sim 10^{-2}$. A clear interference pattern is observed at higher mass.

A. Comparison and fit to models

The magnitude of the charge asymmetry, and its variation with mass, measured in the $\pi^+\pi^-\gamma$ data (Fig. 22) is quite different from the prediction of the FSR model 1, which treats the pion as a point-like particle (Sec. III B 1). This model is not considered any further. Instead the $a$ priori more realistic quark FSR model 2 (Sec. III B 2), with the modified form of the GDA formula [Eq. (12)], is used to fit the data. The S-wave and D-wave magnitudes ($c_{0,2}$) are left free in the fit, while the mass $m_{f_2}$ and width $\Gamma_{f_2}$ for the $f_2(1270)$ resonance are fixed to the world averages [29]. Because the measured charge asymmetry loses precision near the $\pi\pi$ production threshold and above 1.4 GeV/$c^2$, the fit is performed between 0.3 and 1.4 GeV/$c^2$. The upper limit removes the delicate region around 1.5 GeV/$c^2$ where the pion form factor has a very pronounced dip leading to a poor knowledge of the ISR amplitude.

A distinctive interference pattern is observed in Fig. 22 at the location of the $f_2(1270)$ resonance. In Eq. (12), assuming the dominance of helicity 0 for the $f_2$ production, the angular dependence of the interference term in the $\pi\pi$ c.m. is given by the Legendre polynomial $P_j(\cos \theta^*)$, which changes sign at $|\cos \theta^*| = 1/\sqrt{3}$. As a consequence, the charge asymmetry is expected to follow the same pattern in the vicinity of the $f_2(1270)$ resonance.

To check this feature, the charge asymmetries are measured separately in the phase space below and above $|\cos \theta^*| = 1/\sqrt{3}$. The data sample is split according to the additional requirement $|\cos \theta^*| < 1/\sqrt{3}$, or $|\cos \theta^*| > 1/\sqrt{3}$. To enhance the efficiency in the high-$|\cos \theta^*|$ region, the event selection is loosened, by removing the $p > 1$ GeV/$c$ and pion identification requirements on the track with lower momentum. To keep backgrounds at manageable levels, the higher-momentum pion is required to satisfy the tighter identification criteria of a “hard $\pi$” [6]. To further reduce the electron contamination, an enhanced $E_{\text{cal}}/p < 0.6$ selection is applied to the high-momentum track, and the ionization energy loss in the DCH of the low-momentum track is required to be below the average electron loss ($dE/dx_{\text{DCH}} < 650$). The corresponding efficiencies are obtained separately from the full simulation of $e^+e^- \rightarrow \pi^+\pi^-\gamma$ events in the low- and high-$|\cos \theta^*|$ regions. While the effective $|\cos \theta^*|$ range is limited to $|\cos \theta^*| < 0.8$ with the standard event selection, the specific selection applied in the high-$|\cos \theta^*|$ region allows us to extend the asymmetry measurement up to $|\cos \theta^*| \sim 0.95$. Backgrounds are estimated accordingly using the full simulation of relevant processes. After background subtraction and overall acceptance correction, the charge asymmetries obtained for $|\cos \theta^*|$ below and above $1/\sqrt{3}$ are shown in Fig. 23.

Since a large fraction of the events in the standard analysis are in the low-$|\cos \theta^*|$ region, the charge asymmetry measured with $|\cos \theta^*| < 1/\sqrt{3}$ is quite close to the one obtained using the full sample (Fig. 22). Although limited by statistics, the charge asymmetry measured in the high-$|\cos \theta^*|$ region presents the opposite sign oscillation around the $f_2(1270)$ mass, which is the expected pattern.
FIG. 21 (color online). Charge asymmetry for $e^+e^- \rightarrow \pi^+\pi^-\gamma$ data before (•) and after (○) efficiency corrections, in 0.1 GeV/$c^2$ mass intervals from 0.3 to 1.8 GeV/$c^2$. The line shows the result of the fit to $A_0 \cos \phi^*$.
due to the interference between the two amplitudes for \( \cos \theta \), the fit of the data above \( 1/\sqrt{3} \) is performed in the effective range of non-null efficiency where asymmetries are measurable.

The model describes the data well, and the two sets of fitted values of \( c_0 \) and \( c_2 \) are consistent in sign and magnitude and can be averaged, yielding \( c_0 = -1.27 \pm 0.20 \) and \( c_2 = 5.4 \pm 1.6 \).

### B. Monte Carlo reweighting and final results

Since a significant asymmetry is observed in the data in contrast with AKQED, which does not include LO FSR in the pion channel, the overall efficiencies \( \epsilon_{\pm} \) computed with MC and used to measure the asymmetry in data are biased through the cross effect between the acceptance and the physical asymmetry (Sec. VA 1). This situation calls for an iterative procedure to introduce the observed interference effect into the MC.

To implement this procedure, new MC samples of reweighted events are produced, in which the weights are computed event by event as the full cross section value including LO FSR divided by the ISR-only cross section, for the values of \( m_{\pi\pi}, \cos \theta^p, \cos \theta^s \) and \( \cos \phi^p \) for the event. The differential cross sections are given by the model used to fit the data [Eqs. (8)–(10)]. The FSR model is made quantitative by using the fitted values for \( c_{0,2} \). The studies have been performed separately for the regions below and above \( 1/\sqrt{3} \).

The fitted values of \( c_0 \) and \( c_2 \) are stable after two iterations. A third iteration is performed in order to check the stability of the results. The difference between the last two iterations is taken as a systematic uncertainty.

The final \( A_0 \) values are given in Fig. 24, together with the FSR model prediction using the fitted \( c_{0,2} \) values determined by the iterative process. The extrapolation of the model beyond the fit region \( 0.3–1.4 \text{ GeV}/c^2 \) is shown (light-blue band). Although the statistical uncertainty of the data is large, there is evidence that the model becomes inadequate above \( 1.8 \text{ GeV}/c^2 \). This is not surprising since a constant S-wave amplitude and the \( f_2 \) resonance are likely to be insufficient to describe this region, where many high-mass resonances contribute to the \( \pi^+\pi^- \) final state. However, based on the change of asymmetry at the \( 10^{-3} \) level induced at lower mass, the effect of inadequate reweighting in the last few mass bins is expected to be much smaller than the statistical uncertainty.

Since the two independent sets of parameters agree within their uncertainties, they can be combined and the weighted average of the fitted values represents the best information which can be obtained from this interference analysis (Table II). An alternative is to fit the overall sample obtained with the standard selection, using efficiencies calculated with the reweighted MC. In this case, as
the data spans over the sign change at \(| \cos \theta^*| = 1/\sqrt{3}\), the measured asymmetry is much reduced. Therefore the combined result from the two complementary ranges is more sensitive, and moreover provides a clear confirmation of the helicity-0 \(f_2(1270)\) contribution.

C. Systematic uncertainties

The difference \(\Delta A_0\) between the results with and without background subtraction is found to be less than \(10^{-3}\), except near threshold \((1 \times 10^{-2})\) and above \(1.1\,\text{GeV}/c^2\) \((1 \times 10^{-2} \text{ at }1.25\,\text{GeV}/c^2)\). Except in the dip region at

\[c_0 = -0.84 \pm 0.24\]
\[c_2 = 3.82 \pm 1.81\]

The parameters obtained from the fit of the charge asymmetry for \(e^+e^- \rightarrow \pi^+\pi^-\gamma\) at \(\sqrt{s} = 10.58\,\text{GeV}\) after three iterations, with \(20^\circ < \theta^*_\gamma < 160^\circ\) in the \(e^+e^-\) c.m., in the \(| \cos \theta^*| \) below and above \(1/\sqrt{3}\) regions, and the weighted average, where the errors are statistical. The results of the direct fit over the full range are given in the last column.

| parameter | \(| \cos \theta^*| < 1/\sqrt{3}\) | \(| \cos \theta^*| > 1/\sqrt{3}\) | average | all \(| \cos \theta^*|\) |
|-----------|--------------------------------|--------------------------------|---------|----------------|
| \(c_0\)   | \(-0.84 \pm 0.24\)             | \(-1.13 \pm 0.35\)             | \(-0.93 \pm 0.20\) | \(-0.87 \pm 0.20\) |
| \(c_2\)   | \(3.82 \pm 1.81\)              | \(6.33 \pm 3.03\)              | \(4.48 \pm 1.56\)  | \(3.41 \pm 4.25\)  |

FIG. 24 (color online). The charge asymmetry slopes for \(e^+e^- \rightarrow \pi^+\pi^-\gamma\) using MC samples with and without reweighting, and fit to the model after reweighting (see text) for (top left) \(| \cos \theta^*| < 1/\sqrt{3}\), (top right) \(| \cos \theta^*| > 1/\sqrt{3}\), and (bottom) for the full \(| \cos \theta^*|\) range; the blue band represents the model-2 prediction using the average \(c_{0,2}\) values after reweighting. The light-blue part corresponds to the extrapolation of the model beyond the fitted range.
1.55 GeV/c² where the ISR cross section has a sharp minimum and statistical uncertainties are very large, the background level has been checked [6] with a precision of 20% in the worst cases. The systematic uncertainty due to background subtraction is consequently estimated to be less than $2 \times 10^{-4}$ from 0.4 to 1.1 GeV/c², increasing above $(2 \times 10^{-3})$ at 1.25 GeV/c².

As observed for $e^+e^- \rightarrow \mu^+\mu^\gamma$, the selection requirements for trigger, tracking, and π-ID have charge-asymmetric efficiencies for the $e^+e^- \rightarrow \pi^+\pi^-\gamma$ process. The corrections for the difference between data and MC on the efficiencies are included in the overall acceptance. The difference between the charge asymmetry results with and without the data-MC corrections is smaller than $10^{-4}$ except in the dip region (0.5 $\times$ 10^{-2}). Since the corrections are determined with data with a precision of 10%, the resulting systematic uncertainty is negligible.

As done for $\mu^+\mu^\gamma$, the asymmetry $A_0(\cos \phi^\ast)$ in $\pi^+\pi^-\gamma$ is alternatively fitted to $A_0 \cos \phi^\ast + B_0$ since a bias on $A_0$ and $B_0$ values inconsistent with zero might disclose an incorrect efficiency determination, or an incorrect background subtraction. As shown in Fig. 25, the fitted slopes $A_0$ deviate from the nominal values by less than $10^{-3}$, except in the background-dominated dip region of the cross section ($m_{\pi\pi} \approx 1.5\text{ GeV/c}^2$), where the deviation $\Delta A_0$ reaches $3 \times 10^{-2}$. In the $m_{\pi\pi}$ region where the fit of the theoretical model is performed (0.3–1.4 GeV/c²), the slope $A_0$ does not change by more than $5 \times 10^{-4}$, except in the last (1.3–1.4 GeV/c²) bin, where the deviation is $2 \times 10^{-3}$. This is consistent with the estimated background contribution to the systematic error. The fitted $B_0$ values are within $2.5\sigma$ from zero over the full mass range. The average $B_0$ for $m_{\pi\pi} < 1\text{ GeV/c}^2$ is $(0.41 \pm 0.16) \times 10^{-2}$.

Different interaction rates in the detector material for positive and negative pions induce a charge asymmetry. Although such an effect is included in the simulation of the detector response based on GEANT4, its description and the corresponding track loss are known to be somewhat imperfect. Independent studies have shown that data/MC discrepancies occur at the 10% level for both $\pi^+$ and $\pi^-$, in opposite directions. A residual charge asymmetry is thus expected after applying the MC corrections. The effect of imperfect simulation of nuclear interactions is investigated using the large sample of $\pi^+\pi^-\gamma$ events produced by AFKQED at the generator level. A weight is assigned to each track according to its momentum and its path length through detector material as a function of the polar angle, using a ±10% relative change in the respective $\pi^+$ and $\pi^-$ interaction rates. The charge asymmetry obtained after the interaction reweighting is subjected to the two-parameter linear fit in the integrated mass range from 0.4 to 1.2 GeV/c². The slope $A_0$ changes by only $\Delta A_0 = (-0.006 \pm 0.024) \times 10^{-2}$, which confirms the robustness of the $A_0$ observable. The charge asymmetry itself is however modified as the fitted $B_0$ value is found to be displaced significantly, $\Delta B_0 = (0.240 \pm 0.016) \times 10^{-2}$, in good agreement with the observed $B_0$ value in data in the same mass range. Imperfect simulation of nuclear interactions thus provides a plausible explanation of the small $B_0$ values found in the analysis, while leaving the $A_0$ measurement unaffected.

Summing up all sources, including the estimated cross-effect between acceptance and physical asymmetry, the absolute systematic uncertainty on $A_0$ is estimated to be less than 0.17% in the $f_2(1270)$ region and less than 0.1% elsewhere.
D. Searching for an $f_2(1270)$ signal in the $\pi^+\pi^-\gamma$ cross section

Given the sizable amplitude $c_2$ of the D-wave contribution to the ISR-FSR interference obtained from the charge asymmetry measurement, direct evidence of $f_2(1270)$ production is searched for in the cross-section measurement. While the latter is overwhelmingly dominated by the ISR production of the $\rho$ resonance, the rapid fall off of the pion form factor in the vicinity of the $f_2(1270)$, and the distinct angular distribution $P_2^f(\cos \theta')$ of the D-wave in the $\pi\pi$ system, are assets used in the direct search.

Since the $P_2^f(\cos \theta')$ distribution exhibits a peak at $|\cos \theta'|$ near unity, in contrast with the $\sin^2 \theta'$ dependence of the ISR cross section, the search is performed in the very high range $|\cos \theta'| > 0.85$. Because the standard event selection depopulates that region completely, due to the momenta of both tracks being required to be larger than 1 GeV/$c$, the direct search uses the specific selection designed for the charge asymmetry measurement in the high-$|\cos \theta'|$ region (Sec. VII A), with an even tighter $dE/dx_{\text{DCH}} < 550$ requirement.

The $\pi\pi$ mass spectrum of the reconstructed events in this specific analysis is displayed in Fig. 26 with the largest expected background from $\mu\mu\gamma$ events to be subtracted. The resulting spectrum is dominated by the ISR production, which is also subtracted. The remaining spectrum shown in Fig. 27 does not present any significant excess at the $f_2(1270)$ mass or elsewhere, except for a slow rise above 2 GeV/$c^2$ (not shown) that originates from a residual $ee\gamma$ background. The mass spectrum is fitted between 0.95 and 1.95 GeV/$c^2$ to a constant and a Breit-Wigner line shape with the world average $f_2(1270)$ mass and width [29] and a free-floating amplitude. The fitted number of $f_2$ events in the mass interval at the peak is found to be $4.7 \pm 4.2$, to be compared to $26.7 \pm 1.1$ ISR events in the same interval. After correction for the loss of efficiency near $|\cos \theta'| = 1$ obtained from MC for ISR and $f_2$ candidates, the $f_2(1270)$ fraction $|f_2|^2/([\text{ISR}]^2 + |f_2|^2)$ in the $f_2$-enhanced range $0.8 < |\cos \theta'| < 1$ is measured to be $0.22 \pm 0.15$. This corresponds to a $|c_2|$ value equal to $4.6 \pm 2.2$.

The three independent determinations of $|c_2|$ [the interference fits in two $\cos \theta'$ regions and the direct $f_2(1270)$ search in the cross section] yield consistent results. Since a positive sign is clearly indicated by the interference analysis, the value from the direct search is also taken to be positive. The three independent values can be combined with the result $c_2 = 4.5 \pm 1.3$, establishing LO FSR production of the $f_2(1270)$ resonance at the $3.6\sigma$ level. The corresponding production cross section is $(37^{+18}_{-15})$ fb. The results are displayed in Fig. 28. The size of $c_2$ is about a factor of 2 larger than the value predicted by Chernyak [30] with a QCD model giving $|c_2^{\text{QCD}}| = 2.2$. However the difference only amounts to $1.8\sigma$, not including the unknown theoretical uncertainty. The sign is not provided in Chernyak’s prediction.

E. Consequences for the cross-section measurement by BABAR for $e^+e^-\rightarrow\pi^+\pi^-$ and the contribution to the anomalous magnetic moment of the muon

In the measurement of the $e^+e^-\rightarrow\pi^+\pi^-$ cross section by the BABAR Collaboration [6] using the ISR method, the lowest-order FSR contribution was argued to be negligible, based on theoretical estimates. The primary result of the
The present interference analysis is to determine the actual size of the $|\mathcal{M}_{\text{FSR}}|^2$ cross section, misinterpreted as ISR, and its contribution to the total cross section ($|\mathcal{M}_{\text{ISR}}|^2 + |\mathcal{M}_{\text{FSR}}|^2$).

Using the FSR model 2, which describes well the measured charge asymmetry in the $[0.3–1.4] \text{GeV}/c^2$ range, the FSR cross section calculated through Eq. (9) with the fitted $c_{0,2}$ parameters, is extrapolated to higher masses. The resulting FSR fraction in the BABAR cross section is given in Fig. 29 as a function of $m_{\pi\pi}$. As expected the FSR fraction is negligible in the $\rho$ region, but increases significantly above $1 \text{GeV}/c^2$ due to the $f_2(1270)$ contribution and the rapid falloff of the pion form factor.

In fact the FSR fraction is found to be dominant around $1.5 \text{GeV}/c^2$, while remaining close to the total uncertainty (black histogram). The FSR contribution is found to be dominant around $1.5 \text{GeV}/c^2$, in the region where the ISR cross section displays a deep dip and is consistent with zero within the large errors.

The contribution to the muon magnetic anomaly, $a_\mu = (g_\mu - 2)/2$, from hadronic vacuum polarization involves a dispersion integral over the cross section $e^+e^- \to \text{hadrons}$ weighted by a known kernel (Ref. [31] and references therein). The integral is dominated by the $\pi^+\pi^-$ channel and its most precise determination to date is from BABAR using the ISR method [6] with the value $a_\mu^{\pi\pi\gamma,\text{LO}} = (514.09 \pm 2.22_{\text{stat}} \pm 3.11_{\text{syst}}) \times 10^{-10}$ when integrating from threshold to 1.8 GeV. This value is derived under the assumption that the cross section for $e^+e^- \to \pi^+\pi^-\gamma(\gamma)$ has a negligible contribution from LO FSR.

The present measurement of the charge asymmetry allows one to validate this assumption in a quantitative way. Using the FSR fraction shown in Fig. 29, the contribution to $a_\mu$ from the LO FSR falsely attributed to the ISR cross section is found to be, in the same energy range up to 1.8 GeV

$$\Delta a_\mu^{\pi\pi}(\text{FSR}) = (0.26 \pm 0.12) \times 10^{-10}. \quad (17)$$

This reduces the value of $a_\mu^{\pi\pi}$ by $(5.1 \pm 2.3) \times 10^{-4}$ relative to the BABAR determination. The correction is small compared to the total BABAR relative uncertainty of $7.4 \times 10^{-3}$, which justifies its earlier neglect.

**VIII. CONCLUSIONS**

The radiative process $e^+e^- \to X\gamma$, where $X = \mu^+\mu^-$ and $\pi^+\pi^-$ are considered in this analysis, involves contributions from both LO ISR and FSR. Because charge parities of the final-state pair are opposite for ISR and FSR, the interference between ISR and FSR changes sign with the charge interchange of the two muons (pions). As a consequence, investigation of the charge asymmetry of the process gives a way to study the interference between ISR and FSR, which is sensitive to the relative contribution of LO FSR.

From QED for $\mu^+\mu^-\gamma$, and from FSR models for $\pi^+\pi^-\gamma$, we find that the charge asymmetry $A$ has a strong dependence on the angle $\phi^\gamma$ between the $\mu^+\mu^-$ ($\pi^+\pi^-$) plane and the $e^+e^-\gamma$ plane in the $e^+e^-$ c.m. system, which can be simply represented by a linear function.
$A = A_0 \cos \phi^*$. The slope $A_0$ quantifies the magnitude of the interference between ISR and FSR.

The acceptance effects on the measured charge asymmetry are studied with the full simulation of $e^+e^- \rightarrow \mu^+\mu^-\gamma$ and $e^+e^- \rightarrow \pi^+\pi^-\gamma$ events. We find that the detector and event selection, including trigger, tracking, PID, and kinematic fitting, induce nonlinear patterns on the cos $\phi^*$ dependence of the charge asymmetry, but have a small impact on the determined slope $A_0$. Kinematic acceptance—namely the angular acceptance, and energy or momentum requirements on the final-state particles—changes the slope of the observed charge asymmetry significantly, although the kinematic requirements are charge symmetric. This is due to a cross effect between acceptance and true interference that produces a bias in the measured asymmetry if the physical asymmetry differs between data and MC. This bias is corrected through an iterative procedure in the $\pi^+\pi^-\gamma$ analysis, as in that case the charge asymmetry is null in the generator.

After background subtraction and correction for the overall acceptance, which are obtained from the full simulation with corrections for data/MC differences, we measured the slope $A_0$ of the charge asymmetry as a function of $m_\mu\mu$ ($m_{\pi\pi}$). The QED test, namely the comparison between the charge asymmetry measured in the $\mu^+\mu^-\gamma$ data and predicted by the simulation, in which the LO ISR-FSR interference is implemented, shows an overall good consistency. However, some absolute deviation amounting to $\Delta A_0 = A_0^{\text{data}} - A_0^{\text{MC}} \approx 0.03$ in the 3 GeV/$c^2$ region is observed and cannot be fully explained by known systematic effects, either in the data or in the MC generators, which are estimated to be less than 0.014.

The measured slope $A_0$ of charge asymmetry in the $e^+e^- \rightarrow \pi^+\pi^-\gamma$ data is about $-1\%$ and flat around the $\rho$ mass. Outside of the $\rho$ peak, the data exhibits the pattern expected from the interference between $e^+e^- \rightarrow \gamma_{\text{ISR}}\pi^+\pi^-$ and $e^+e^- \rightarrow \gamma_{\text{FSR}} f_2(1270)(\pi^+\pi^-)$. The data shows a good consistency with the predictions of a model of FSR from quarks with contributions of a scalar widespread mass distribution and the $f_2(1270)$ tensor resonance. In the $\rho$ region the results are not consistent with a model based on FSR from point-like pions (scalar QED), in contrast with the observations at low energies [4].

These results are first measurements of the charge asymmetry in the $e^+e^- \rightarrow \mu^+\mu^-\gamma$ process, and for $e^+e^- \rightarrow \pi^+\pi^-\gamma$ at high energy ($\sqrt{s} \sim 10.58$ GeV). The FSR contribution to $e^+e^- \rightarrow \pi^+\pi^-\gamma$ derived from this analysis is small and this confirms that it is negligible in the measurement of the cross section obtained by BABAR assuming pure ISR [6]. Accordingly this FSR bias translates into a correction to the muon magnetic anomaly of only $(0.51 \pm 0.23)$ per mille of the $\pi\pi$ hadronic vacuum polarization determined from BABAR data, small compared to the total quoted uncertainty of 7.4 per mille.
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