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Abstract

Microelectromechanical resonators are advantageous over traditional LC tanks and
off-chip quartz crystals due to their high quality factors, small size and low power con-
sumption. FET-sensing has been demonstrated in resonant body transistors (RBTs)
to reach an order of magnitude higher frequencies than possible with passive res-
onators due to the greater sensing efficiency of FET sensing over traditional mech-
anisms such as capacitive or piezoelectric sensing. This thesis explores FET-sensing
in Si-based MEMS resonators with dielectric and piezoelectric materials for design of
fully unreleased CMOS-integrated resonators for multi-GHz frequency applications.

Monolithic integration of Si-based MEMS resonators into CMOS is critical for
commercial applications due to reduced size, weight and parasitics. A vast majority
of CMOS-integrated resonators require a release step to freely suspend their vibrating
structures, necessitating costly, complex encapsulation methods. This thesis proposes
the development of fully unreleased resonators in CMOS using acoustic confinement
structures, which may be realized without any post-processing or packaging. These di-
electrically driven, FET-sensed resonators may be fabricated at the transistor-level of
a standard CMOS process, and are demonstrated upto 11.1 GHz with quality factors
(Q) up to 252 with footprints of less than 5µm× 7µm with temperature coefficients
of frequency (TCF) < 3 ppm/K.

While electrostatic resonators have been primarily explored in this work due to the
availability of such dielectric materials in a standard CMOS stack, piezoelectric mate-
rials remain popular in commercial MEMS resonators for their high electromechanical
coupling factors. Recent years have seen a push towards integration of piezoelectric
materials into standard CMOS for switching and memory applications. This work
explores the performance improvements arising from the integration of CMOS-ready
piezoelectric materials such as AlN into a resonant body transistor. This is shown to
improve transduction efficiency for low insertion losses at multi-GHz frequencies, for
applications in communications to microprocessor clocking.

Thesis Supervisor: Dana Weinstein
Title: Associate Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

Microelectromechanical (MEMS) resonators are advantageous over traditional LC

tanks, off-chip quartz crystals, and surface acoustic wave (SAW) devices due to their

high quality factors (Q), small size and low power consumption in applications such as

communications, navigation, microprocessor clocking, and inertial sensors etc. These

MEMS resonators can be driven and sensed using a variety of transduction mecha-

nisms including electrostatic [5], piezoelectric [6], thermal [7], optical etc.

Silicon has been keenly studied as the material of choice for the design of MEMS

resonators due to its abundance and inexpensiveness, and due to the development of

batch-fabricated, standardized integrated circuit (IC) technologies driven by Moore’s

law. The availability of high purity Si, and the development of thin film and litho-

graphic microfabrication techniques result in extremely small but high-precision me-

chanical structures with excellent mechanical properties [8]. For high frequencies of

operation, especially beyond the 100 s of MHz range, Si as a material exhibits a rel-

atively high intrinsic f.Q limit with orientation < 100 > as compared to materials

such as quartz, AlN and routing metals [9] (see appendix A). This high f.Q limit

may be explained by the fact that since Si is a semiconductor, acoustic losses due

to phonon-electron interactions are minimized as compared to metals and the crys-

tallinity of Si leads to low losses at grain boundaries which result in materials such as

AlN. As a result, Si has been widely incorporated into both dielectric and piezoelec-

tric resonators for Q-boosting and improvement in power handling capability which
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is discussed further in chapter 5.

This thesis explores such Si-based MEMS resonators using dielectric and piezo-

electric transduction mechanisms with active sensing for scaling to high frequencies.

To this end, the motivation for scaling to multi-GHz frequencies with some poten-

tial applications are discussed. Following this, the limitations of traditional MEMS

transduction mechanisms for frequency scaling are considered which leads to the need

for a more efficient transduction mechanism such as active sensing using field effect

transistors (FETs). We then discuss with the advantages of CMOS integration for

FET-based transduction mechanism with an overview of the typical CMOS process

and the different ways in which MEMS and RF MEMS devices have been included in

a CMOS process stack to-date. Following this, the vision for the CMOS-integrated

RBTs as fully unreleased devices with acoustic isolation structures formed in the

standard CMOS stack is discussed. Finally, the use piezoelectric materials in place

of dielectrics is explored with such FET-based sensing for further improvements in

transduction efficiency for design of low impedance filters and oscillators.

1.1 The push towards multi-GHz frequencies

With the increasing pervasiveness of wireless communication technology including

smartphones and personal area networks, the overcrowding of the frequency spec-

trum at low frequencies has seen a surge in demand for high-Q filters and oscillators

that operate in the previously unexplored multi-GHz frequency regime. At the lower

end of this spectrum, exploratory applications such as wireless personal area net-

works (WPAN) and body-area networks (BAN) around 2.4 GHz have been allocated

frequency bands in previously unregulated high frequency bands, creating a need for

frequency scaling of devices.

At higher frequencies, the Extremely High Frequency (EHF) band is designated

between (30−300 GHz) in the near to far infrared regimes. Electromagnetic radiation

in this band has high atmospheric attenuation due to absorption by rain and atmo-

spheric gases, especially the 57− 64 GHz band which is attenuated due to resonance
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of the oxygen molecule. While this restricts communication to short distances, it is

in turn useful for secure wireless local area networks (WLAN at 60 GHz) that im-

prove spectrum utilization efficiency through frequency band reuse. The EHF band

is also useful for mm-wave imaging for concealed weapons detection as clothing and

other organic materials are transparent in certain mm-wave atmospheric windows.

Furthermore, specific applications such as high-definition video links for live, high-res

streaming for sports events call for a continuous scaling of resonator frequencies to

the multi-GHz and THz regimes.

Below we consider the different types of MEMS resonators and transduction mech-

anisms available and what is most amenable to frequency scaling.

1.1.1 Transduction Mechanisms in MEMS resonators

The transduction mechanisms used to actuate and sense vibrations in MEMS res-

onators may be broadly classified into active and passive transduction mechanisms.

Passive mechanisms such as dielectric and piezoelectric transduction do not involve

an active element such as a transistor or a constant current bias to the device. These

are usually low-power devices that apply driving and sensing voltages to the input and

output terminals. Electrostatic and piezoelectric transduction are briefly discussed

below as they are two of the most popular passive transduction mechanisms relevant

to this work.

Electrostatic transduction

The first of these, dielectric or electrostatic transduction employs electrostatic forces

to convert energy from the electrical to the mechanical domain and vice-a-versa.

Consider the simple scenario of a parallel plate capacitor with capacitance C with

one plate tied to ground and the other plate biased at a DC voltage VDC with a small

AC signal at the desired frequency, vjωtac . In this case, the driving force between the
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capacitor plates is given by:

fd =
1

2

∂C

∂x
(VDC + vjωtac )2

=
1

2

∂C

∂x
(V 2

DC + v2jωt
ac + 2VDCv

jωt
ac ) (1.1)

As seen from the above equation, the DC force is required to generate and amplify

the force at the frequency of the AC voltage vAc and the resulting force also has a

DC component as well as a 2ω component. On the sensing side, for a DC voltage of

VDC applied across the plates of the resonator, the output current is given by:

iout = VDC
∂C

∂t
(1.2)

Capacitive resonators have been traditionally fabricated as air-gap devices which

needed extremely narrow, high-aspect ratio trenches for high electrostatic forces for

actuation and sensing [10]. However, due to the fabrication difficulties associated with

deep, narrow air-gaps, along with prevalent failure mechanisms such as stiction, par-

ticles lodged in gap, imperfect sidewalls etc., high-k dielectrics were explored in their

place for electrostatic actuation [5]. Dielectric films not only make the fabrication

easier, but also increase the mechanical driving force which is directly proportional

to the relative dielectric permittivity, thus improving transduction efficiency. In such

resonators, the acoustic free boundary conditions are no longer defined at the edges

of the driving and sensing capacitor but the acoustic wave now extends into the di-

electric material and beyond into the electrode material. A possible design tradeoff

with such a design include interface imperfections, phonon-electron interactions in

the conducting electrode, the stress mismatch between the thin dielectric film and

the Si/PolySi body, and differing acoustic properties that may distort the resonant

mode resulting in a lower Q.

Such electrostatic resonators consist either entirely of Si or PolySi with the op-

tional dielectric film incorporated into the mechanical body, thus taking advantage of

the cost-scaling of Si micromachining and the excellent mechanical properties of single
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crystal silicon (Q > 10, 000 at 1 GHz) [9]. This has led to high-Q low-cost resonators

that have been extensively explored over the past two decades. The CMOS-friendly

materials used in these resonators also makes them amenable to seamless integration

with integrated circuit (IC) technology [11].

Piezoelectric transduction

On the other hand, resonators relying on the piezoelectric transduction mechanism

incorporate piezoelectric materials such as AlN, ZnO, PZT, quartz etc. into their

body, which may be excited into mechanical vibrations through the application of an

AC electric field. Conversely, mechanical strain in piezoelectric materials also result

in an electric displacement field and current for sensing of resonance. The details of

the piezoelectric transduction mechanism are provided in appendix B.

Historically, piezoelectrically driven resonators have been preferred over electro-

static devices in commercial products due to their high electromechanical coupling

coefficients resulting in a much lower insertion loss in the electrical output. One of

the earliest examples of piezoelectrics used in commercial resonators is that of quartz

crystals employed in microprocessor clocking circuits to generate high-Q resonance.

At present, for frequencies of operation < 10 GHz, piezoelectric resonators (first SAW

and now film bulk acoustic resonators or FBARs) have been successfully implemented

in custom MEMS-only or MEMS-last processes which can then be wire-bonded to in-

terfacing circuitry such as Avago’s FBAR technology [12].

One of the key issues with piezoelectric devices such as FBARs is the inability

to manufacture devices with several different resonance frequencies on a single chip

as the frequency is determined by material thicknesses, and the inherently low Q of

piezoelectric materials [9]. As a solution to the former, recent years have seen numer-

ous examples of contour-mode piezoelectric resonators with lithographically defined

frequency. In response to the latter problem of low Q of piezoelectric resonators,

efforts have been made to fabricate Si-based piezoelectric resonators to boost the Q

of the overall device which is now dominated by Si [6]. Another key problem with

piezoelectric resonators is that several piezoelectric materials such as quartz, PZT
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etc. are not amenable to CMOS integration due to the possibility of contamination

of the front end of line materials or manufacturing difficulties. However, the excellent

transduction efficiency and minimal insertion loss demonstrated by these devices al-

low for a commercially viable multi-chip solution, in spite of parasitics that invariably

arise due to the presence of wire-bonding.

Both capacitively and piezoelectrically driven and sensed passive resonators may

be modeled using a simple Butterworth-Van-Dyke model provided in appendix C

(Fig. 1-1(b)).

1.1.2 Frequency scaling of passive resonators

Passive transduction schemes such as electrostatic or piezoelectric transduction have

been traditionally used in the majority of MEMS resonators to date. However, as res-

onators scale to higher frequencies, the out-of-band rejection of the signal with respect

to the feedthrough can be severely compromised, and cannot simply be mitigated by

subsequent amplifier stages.

To illustrate this effect, we consider a dielectrically driven and sensed resonator

with a resonant length L whose geometry can be realized using FEOL fabrication

in an SOI CMOS process (Fig. 1-1(a)). The resonator’s equivalent electrical circuit

may be represented by a simple Butterworth Van Dyke (BVD) model (Fig. 1-1(b))

using an RLC branch and feedthrough parasitics. The drive and sense capacitors

are modeled by C0. This model has been traditionally used to model passive MEMS

resonators and is included in appendix C.

For simplicity, we assume that all other dimensions (such as W), materials, the

quality factor Q and the feedthrough capacitance Cf of such a device remain constant

while only the length of the resonant cavity L changes as 1/f where f is the resonance

frequency. Thus the shunt capacitor C0 also reduces as 1/f since the non-resonant

dimension is held constant. The motional resistance Rm scales as W/C2
0f

2 where

W is the non-resonant dimension and hence remains constant with frequency in this

configuration. Meanwhile the impedances of Cm and Lm cancel at resonance. Under

these assumptions, the expected out-of-band rejection of the voltage gain from input
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Figure 1-1: (a) Schematic of passive resonator driven and sensed capacitively with a
resonance dimension L. (b) Small signal model of passive resonator showing motional
RLC branch, shunt capacitors C0 and feedthrough modeled by Cf .

to output reduces from > 10 dB at 100 MHz and to > 0.1 dB at 10 GHz. For such

resonators, an in-line amplifier stage would indiscriminately amplify the resonance

signal along with the feedthrough, thus providing no improvement in the out-of-band

rejection.

One method to improve the out-of-band rejection of the resonator is by keeping the

drive and sense area of such resonators constant with frequency by scaling the non-

resonant dimension W ∝ f to retain the same effective shunt capacitance C0. This

leads to the overall feedthrough capacitance remaining constant at C0/2 ‖ Cf while

Rm now scales as 1/f , leading to a constant out-of-band rejection across frequencies

for a standalone device. However, in system level integration, such resonators inter-

face with driving and sensing CMOS circuits with an associated input and output

impedance. At high frequencies, these large shunt capacitors C0 result in large signal

being shunted to ground through such low impedance capacitive paths. This results

in strict constraints on the input and output impedances of interfacing circuits, which

increases overall power consumption.
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1.1.3 The Need for Active Sensing

While C0 may be constrained by interfacing circuits, active sensing provides one so-

lution to overcome the limits of out-of-band rejection by utilizing a more efficient

transduction mechanism to amplify the mechanical signal before the presence of par-

asitics. In active resonant devices, an active element such as a transistor is usually

provided to generate a current through the device which either excites vibrations

or senses them. For instance, in thermally actuated resonators, a constant current

running between two terminals of the device causes resistive heating and the resul-

tant thermal expansion may be used to actuate mechanical resonance [13]. On the

sensing side, mechanisms such as piezoresistivity may be used to sense vibrations in

resonators as the strain in the device causes a change in electron mobility and modu-

lates the DC current through it [7]. The phenomenon of piezoresistivity is discussed

in detail in appendix D.

The small signal equivalent circuit of a capacitively driven, piezoresistively sensed

resonator is provided in Fig. 1-2 , consisting of a 1-port passive BVD model and a

modified transistor pi-model. The drive capacitor is represented by C0 while the RLC

components model the mechanical mass-spring-damper system of the resonator. The

piezoresistive sensing is represented by a transconductance gα. The integration of such

an electromechanical amplification element into the resonant cavity enables improve-

ment in the out-of-band rejection of the signal before the contribution of feedthrough

parasitics modeled by the Cf and rf . This model will be further developed in §2.4.

Two types of piezoresistive sensing mechanisms may be considered for Si-based

resonators in a standard CMOS process. The first involves piezoresistive sensing using

a resistive element [14] while the second involves piezoresistive sensing using a FET.

A detailed analysis of the performance of the FET-sensing versus resistive mech-

anisms in terms of gain and noise performance was carried out by Bichoy Bahr and

included in [15]. Some important results from this analysis are discussed here.

We first consider a resonant structure which is sensed using a current path defined

inside the resonant body. Mechanical strain at resonance piezoresistively modulates
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Figure 1-2: Small signal model of the RBT consisting of an RLC branch modeling
the mechanical resonant system (red) and a modified transistor small signal model
(blue). Lumped feedthrough parasitics (green) are modeled by Cf and rf .

the resistivity in the current path. The stress and strain are both proportional to

the resonator excitation voltage vin. For a Si-based bulk acoustic resonator operating

around 10 GHz, the sensing resistance R is limited to a few hundred ohms due to the

length of resonant cavity.

Two techniques are considered to detect the piezoresistive modulation: a) con-

stant current bias b) a Wheatstone bridge

• The simplest method to detect the variation in the sensing resistance is to bias

it with constant current I as shown in Fig. 1-3(a) which gives a voltage gain

Av of:

Av = IRgR (1.3)

and an input referred noise PSD is considered.

v2
in =

v2
on

|Av|2
=

4kBT

I2g2
RR

(1.4)

From 1.3 and 1.4, the low voltage gain and high noise of such an implemen-

tation is limited by the value of the sensing resistor which may not be in-

creased arbitrarily due to area and noise considerations. Such a configuration

can be considered as an equivalent current source with very small output re-
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Figure 1-3: Schematic showing biasing scheme for (a) Resistively sensed resonator,
(b) Wheatstone bridge configuration for piezoresistive sense transducer, and (c) FET
sensed resonator. In all cases, the device is biased at a total DC current I and driven
using a small AC voltage vin.

sistance, which makes current sensing by a trans-impedance amplifier (TIA) a

non-feasible solution due to the small input impedance required. Furthermore,

the small resistance also restricts the DC operating point of the output node to

be close to ground, presenting a limitation for the direct coupling of subsequent

amplification stages.

• On the other hand, in a Wheatstone bridge configuration show in Fig. 1-3(b)

shows an implementation of Wheatstone bridge, biased at Vb, the voltage gain

Av of which is given by:

Av =
1

4
VbgR =

IR

4
gR (1.5)

where the total current consumption of the bridge I = Vb/R has been used.

Again, the input referred noise PSD is given by:

v2
in =

v2
on

|Av|2
=

64kBTR

V 2
b g

2
R

=
64kBT

I2g2
RR

(1.6)

Comparing 1.3 and 1.4 with 1.5 and 1.6, it becomes clear that, for the same

bias current, the voltage gain of the Wheatstone bridge sensing is lower than

the constant current biasing scheme of Fig. 1-3(a) and the v2
in is higher.

An alternative to the approach above is the use of FETs for sensing of acoustic
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vibrations. FET sensing relies on piezoresistivity as the dominant effect to modu-

late the mobility of carriers along the channel and result in a small signal output

current. Secondary contributions to the current modulation include modulation in

channel length, threshold voltage, gate capacitance and electrostriction are omitted

for simplicity from the small signal model presented in Fig. 1-2 and will be discussed

in section 2.4.

Consider a resonator with the same geometry as that of the resistive sensing res-

onator with the only variation being that of sense transducer. Mechanically, this

device behaves identically to the resistively-sensed device and strain induced at res-

onance is related to the input voltage in the same manner. The magnitude of the

relative change in the FET channel mobility ∆µ/µ due to piezoresistance is equal to

the relative change in resistivity, but with opposite sign. Thus, assuming the FET is

biased in saturation, the voltage gain is given by:

Av = −Ir0gR (1.7)

Given the large output resistance of the FET, for the same mechanical structure

and the same bias current, FET sensing thus has a voltage gain that is r0/R higher

than its resistive counterpart. For the devices considered in this work, this ratio is as

high as 200.

For short channel devices, the thermal noise coefficient γ ∼ 1 and for a transcon-

ductance gmFET the input referred noise voltage PSD is given as:

v2
in =

4kBTγgmFET
I2g2

R

(1.8)

Comparing the input referred noise PSD of both FET and resistive sensing, we

have:
v2
in|FET
v2
in|Res

= γgmFETR (1.9)

For typical designs, gmFET is a fraction of mS, such that the input referred noise of

FET sensing is much lower than that of resistive sensing. For the ABR-RBT devices
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considered in this work, gmFET is of the order of 500µS, resulting in an input re-

ferred noise for the FET of only 5% that of its resistive counterpart. Additionally,

the acoustic wavelengths are on the order of 100 s of nm in GHz-frequency resonators,

which limits the area of the sensing resistor but does not restrict FET output resis-

tance. This makes the FET more suitable for higher frequency implementations which

incorporate shorter wavelengths.

The downside of FET sensing comes from its higher power dissipation as compared

to resistive sensing. When biased in saturation, the sensor FET consumes more DC

power than the resistive sensor. For the ABR-RBT described in this work, designed

for a bias current of 60µA, and a drain voltage of 500mV , the FET sensing power

dissipation is more than 80× larger than the resistive sensing.

1.2 Actively sensed MEMS resonators

The concept of active FET-sensing in MEMS devices has been around since Nathanson’s

Resonant Gate Transistor in 1967 [16]. This resonator employed a gold cantilever sus-

pended on top of a transistor channel. The voltage applied to this cantilever served as

the gate voltage of this channel and any vertical motion of the cantilever modulated

the capacitance and hence the output current of the transistor.

In more recent times, FET sensing has been demonstrated in Si up to 165 MHz in

a double-ended tuning fork with 2 FinFETs [17] and up to 226 MHz in Si nanowire

based resonators [18]. Resonant Body Transistors (RBTs) [19], [20] with internal di-

electric drive and Field Effect Transistor (FET) sensing up to 37 GHz have also been

previously demonstrated (Fig. 1-4). Transistor based sensing has also been demon-

strated in piezoelectric GaN-based resonators, up to 2 MHz [21] and more recently ,

up to 3.5 GHz as switchable GaN resonators in metal-on-metal IC technology [22].

FET-sensing has thus been shown to reach order of magnitude higher frequencies

than possible with passive resonators due to the decoupling of the drive and sense

transduction mechanisms.

Active sensing in non-Si materials such as carbon nanotubes (CNTs) has been
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Figure 1-4: (left) Scanning electron micrograph of RBT showing gate length of 500
nm and resonant dimension ∼ 1µm. (right) De-embedded frequency response of a
resonant body transistor showing third harmonic resonance frequency of 11.7 GHz,
with electromechanical Q of 1831 and piezoresistive transconductance of 22µ S.

demonstrated with suspended CNT arrays used as the gate electrode for a transistor

channel, known as CNT-SGFETs. Resonance frequencies of 120 MHz have been re-

ported for biological and chemical applications such as single-molecule sensing [23].

The use of GaN high electron mobility transistors (HEMTs) with mechanically float-

ing carbon nanostrings (NS) or CNTs serving as the floating gate have been demon-

strated for detection of THz radiation modulated by mechanical resonance frequencies

in the MHz or GHz range [24].

A separate class of devices with active piezoresistive sensing comprises of various

geometries such as rings [25], disks [26] and bulk mode resonators [27]. Piezoresis-

tive sensing has also been demonstrated in single-walled CNTs upto 79 MHz [28], in

CMOS-MEMS resonators [29] and thermally actuated resonators up to 61 MHz [7].

Such piezoresistively sensed resonators have been employed for a variety of applica-

tions such as for gas recognition, pressure sensing [30] and biomolecular detection

[26].
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1.3 CMOS Integration of Vibrating Transistors

Due to the necessity of FET-sensed resonators for high-frequency operation, one di-

rection to explore would be the design of MEMS resonators inside of the CMOS stack

to access the high-performance, high-yield transistors available in the front-end-of-

line (FEOL). Apart from the high yield of CMOS processes as compared to in-house,

custom MEMS processes for transistor fabrication, the length scales of CMOS are also

about 10−100× smaller than in-house processes due to the availability of state-of-the-

art tools and processes, which allow for scaling to higher frequencies. Furthermore,

the integration of MEMS resonators with the CMOS stack leads to reduced para-

sitics from on-chip and off-chip routing for high frequency operation, smaller size and

weight, and decreased power consumption by alleviating constraints for impedance

matching networks [31], [32]. At present, a majority of electromechanical devices re-

quire a release step to freely suspend the moving structures. This necessitates costly

complex encapsulation methods and restricts MEMS fabrication to back end-of-line

(BEOL) processing of large-scale devices in CMOS. Thus, apart from the access to

high-performance transistors, development of unreleased Si-based MEMS resonators

in CMOS is a critical step towards seamless integration in CMOS with no post-

processing or packaging.

However, such seamless MEMS-CMOS integration presents a number of chal-

lenges to the performance of the MEMS devices as well as the surrounding CMOS

circuitry. Before the details of such challenges and constraints may be discussed, an

overview of a typical CMOS process is presented followed by a discussion of MEMS,

and specifically RF MEMS design in CMOS.

1.3.1 Overview of typical CMOS process

Due to the high cost of tools required in a state-of-the-art CMOS foundry, along with

the fast turnaround times (based on Moore’s law [33]), CMOS foundries have relied

on process standardization and design to deliver high-yield and reliable IC technol-

ogy. While several different materials and fabrication techniques are theoretically
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possible in each part of the process, the customer is typically restricted to a few re-

liable designs for active and passive components whose reliability and functionality

is guaranteed by the foundry. Whereas traditional CMOS processes have used bulk

Si as a starting material, as the industry moves towards smaller devices, increased

transistor capacitance and feedthrough has forced the introduction of Si on insulator

(SOI) substrates. In an SOI wafer, the active or device layer is separated from the

bulk or handle wafer by a layer of buried oxide (BOX) which helps to electrically

isolate adjacent devices which in turn lowers the parasitic leakage capacitance and

current to save power with the trade-off of increased substrate cost.

Regardless of starting substrate, a typical CMOS process is divided into two sec-

tions, the Front-End-of-Line (FEOL) and the Back-End-of-Line (BEOL) process flow.

The FEOL forms the first few layers that are manufactured in a CMOS process which

typically form all semiconductor devices in a circuit such as transistors (Field effect

transistors or FETs and bipolar junction transistors or BJTs), diodes, resistors, ca-

pacitors (such as MOSCAPs, deep trench capacitors) etc. The BEOL includes the

fabrication of metal interconnects and vias along with certain passive components

such as capacitors (in the form of MIMcaps) and inductors.

The key differences between the FEOL and BEOL are in terms of the materials

used and the processing temperatures that result from this material choice. As a

very brief description, the typical FEOL process flow involves selection of a silicon

substrate, i.e. specifying starting wafer type (bulk versus SOI), orientation, doping,

wafer size, wafer flatness etc. Following this, the gate regions are typically patterned

along with optional shallow trench isolation (STI) structures. This is followed by

the definition of active regions, p and n wells, by ion implantation. After this step,

the gate dielectric and gate polysilicon/metal are grown or deposited based on the

exact materials used. The gate as well as source/drain regions are defined by ion

implantation. At this stage, the transistor in itself is complete but disconnected and

hence the next step is that of creating silicide to connect the gate and source/drain

regions to metal interconnects. Stress liners may be deposited following this step

for controlling channel mobility, especially for short channel length, high-frequency
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Figure 1-5: Scanning TEM of FEOL stack from IBM’s 45nm SOI process showing
adjacent FETs with stress liners, pre-metal dielectric, silicide and contacts. False
coloring used [1].

devices. A TEM image of the FEOL stack for IBM’s 45nm process is included in Fig.

1-5.

Thus, these FEOL processes typically use materials such as silicon in the device

layer; silicon dioxide (or high-k dielectrics) as gate dielectric, or in electrical isolation

structures such as the buried oxide (BOX) layer and STI; polysilicon/metal for FET

gates; silicide for forming ohmic contacts; silicon nitride as stress liners etc. Temper-

atures in the FEOL typically reach > 1000 C for annealing and activation of dopants,

deposition of materials such as PolySi.

The final steps in a CMOS process, also called BEOL, involve the deposition

and patterning of various levels of metal interconnects composed of metals such as

Cu/W/Al, connected by vias or metals such as Cu/W and electrically isolated from

adjacent connections by low-k dielectrics. Al has been traditionally used to form

interconnects as Cu was not patternable through the traditional lithography and

plasma etch processes due to the lack of volatile Cu compounds. The damascene or

additive patterning process was devised to pattern Cu as it has better conductivity
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than Al, thus reducing resistive losses. As part of the damascene process, efforts are

made to planarize the metal to avoid problems with thickness of metal on non-planar

topography, development of “opens” and difficulty with photolithography. Chemical

Mechanical Polishing (CMP) is introduced and a certain level of via and metal pattern

density is maintained to aid the planarization process. Processing temperatures are

not increased beyond 450 C in the BEOL process flow to avoid diffusion of the metal

layers. Fig. 1-6 shows a cross-sectional SEM of a typical BEOL stack.

It is worth noting here that a barrier metal layer is required to completely surround

Cu interconnects to prevent diffusion of Cu into Si which may cause deep-level traps

and compensate the dominant charge carrier type by annihilating free electrons or

holes. While the thickness of this barrier metal often takes away the improvements

in conductivity that Cu provides over Al by reducing its cross-sectional area, Cu

brings an additional benefit over Al: electromigration resistance. Electromigration is

the process by which ions are transported in a conductor due to momentum transfer

between electrons and metal ions and is relevant in applications with high current

densities. Cu has about 5× the electromigration/current density limit as Al due to

higher electrical and thermal conductivity and melting point.

Additional details on the CMOS process flow may be found in any standard elec-

tronics/CMOS fabrication textbook [34].

Typically CMOS foundries provide several rules (known as the design rule check

or DRC) that dictate the permissible layout, pattern density, critical dimensions

and overlap etc. to ensure high yields for the designed process. For instance, a

typical design rule file does not allow for: a transistor to be formed on the same

device “island” as a capacitor, only the source or the drain of a MOSFET to be

populated with vias, changing the dimensions of provided deep trench capacitors,

and removing dummy gate stacks etc. For the purposes of MEMS design, engineers

often need to make such modifications based on the optimized mechanical design at

the risk of unknown yields and compromised performance of the resulting design.

MEMS designers typically need to provide a list of all DRC rules being violated by a

particular design for foundry approval before the wafers may be processed to ensure
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Figure 1-6: Cross-section of Intel’s 32nm process BEOL stack showing metals and
vias on a background of insulating dielectric. Source: Intel.

that the yield and performance compromise does not propagate across the wafer. To

this end, the DRC rules most amenable to modification include changes in layout of

individual transistors, vias and routing, while those least amenable to modification

include changes in pattern densities and changing dimensions of deep etches which

may lead to crack propagation through the wafer. It is also noted that having several

DRC modifications essentially renders it pointless - in such a scenario, it is best to

create an extended DRC set for the MEMS design to catch inadvertent errors in the

complex MEMS designs.

1.3.2 Co-fabricating MEMS with CMOS

The integrated CMOS process flow, originally developed for electronics, has been

adopted for a wide variety of MEMS devices including imagers, inertial sensors, chem-

ical and biological sensors, actuators for switching, and filters [31]. There are several

incentives for integration of MEMS with CMOS including but not limited to: reduced

packaging and chip-pinout requirements, lower weight and cost as compared to multi-
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chip solutions and improved shielding from electromagnetic interference. On the other

hand, the drawbacks to such an integration typically present in the form of compli-

cated manufacturing, increase process complexity, restricted material choice, lower

yield and higher cost per wafer. Furthermore, integration can lead to compromised

performance of both the MEMS and the electronics.

CMOS-based MEMS devices are broadly classified into two categories, MEMS-first

devices and MEMS-last devices. The pros and cons of each approach are considered

below with some examples.

MEMS-first devices

In some cases, the MEMS sequence, or most of it, is completed prior to the CMOS

transistor and metal stack formation and is known as the MEMS-first fabrication

sequence.

One of the first few devices fabricated in the FEOL stack include pressure sensors

[35] and neural probes [36]. The pressure sensors were fabricated as micro-diaphragms

which were released by anisotropic etching of the backside of a wafer [37]. In recent

years, the availability of SOI wafers has enabled preprocessing wafers using DRIE and

trench fill followed by planarization to create microstructures before sending wafers

to the foundry. After the completion of the CMOS process, the microstructures are

defined with a second DRIE process and the BOX is released (Fig. 1-7). In such cases,

wafer acceptance by foundries may be an issue due to the substantial pre-processing.

Also, with such an approach, transistors need to be protected during the final release

step of the MEMS in HF or BOE.

More recently, MEMS-first devices have been released and encapsulated prior to

the CMOS process flow using LPCVD oxide or PolySi films to seal release-etch holes,

to achieve complete modularity [38]. However such a technique suffers from increased

mask count and process complexity resulting from the fully independent MEMS pro-

cess flow which does not take advantage of the CMOS foundry. Resonators encapusu-

lated by this method have demonstrated stable performance, promising applications

in timing and inertial sensing.
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Figure 1-7: A SOI-MEMS accelerometer formed by MEMS-first creation of mi-
crostructures on an SOI substrate followed by the CMOS process flow. Source: Analog
Devices Inc. [2].

Thus, MEMS-first devices are typically designed in the front-end-of-line (FEOL)

stack with access to high performance materials with a high thermal budget such

as silicon, polysilicon, silicon nitride, silicon oxide and high-κ dielectrics. However,

the release etch typically required by such devices at the end of the CMOS process

can significantly affect the performance and yield of the surrounding circuitry while

increasing overall process complexity [11].

MEMS-last devices

On the other hand, MEMS-last devices are usually fabricated in the back-end-of-line

(BEOL) of the process, after the transistor stack is fabricated, making the release step

easier and decreasing the overall chip footprint due to vertical stacking [2]. However,

inspite of its modularity, MEMS-last processes are restricted to the BEOL material

stack, comprising of low-Q porous or amorphous materials such as metals and low-κ

dielectrics which intrinsically have higher thermoelastic and material losses. Further-
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Figure 1-8: Schematic of TI’s DLP showing structures in three Al layers to cre-
ate a rotating mirror display. Source: http://celluloidjunkie.com/2010/03/26/texas-
instruments-on-track-with-4k/.

more, the thermal budget is constrained as it has to be tolerated by the underlying

electronics. While the transistors themselves can withstand thermal processing a long

as the diffusion of dopants is accounted for, thermal stresses can significantly affect

the resistance and electromigration limits of the metals and vias. Another constraint

for BEOL processes is that conventional passivation materials such as PECVD SiN

and polyimide are etched by HF, making SiO2 unusable as a sacrificial layer. Thus,

both the materials and the thermal budget limit device performance and maximum

resonance frequency in MEMS-last devices.

One of the most prominent and commercially successful examples in this category

of MEMS-last devices is the digital light processor (DLP) by Texas Instruments.

This structure is fabricated as three layers of Al-based films for the mirror and its

suspension system using resist as a sacrificial layer on top of an FEOL stack. Fig.

1-8 shows a schematic of the DLP with its hinged microstructure.

Another class of MEMS-last devices includes those fabricated on top of a complete

CMOS die in a separate custom MEMS process [12], [5]. Such an approach can reduce

system footprint and introduce non-CMOS materials, but is subject to increased

process complexity and cost from additional masks along with the constrained thermal
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budget.

1.3.3 RF MEMS in CMOS

Several RF components such as switches, high-Q inductors, variable capacitors and

resonators have been integrated into CMOS in an attempt to remove off-chip bulky

passives, reduce noise and scale to higher frequencies in RF architectures [39]. As

one of the RF MEMS components, RF MEMS switches have been shown to have

significantly better insertion loss, isolation, standby power and linearity as compared

to their semiconductor counterparts such as PIN diodes and GaAs FETs [40], [41].

These are usually fabricated as post-CMOS devices in a low-temperature process

and the first commercial applications have been shown by Motorola [42] and ST

Microelectronics [43].

RF tunable capacitors, typically using electrothermal actuation [44], and high-Q

inductors, usually as suspended structures using metallization layers [45], have also

been demonstrated for applications in tunable filters, voltage-controlled oscillators

(VCO) and resonators. At higher frequencies, transmission line-based resonators

have been demonstrated as 37-GHz and 60-GHz multi-pole filters [46] in the form of

monolithically integrated devices in a CMOS process.

The inherent resistive losses in such transmission-line based resonators limit the

Q-factor as compared to mechanical resonators. Integration of mechanically vibrat-

ing resonators with CMOS was first demonstrated by Nguyen and Howe fabricated

using a CMOS plus surface micromachining technology [47]. An SEM of this device

along with the frequency response is included in Fig. 1-9. Since then, most CMOS-

integrated designs have been in BEOL processes, focused on electrostatic actuation

based on the choice of materials available in CMOS. Performance improvements have

been achieved by mechanical coupling to reduce feedthrough, and reduced electrome-

chanical gap for high-efficiency actuation.

The FBAR commercialized by Avago may also be classified as a related architec-

ture, though it is not directly integrated into CMOS technology. These resonators are

fabricated as parallel-plate capacitors with a piezoelectric layer sandwiched in between
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Figure 1-9: (left)SEM of CMOS-integrated MEMS resonator showing electrostatic
actuation. (right) Frequency response showing Q > 50, 000 at 18 kHz.

and are assembled in a custom MEMS-first process to interface with a CMOS-VCO

[48].

At this point, it is worth discussing the design tradeoffs for RF MEMS design

in FEOL versus BEOL. For a fully integrated MEMS design that utilizes CMOS

materials and fabrication processes, the FEOL stack provides significantly more chal-

lenges that the BEOL stack in terms of design flexibility. Several design rules such

as dimensions of transistor islands and gates, spacing and overlap between vias and

source/drain regions, pattern densities, proximity of doping regions to transistors and

isolation trenches, number and position of contacts etc. are tightly controlled in the

FEOL to achieve best possible transistor performance in terms of speed, power and

reliability. For instance 2-4 dummy gates are patterned at a fixed distance around the

smallest gate length transistor to maintain pattern density in the gate layer and ensure

accuracy in gate length fabrication. While these gates are electrically disconnected

and do not affect transistor performance, they can affect the MEMS performance by

changing the mode shape for a resonator designed in these layers. However, removing

them is a design rule violation with risk to reliability of transistor performance. Thus,

while several high-Q materials are available to the designer, DRC constraints severely

restrict the design space in the FEOL.

As compared to the FEOL stack, the BEOL design rules are more flexible and

restricted to via sizes, minimum spacing and minimum metal line widths (restricted
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by both lithography and electromigration). One of the few constraints in the BEOL

include the overlap between vias and metal lines as they are filled in a single step as

part of the dual-damascene process. Overall, a much wider design space is available

for patterning the materials in this part of the CMOS flow.

One approach to address the afore-mentioned challenges of integration is the de-

sign of MEMS resonators in FEOL CMOS which can be realized without any post-

processing or packaging. The unreleased nature of these resonators avoids extra

complexity and cost, with the added benefit of increased robustness in harsh envi-

ronments. In this work, IBM’s 32SOI process was chosen for its high fT transistors,

the manufacturability of small feature sizes down to < 60 nm and the presence of the

buried oxide (BOX) layer for acoustic localization of vibrations in the Si device layer.

Two constituent building blocks are required for the development of embedded

high-frequency CMOS-integrated resonators: (i) A Si-based transducer operating ef-

ficiently in the GHz frequency regime, and (ii) a solid-state mechanism to confine

acoustic vibrations within the resonant cavity in a completely unreleased environment

using CMOS compatible materials. The above challenges are addressed by CMOS-

integrated RBTs using FET-sensing with dielectric drive and FET sensing. Acoustic

isolation structures are created in the form of acoustic Bragg reflectors (ABRs) and

phononic crystals (PnCs).the pre-existing layers of the CMOS stack (Fig. 1-10).

1.4 Active sensing in Piezoelectric Resonators

As transistor technology continues scaling to the deep sub-µm range driven by Moore’s

Law, transistor threshold frequencies have increased, enabling transceiver circuitry to

be designed in the tens of GHz range. The released and unreleased resonant body

transistors discussed above [19], [20] have been explored in this thesis as candidates for

side-by side integration with transceiver circuitry in a standard CMOS process using

gate dielectrics for actuation and high-fT FETs for sensing. However, the impedance

of such devices is still orders of magnitude greater than those of piezoelectric de-

vices due to the low transduction efficiency of electrostatic actuation as compared to
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Figure 1-10: Schematic showing fully CMOS integrated resonant body transistor
formed side-by-side with transistors in a standard CMOS process. Acoustic isolation
is provided by pre-existing materials in the CMOS stack in the front and back-end-
of-line.

piezoelectric actuation. Quantitatively, the driving forces for electrostatic actuation

are 10− 100× smaller than piezoelectric driving forces for films of the same physical

dimensions, being driven with the same voltage. On the sensing side, piezoelectric

films induce an additional gate voltage at the FET gate which causes a modulation

in the DC drain current at resonance in addition to piezoresistive sensing, further

increasing the transconductance and reducing their motional impedance [49]. As a

result, devices using piezoelectric transduction with active sensing have been demon-

strated in the multi-GHz range with low impedance values due to the high coupling

coefficients of piezoelectric materials [17], [21].

While piezoelectric materials have not been traditionally available in standard

CMOS processes, recent years have seen some push in this direction for memory and

switching applications and for improvements in transistor performance. One instance

of this includes GLOBALFOUNDRIES which now offers an AlN on CMOS process as

a BEOL process for fabrication of MEMS and other devices. IBM’s Piezotronics effort

uses the piezoelectronic transistor (PET) which is proposed as a device using a relaxor

piezoelectric such as PMN-PT (lead magnesium niobate-lead titanate) in conjunction
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with a piezoresistive material such as SmSe with a high piezoresistive coefficient [50],

[51]. In operation, a voltage applied on the piezoelectric film induces a squeezing stress

on the piezoresistive element, driving an insulator to metal transition by a change in

conductivity spanning several orders of magnitude for switching applications.

Yet another application for CMOS integration of piezoelectric materials is that

of memory applications using ferroelectric materials, called ferroelectric random ac-

cess memory (FeRAM/FRAM) [52]. Ferroelectric materials such as BaTiO3 and lead

zirconate-lead titanate retain their polarization state after an applied electric-field

is removed and this remnant polarization may be used to encode binary states in a

data storage cell which has been demonstrated by shown by Texas Instruments [53]

and Fujitsu [54]. More recently, ferroelectric materials have been used in negative

capacitance structures stabilized by the presence of a dielectric layer with potential

applications for improving transistor efficiency in the subthreshold regime [55]. Since

all ferroelectric materials also show piezoelectric properties, the integration of such

materials into CMOS leads to the possibility of fully CMOS-integrated piezoelectri-

cally actuated and sensed MEMS resonators.

Since such piezoelectric materials are not commonplace in standard CMOS pro-

cesses yet, the design and analysis of a piezoelectric resonant body transistors (which

are architecturally similar to the devices from [19]) is explored in this work for an

in-house process with potential for CMOS integration. Given the vision of CMOS-

integration of these piezoelectric materials, high efficiency piezoelectric materials such

as PZT which are not CMOS-friendly have not been considered in this work. Instead,

the piezoelectric RBT in question is analyzed as a device that employs piezoelectric

films such as AlN in the place of the dielectric in the configuration of an RBT. Some

of the possible merits of such a configuration include:

• Improved drive and sense efficiency due to presence of high k2
eff piezoelectric

material as compared to electrostatically driven RBT. The resulting driving

forces are 10 − 100× greater than those in dielectric films of similar physical

dimensions.
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• Such a device with sidewall piezoelectric materials will also have higher k2
eff as

compared to lateral drive devices due to higher value of in-plane piezoelectric

coefficient. Sidewall deposition of AlN films with excellent c-axis orientation has

only been demonstrated recently [56] and can be used to drive such in-plane

vibrations. Overall, this results in improved Rm or insertion loss with respect

to laterally driven piezoelectric devices.

• Piezoelectric resonators fabricated with loss materials such as piezoelectrics

(AlN, ZnO) and electrode materials (Mo, Al) show a reduced Q factor as com-

pared to electrostatically driven devices which use low loss Si. Piezoelectric

devices which incorporate Si into the resonant cavity have been demonstrated

to show improved quality factor Q and power handling capability over tradi-

tional designs [6]. This will be discussed further in chapter 5.

• High k2
eff results in a large electromechanical signal in piezoelectrically trans-

duced RBTs. These devices are hence no longer restricted to small signal be-

havior, allowing for non-linear behavior arising from switching of the transistor

between different regimes such as cut-off, linear and saturation.

1.5 Conclusions and Overview

In conclusion, various passive transduction mechanisms such as electrostatic and

piezoelectric actuation and sensing have been used in a majority of MEMS resonators

to date. Such passive transduction mechanisms do not allow for scaling of these res-

onators to high frequencies due to the increasing parasitic feedthrough as resonator

dimensions scale down for high-frequency operation. FET-sensing using resonant

body transistors or RBTs, has been recently demonstrated to reach atleast an or-

der of magnitude higher frequencies than possible with passive resonators due to the

presence of a more efficient sensing mechanism in the form of piezoresistive sensing

in the resonant cavity. Such RBTs may benefit from integration into a standard

CMOS process to take advantage of the high-fT , high-yield transistors for scaling to
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multi-GHz frequencies.

This work focuses on the design of such CMOS-integrated RBTs envisioned as

fully unreleased structures designed in the front and back-end-of-line in a CMOS

stack without any modification to the process flow. A standard CMOS stack may

contain materials such as dielectrics which may be used for electrostatic actuation of

mechanical vibrations. Monolithic integration of such resonant body transistors into

the CMOS stack is approached by designing the resonant cavity in the front-end-of-

line to take advantage of the availability of transistors, and high quality, high stability,

thin dielectric materials in the gate stack with small lithographic dimensions for

improved frequency scaling. Acoustic confinement structures such as acoustic Bragg

reflectors (ABRs) and phononic crystals (PnCs) are proposed using already available

materials in the FEOL and BEOL CMOS stack to confine mechanical energy to the

resonant cavity for high Q and suppression of spurious modes.

Devices fabricated in IBM’s 32nm SOI technology realized without any post-

processing or packaging will be demonstrated with frequencies upto 11.1 GHz with

quality factors upto 252. Small signal model parameters will be extracted, and the

effects of design variations and fab-induced variations on the performance of these de-

vices in terms of input-to-output transconductance, gm, and quality factor, Q, will be

discussed. Temperature compensation arising from the complimentary temperature

coefficients of SiSiO2 in the resonant cavity will be experimentally and theoretically

verified.

Recent years have seen a push towards integrating materials with piezoelectric

properties into the CMOS stack which allow the design of improved transduction ef-

ficiency devices by using piezoelectric actuation and sensing in place of electrostatic

actuation. The performance improvements in terms of effective motional impedance

RX expected from introducing piezoelectric films such as AlN into RBTs will be ex-

plored with the possibility of CMOS integration. The details of the physics of such a

transduction mechanism are included with some possible designs which include me-

chanical coupling and differential drive and sense to obtain spurious free resonance

responses with further improvements in transduction efficiency. Finally, a possible
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extension of this work is discussed for performance improvements in next-generation

dielectric and piezoelectric-based CMOS-RBTs for fully monolithic filter and oscilla-

tor design.
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Chapter 2

ABR-RBTs in CMOS: Design and

Modeling

Monolithic integration in CMOS dramatically reduces parasitics, power consump-

tion and footprint of MEMS resonators and allows us to leverage high performance

transistors in a high-yield technology to enhance resonator efficiency for multi-GHz

operation. Electrostatic transduction is the optimal choice for low-power resonators

fabricated in CMOS due to restricted material selection. However, passive electro-

static resonators are subject to large feed-through capacitance, making it difficult to

reach multi-GHz frequencies. The Resonant Body Transistor (RBT) addresses this

obstacle by employing active FET sensing of acoustic vibrations.

Active FET sensing has superior gain and noise performance as compared to

passive sensing mechanisms, while being insusceptible to cavity length restrictions

imposed at high frequencies as discussed in section 1.1.3. Using the high quality

of the gate dielectric, the ABR-RBTs designed here are driven electrostatically and

sensed using a body-contacted analog nFET (Fig. 2-1). Realization of the RBT

in CMOS technology leverages high-performance, high-yield transistors enabling RF-

MEMS resonators at orders of magnitude higher frequencies than possible with passive

devices.

Structurally, the drive capacitor consists of PolySi and a p-doped or n-doped

single-crystal silicon (SCS) device layer acting as capacitor plates with the interfacial
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Figure 2-1: Top and 3D views of Si-based CMOS-MEMS resonator excluding acoustic
Bragg reflectors (ABRs). The resonator is driven capacitively on the left, and sensed
through piezoresistive modulation of the nFET drain current on the right. Details of
FET layout and doping layers are not shown.

oxide layer between them. On the sense side, a foundry-provided nFET is modified to

incorporate it within the resonant cavity along with the drive capacitor on the same

device layer.

2.1 Acoustic Bragg Reflectors

The principle of acoustic Bragg reflectors (ABRs) is used to define the acoustic cavity

of the unreleased resonators. ABRs consist of alternating materials with mismatched

acoustic impedance patterned around the resonator, resulting in reflection of a ma-

jority of the acoustic energy back onto the resonant cavity. In the case of longitudinal

waves, the acoustic impedance Zac is defined in terms of the elastic constant c11, the

acoustic velocity cl, the effective Young’s modulus of the cavity E, the Poisson ratio
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Figure 2-2: Comparison of the acoustic reflectivity of various ABR material pairs.
For finite number of ABR pairs, the reflectivity increases with the number of pairs
and converges to 1 or -1 rapidly for materials commonly found in CMOS.

ν and mass density ρ as

Zac = c11/cl =

√
(1− ν)ρE

(1 + ν)(1− 2ν)
(2.1)

The resultant reflection coefficient along any surface when each of the materials con-

tains a quarter wavelength (λ/4) or odd multiples of a quarter wavelength at the

resonance frequency is given by R = (Z1 − Z2)/(Z1 + Z2). The net reflectivity in-

creases with the number of reflecting surfaces; every pair of alternating materials can

be considered one pair of ABRs. The acoustic mismatch offered by various combina-

tions of materials from the CMOS stack is considered for the design of ABRs (Fig.

2-2).

Unreleased resonators have been previously demonstrated as solidly mounted de-

vices using acoustic Bragg reflectors (ABRs) [57]. This concept may be extended

to fully buried CMOS resonators using the BEOL layers such as routing metals and

inter-metal dielectric for design of ABRs in the vertical direction. However, this

scenario suffers from the following problems: (i) BEOL layer thicknesses are process-

determined and are not available as a design parameter. (ii) Vertical ABRs preclude
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the design of lithographically-defined resonant modes and frequencies, restricting the

whole wafer to a single resonance frequency and its harmonics. (iii) High variability

in BEOL layer thicknesses as compared to lithographically defined dimensions results

in variable center frequency and reduced yield.

As one solution, Si/SiO2 was chosen as the material combination for ABRs in this

work as aforementioned materials occur in the Shallow Trench Isolation (STI) features

offered in IBMs 32SOI technology to electrically isolate adjacent transistors. The di-

mensions of the STI fill are lithographically defined, allowing the design of multiple

laterally confined resonant modes on a single wafer. The acoustic impedance mis-

match between Si and SiO2 is Zrel = ZSi/ZSiO2 ∼ 1.65 and the resultant reflectivity

achieved using 7 pairs of ABRs is 99.4% based on 1D analysis [58].

2.2 Design of Unreleased Resonator

In order to realize an unreleased acoustic resonator, a resonant cavity is specified

using ABRs to define its boundary conditions. The resonant cavity is designed to

be of length L and is formed by the gate stack consisting of the Si device layer,

gate dielectric and gate PolySi. It is designed at an effective acoustic wavelength

of λ/2. This is surrounded by ABRs consisting of alternate islands of SiO2 and the

gate stack, each designed at a length of λ/4 corresponding to its acoustic velocity.

At resonance, longitudinal acoustic vibrations are set up in the resonant cavity and

surrounding ABRs (Fig. 2-3). The eigenmode is comprised of a sinusoidal standing

wave is formed in the resonant cavity which decays exponentially in the ABR region.

The first ABR is placed at a three quarter-wavelength (3λ/4) distance from the

resonant cavity based on DRC restrictions. This affects the reflection solid angle and

consequently the quality factor Q of the resonator. The mode shape and amplitude

of vibrations U0 of this unreleased resonator can be calculated using the model for

damped vibrations in dielectrically driven released bar resonators [59]. This analogy

is true under two assumptions:

• Each of the ABRs is designed at an odd multiple of a quarter wavelength. This
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Figure 2-3: Cross section view of resonant cavity with surrounding ABRs. The
capacitive force is applied along the y-axis across the gate dielectric on the drive side
of the resonator. Acoustic vibrations are excited in the resonant cavity along the
x-direction through the Poisson effect and decay exponentially as a function of length
along the ABRs.

ensures no phase change occurs at the ABR boundary and so that it behaves

like a free or fixed boundary condition.

• The aspect ratio of the structure is large, so that it can be approximated using

a one-dimensional model, i.e. the wave leakage through the top and bottom is

negligible.

Considering only transmission losses through ABRs in a purely 1D model, this

method predicts Q around 7500 for 7 pairs of ABRs. However the small aspect ratio

of the STI structures, the tapered angle of the SCS etch, reflections along the vertical

direction, additional materials in the CMOS stack such as salicide, stress liners, metal

contacts etc. result in distortion of the 1D mode necessitating 2D and 3D treatment

for mode optimization.

In the course of design of the resonators, several structural aspects of the foundry-

provided nFETs are modified. Standard FET doping layers which define the source,

drain and body doping were changed to allow ABRs to be designed as close to the

devices as possible. The shapes of the active device region of the SOI process and
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Table 2.1: Design parameters of CMOS-MEMS RBTs fabricated in the IBM 32nm
SOI CMOS process, shown in Fig. 2-1.

Parameters Value

Length(resonance dimension) (L) 360nm
Width (W) 2.5µm

# ABR pairs 7
Device footprint (including ABRs) 3µm × 5µm

Capacitor doping p or n-type
FET type body contacted nFET
FET W/L 10.3

PolySi gate regions were modified to create longitudinal bar like structures for defi-

nition of the resonant cavity. The number of metal contacts was reduced to reduce

distortion of the resonant mode of vibrations. A summary of the resonator design

parameters is provided in Table 2.1.

A consideration for CMOS based tapeouts is the cost and turnaround times asso-

ciated with every chip which limits the number of devices that may be prototyped on

each chip. Typically, this number is restricted by the large probe pads (3 pads each

for input and output, each pad of size 60µm×100µm with a pitch of 150µm) based on

RF probe specifications required for testing which restricts each run to a few devices.

One way to overcome this limitation is to connect several devices in parallel between

a set of input and output RF pads, with each device connected to a separate DC pad

to turn one transistor ON at a time. This in theory allows for several devices to be

prototyped on a single run and a thorough variation and yield analysis. However, the

increased capacitive loading at the input and output due to the drive capacitors of

these multiple devices cause a huge part of the signal to be shunted to ground, and

appear as large feedthrough parasitics. This prevents the detection of any resonance

peak and thus cannot be pursued as a viable option for optimization of these devices.

2.3 Finite Element Analysis

Based on the previous discussion, a 3D finite element analysis (FEA) of the acoustic

structure including the resonant cavity and ABRs is necessary to design an optimized
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resonant mode. A 3D model is constructed consisting of the handle wafer, buried

oxide layer (BOX), the resonant structure capped by the stress liner and the pre-

metal dielectric (Fig. 2-4(a)). The simulation shows the acoustic structure cut across

the axis of symmetry, including the sensing FET with source/drain contacts, and the

contacts to the resonator body and the driving capacitor.

The boundary condition at the top of the structure (above the FET and ABRs)

was selected to be a free boundary condition. This is due to the fact that the

subsequent layers are made of the low- dielectric (SiCOH) [60], which has very

low acoustic impedance as compared to the materials in the acoustic cavity: Si

(ZSi/ZSiCOH ' 10.5) and SiO2 (ZSiO2/ZSiCOH ' 6). The boundary condition ter-

minating the handle wafer was selected to be a low reflection boundary condition,

to account for the large thickness of the handle wafer. This low reflection boundary

condition is similar in function to Perfectly Matched Layers (PMLs), more commonly

used for impedance matched boundary conditions in 2D simulations. A frequency

sweep of the structure is carried out by applying a squeezing force on the dielec-

tric between the capacitor plates. Fig. 2-4(b) and Fig. 2-4(c) show the resulting

mode shape and stress plot in the longitudinal direction, respectively. The predicted

resonance frequency is around 11.5 GHz for a longitudinal mode contained in the

resonator and ABRs.

2.4 Small Signal Model

The small signal equivalent circuit of a capacitively driven, piezoresistively sensed

resonator is provided in Fig. 1-2, consisting of a 1-port passive BVD model and

a modified transistor pi-model. The drive capacitor is represented by C0 while the

RLC components model the mechanical mass-spring-damper system of the resonator.

The piezoresistive sensing is represented by a transconductance gα. The integration

of such an electromechanical amplification element into the resonant cavity enables

improvement in the out-of-band rejection of the signal before the contribution of

feedthrough parasitics modeled by the Cf and rf .
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Figure 2-4: 3D Finite element analysis of unreleased RBT showing (a) symmetric
half-plane of the 3D geometry of resonant cavity and ABRs, including the full FEOL
stack materials starting with the handle wafer up to the first metal layer, (b) stress
plot along the resonance direction, and (c) frequency response of simulated RBT
derived from the integrated stress at the FET channel.
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The amplitude of vibrations U0 is obtained from the mechanical mode shape of

the composite structure with a resonance frequency of ω0 and resonance length L.

The motional current im which is the electrical equivalent of the acoustic velocity

in the mechanical lumped model, arises from the changing dimensions of the drive

capacitance C0 and its value at resonance is given by:

im = VA
dC0

dt
=

2jω0VAC0U0

L
(2.2)

Thus the input current is proportional to and in phase with the velocity of acoustic

vibrations. The motional RLC values may be calculated from the following equations.

Rm =
vin
im

(2.3)

Lm = Q
Rm

ω0

(2.4)

Cm =
1

QRmω0

(2.5)

On the sensing side, the electromechanical transconductance gα represents the

piezoresistive modulation of the drain current ID at resonance. The electromechanical

output current iem is proportional to the relative change in mobility ∆µ
µ

which in turn

is related to the piezoresistive coefficient ΠSi and the Youngs modulus of Si, ESi.

This is given by:

iem =
∆µ

µ
ID =

−πΠSiESiU0ID
L

(2.6)

Thus, this electromechanical current is proportional to the displacement in the device

and is 90 degrees out of phase with the input current given in (2.2) which is in phase

with the velocity of the resonator. The voltage across the motional capacitance Cm

is in phase with the displacement and can be calculated from the input AC voltage

vin as follows.

VCm = vin
1/sCm

1/sCm +Rm + sLm
=

vin
s2LmCm + sRmCm + 1

(2.7)
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Figure 2-5: Augmented small signal model of the RBT consisting of: (1) an RLC
branch modeling the mechanical resonant system (red), (2) a modified transistor
small signal model (blue), and (3) detailed feedthrough parasitics (green) accounting
for the direct feedthrough to drain, gate and body of the transistor.

At resonance, this is used to calculate gα in terms of iem as:

gα =
iem
VCm

=
iem
VCm

jω0RmCm (2.8)

Along with the direct feedthrough from the driving capacitor to the drain of the

sensing FET, capacitive coupling to the FET gate and body is also possible and

this analysis was carried out by Bichoy Bahr for these devices. According to the

extended small signal model in 2-5 the gate voltage resulting from this coupling can

be expressed as:
vgs(s)

vin(s)
=

sRgCfg
1 + sRg(Cgg + Cfg)

(2.9)

where Rg is the gate bias resistance, Cgg and Cfg are the intrinsic gate capacitance and

corresponding feedthrough capacitance to the FET gate from the driving capacitor,

respectively. Similarly, the voltage feedthrough to the FET body can be expressed

as:
vbs(s)

vin(s)
=

sRbCfb
1 + sRb(Cbb + Cfb)

(2.10)

where Rb is the body bias resistance, Cbb and Cfb are the body capacitance and
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corresponding feedthrough capacitance, respectively. Both couplings show a high-pass

response with frequency. In order to assess the magnitude of this feedthrough, 2.9

and 2.10 are better expressed in terms of the transistor cut-off frequency T = gmFET
Cgg

.

At resonance, the feedthrough expressions can be manipulated to yield:

vgs(s)

vin(s)
=

j ω0

ωT
(gmFETRg)

Cfg

Cgg

1 + j ω0

ωT
(gmFETRg)(1 +

Cfg

Cgg
)

(2.11)

vbs(s)

vin(s)
=

j ω0

ωT
(gmFETRb)

Cfb

Cgg

1 + j ω0

ωT
(gmFETRb)(1 +

Cfb

Cbb
)Cbb

Cgg

(2.12)

The bias resistances Rb and Rg must be small for reliable operation of the RBT.

In a typical biasing configuration, the RBT FET gate may be biased through a

current mirror. The gate bias resistance in this case is on the order of 1
gmFET

, making

gmFETRg ≈ 1. Thus, we consider Rg to be limited such that:

gmFETRg ≤ 1 (2.13)

Moreover, Rb must be designed such that:

gmFETRb � 1 (2.14)

We may also consider the case where the feedthrough capacitance Cfg and Cfb are

both much smaller than the total gate capacitance Cgg, and the resonance frequency of

the RBT ω0 is much smaller than the cut-off frequency of the sensing FET (ω0 � ωT ).

With all these conditions satisfied, the voltage feedthrough to the gate and body of

the sensing FET can be approximated as: vgs(s)

vin(s)
≈ jω0RgCfg and vbs(s)

vin(s)
≈ jω0RbCfb

For a series resonance RLC, the capacitor voltage becomes jQvin at resonance.

Hence, the overall transconductance of the RBT, gm, is given by:

gm(jω0) =
iout(jω0)

vin(jω0)
≈ −jQgα+gmFET (jω0RgCfg)+gmbFET (jω0RbCfb)+jω0Cfo+

1

rf
(2.15)
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where gmbFET represents the backgate transconductance. Rearranging this yields:

gm(jω0) =
iout(jω0)

vin(jω0)
≈ −jQgα+jω0(gmFETRgCfg+gmbFETRbCfb+Cfo)+

1

rf
(2.16)

Thus, the feedthrough to the sensing FET gate and body can be lumped into a single

feedthrough capacitance Cf , given by:

Cf = Cfo + gmFETRgCfg + gmbFETRbCfb (2.17)

Using 2.17, the model of Fig. 2-5 reduces that of Fig. 1-2. Lumped feedthrough

parasitics are represented as a parasitic capacitance Cf in parallel with a parasitic

resistance rf . The overall short circuit output current is given by:

iout(s) = gαvCm(s) +
vin
rf

+ sCfvin (2.18)

And the overall input-to-output transconductance gm is given by:

gm =
iout(s)

vin(s)
=

gα
s2LmCm + sRmCm + 1

+
1

rf
+ sCf (2.19)

Thus, this analysis shows that the simplified small signal model of Fig. 1-2 can

be used to model the resonant body transistor including all of its parasitics. The

key difference between BVD model (Fig. 1-1(b)) used for passive devices and the

RBT small signal model (Fig. 1-2) is that in the case of the former, the motional

impedanceRm completely determines the signal and losses at resonance whereas in the

case of the latter, this is determined by the Rm and Cm along with the piezoresistive

coefficient and drain current ID. Thus the values of all of these paramaters need

to be co-optimized to minimize losses and increase the small signal output current

in the device at resonance. This simplified small signal model will be revisited in

the following chapter and parameter values extracted for the ABR-confined CMOS-

integrated RBTs. These parameters can be used in circuit simulators to model the

RBT behavior for the purpose of CMOS-MEMS co-design.
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Chapter 3

ABR-RBTs in CMOS:

Experimental Results

Devices were fabricated by IBM and realized without any post-processing or packaging

(Fig 3-1). Resonators were tested in a standard two-port configuration in a Cascade

PMC200 RF probe system. SOLT calibration up to the probe tips was carried out,

followed by measurement of open and short structures on the die to de-embed routing

parasitics down to the first metal level. All RF measurements were carried out at

room temperature with −21.9 dBm input power and 30 Hz IF BW using an Agilent

PNA-X N5245A. The overall input-to-output transconductance is obtained from the

de-embedded Y parameters as per the definition for a MOSFET [61],

gm = iout/vin = Y21 − Y12 (3.1)

The ultimate goal for such integrated resonant devices is cofabrication with circuits

in the FEOL level of a CMOS stack. The stand-alone devices fabricated here are

probed using bondpads which introduce parasitics and require de-embedding. It

should be noted CMOS-devices are usually designed to avoid electrostatic discharge

(ESD) events at the chip level using ESD diodes shunting bondpads to the handle

wafer. However, this results in an increased shunt capacitance to ground on the drive

and sense ports and was thus avoided for probing standalone RBTs. Measurements
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Figure 3-1: SEM of CMOS stack obtained using FIB. The resonant cavity comprised
of the SCS device layer and acoustic Bragg reflectors is seen fully buried under the
metal layers.

were therefore taken with continuous N2 purge to reduce the chance of ESD-related

device failure.

For DC measurements, the FET was biased at a gate voltage VA = 0.4V and

a drain voltage VD = 0.6V to verify that the modified FETs showed characteristic

transistor behavior (Fig. 3-2). Furthermore, the drive-capacitor voltage VG does not

affect the transistor ID − VD curves, verifying no DC feedthrough.

Due to the modifications made to the overall FET geometry to create resonant

devices, the output drain current was found to be approximately 2× lower at a given

operating point as compared to a foundry-provided FET. The DC power consumed

at the operating point is 35 µW.

3.1 RF Measurement

The frequency response of the input-to-output transconductance gm of an nFET-ncap

RBT is shown in Fig. 3-3. While the device layer in the region of the nFET is p-

doped, the device layer defining the drive capacitor is n-doped. The device shows
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Figure 3-2: DC response of a sample device showing transistor characteristics and no
dependence of drain current ID on drive capacitor voltage VA

a resonance frequency of 11.1 GHz with a Q of 30 extracted from full width at half

maximum (FWHM). As seen in the figure, the amplitude of the resonance peak

changes with the drive capacitor voltage VA verifying the mechanical nature of the

resonance peak. Similarly, the FET gate voltage VG determines the drain current ID,

which in turn proportionally changes the electromechanical current as in (2.6).

Small signal parameters for the equivalent circuit shown in Fig. 1-2 were extracted

using the data corresponding to the DC bias point of VA = 0.4V and VD = 0.6V in Fig.

3-3. The designed value of the driving capacitor C0 was obtained from layout. The

measured value ofQ of 30 and resonance frequency of 11.12 GHz were used to calculate

the amplitude of vibrations U0, and to uniquely determine the parameter values for

Rm, Cm and Lm and the electromechanical transconductance gα were calculated based

on the equations in section 2.4. The value of the output resistance r0 was then

determined from the Early voltage extracted from the FET DC response (Fig. 3-

2) and foundry-provided nFET models. Fig. 3-4 shows a comparison of measured

RF response of the nFET-ncap RBT to the response of this equivalent circuit model

while Table 3.1 contains the extracted values of the small signal parameters. The
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Figure 3-3: Frequency response of an nFET-ncap RBT showing a resonance frequency
of 11.1 GHz with Q of 30. The drive capacitor voltage VA modulates the gain at
resonance verifying the mechanical nature of the resonance peak.

value of Cf and rf were extracted from the broadband floor of the RF measurement.

It is important to note that modeling of spurious modes requires the addition of RLC

branches to the model in parallel with the existing one.

Fig. 3-5 shows the frequency and phase response of nFET -pcap device designed

on the same die which demonstrates a resonance frequency of 11.54 GHz with Q ∼ 24.

The nFET-pcap device is identical to the nFET-ncap RBT whose response is included

in Fig. 3-3, save for a p-type doping in the device layer below the drive capacitor

instead of n-type doping. The parasitic reverse-biased diode in the nFET-ncap device

increases feed-through with respect to the nFET-pcap device. Both types of RBTs are

driven with n-doped or p-doped drive capacitors designed with identical geometry but

show different resonance frequencies possibly due to stress liners, degenerate doping

leading to differences in acoustic velocity, and fabrication differences between ntype

and p-type doping which give rise to geometric differences.

In a passive resonator, the input voltage is expected to be in phase with the
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Figure 3-4: Measured response of nFET-ncap resonator at VA = 0.4V and VD = 0.6V
(black) in close agreement with the equivalent small signal model (red) (Fig. 1-2).
Extracted model parameters are included in Table 3.1. The model shows a good
response for the primary mode, but additional spurious modes are not captured by
the single LC branch. The systematic offset in the phase is the result of imperfect
open/short de-embedding.

Table 3.1: Extracted small signal model paramaters for the Extracted parameters
of the equivalent circuit model (1-2) of CMOS-MEMS RBTs fabricated in the 32nm
IBM SOI CMOS process.

Parameters Value

C0 14 fF
Rm 1.1 MΩ
Lm 0.49 mH
Cm 4.2e-19 F
gα -0.62 µS
Cf 0.22 fF
rf 290 kΩ
r0 20 kΩ

65



Figure 3-5: Frequency response of nFET-pcap RBT with improved feed-through rel-
ative to the nFET-ncap device. Phase at resonance agrees well with analysis (∼ 90◦).

output current as inferred from the Butterworth-Van-Dyke model. As per the small

signal-model of the CMOS-based RBTs, the output current iout is in phase with the

displacement in the device. Meanwhile, the input current iin and voltage vin are

in phase with the velocity of vibrations at resonance. Hence the output current is

expected to lag the input voltage by 90◦ for a positive VA and lead by 90◦ for a

negative VA. This is confirmed by experiment in the phase plot of Fig. 3-5.

It is noted that testing at a higher DC bias current will improve the amplitude

of the resonance peak with respect to the floor. This requires careful design around

electromigration limits of routing metals and vias/contacts, especially in the lower

metal levels to avoid burnout of metal traces. This poses a design tradeoff between

maximum DC current in the RBT FET and number of contacts to the FET; increased

number of contacts may act as scattering defects in the low-k dielectric near the

resonant cavity distorting the mode shape.

Passive devices using electrostatic drive and sense were also implemented in this
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Figure 3-6: Frequency response of a passive device with pcap drive and sense, showing
no discernible peak around the designed resonance frequency of 12 GHz. De-embedded
S21 response using consistent open-short structures across active and passive devices
is shown on a linear scale.

technology to compare the relative performance of passive vs. active resonators (Fig.

3-6). The geometry of the electrostatic device is similar to that of the RBT, with the

FET replaced by a sense capacitor. 2-port de-embedded frequency response of the

passive device shows no discernible resonance with respect to the feed-through on a

linear S21 scale. This highlights the importance of FET sensing at the frequencies

under consideration.

3.2 Effect of Acoustic Bragg Reflectors

The effect of ABRs on device performance was characterized by designing ABRs at 5%

higher frequency (ABR 1.05) and 5% lower frequency (ABR 0.95) as compared to the

resonance frequency. A comparison of devices with ABRs at three different frequencies

is shown in Fig. 3-7. The device with ABRs at the resonance frequency shows

optimized performance at resonance frequency in terms of suppression of spurious

modes.
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Figure 3-7: Comparison of unreleased RBTs with identical resonant cavity length but
with different ABR spacing. ABR 1 is designed at the cavity resonance frequency;
ABR 1.05 is designed for 5% higher frequency, while ABR 0.95 is designed for 5%
lower frequency. The resonator with ABRs designed at resonance frequency shows
optimized spurious mode suppression.

As discussed in the design section, the first ABR pair had to be spaced at a 3λ/4

distance from the resonator body due to DRC restrictions. Placing such pairs closer

in future designs will further improve the performance of resonators with resonance

frequency ABRs with respect to off-resonance ABRs.

3.3 Fabrication Variations and Yield

The yield of FETs in the process was nearly 100%, which emphasizes the merits of

CMOS integration to harness the high yield of standard CMOS for MEMS fabrication.

The variation in the resonance frequency of the resonators, designed with identical

resonance dimensions, is around 0.1− 0.5%, and is attributed to lithographic process

variations. On the electrical side, such variations are in the form of the variance

in the driving MOS capacitor and FET which affects the drive and sense efficiency,

the gain at resonance, and electrical contribution to the total Q. On the fabrication
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side, geometric or material variations from layer misalignments, sidewall slope and

roughness, film thickness, stress liners, and variation in material acoustic properties

affect the resonance frequency and Q.

A two-parameter model was developed by Wentao Wang to investigate the effects

of lithographic fabrication variations on ABR performance in unreleased RBTs. The

model sweeps the resonance frequency along with the length of the ABR Si/PolySi

gate stack while keeping a constant ABR pitch. This model assumes that the ra-

tio of the length of the gate stack (LSi) to the length of the STI fill material SiO2

(LSiO2) varies due to a systematic underetch or overetch or due to exposure varia-

tion in lithography, while the total length of one pair of ABR (LSi + LSiO2) is held

constant. Fig. 3-8 shows that under these conditions, a ±5% variation is observed

in the resonance frequency and ±10% relative change in Q for a ±10% variation in

(LSi/LSiO2).

Some of the above-noted variations may be mitigated by mechanically coupling

the resonators which has been shown to improve the feed-through, suppress spurious

modes, and improve gain at resonance with the tradeoff of a larger overall footprint

[62], [63].

3.4 Thermal stability

Thermal stability is an important characteristic of any resonator required for reliable

operation in oscillators, filters, sensors, and other communication and navigation sys-

tems. Si resonators typically exhibit temperature coefficient of frequency (TCF) of

−20 to −30 ppm/K but use of materials with positive temperature coefficient of

Young’s modulus (TCE) such as SiO2 has been demonstrated for thermal compensa-

tion [64]. The CMOS-integrated resonators presented here are inherently surrounded

by SiO2 in the BOX and STI fill used to define ABRs. Since the acoustic energy of

unreleased resonators is contained not only within the resonant cavity but also the

surrounding ABRs (Fig. 2-3), such devices are expected to show TCF compensation

from the complimentary Si/SiO2 pairing.
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Figure 3-8: Simulated variations in normalized frequency and Q for RBT with 7
ABRs corresponding to percentage change in (LSi/LSiO2)). Here, LSi is the length of
Si-PolySi stack and LSiO2 is the length of SiO2 which together form one pair of ABR.
The red lines mark ±10% of the designed values.

3.4.1 TCF Analysis

The TCF of a given resonator structure may not be simply calculated by adding the

TCFs of individual materials weighted by their relative proportions in the composite

structure. Instead, the TCF contribution of each material is determined by the net

elastic and kinetic energy contained in it at the resonance mode. The TCF of a

composite structure such as the CMOS-integrated resonator can thus be obtained

using perturbation theory [65] and such an analysis was carried out for these devices

by Bichoy Bahr. At resonance, the total kinetic energy K and potential energy U are

equal in the resonator domain Ω. This yields:

1

2

∫
Ω

S.c.SdΩ =
ω2

2

∫
Ω

ρ||u||2dΩ (3.2)

where c is elastic stiffness tensor, S is the strain field, ρ is the mass density and u is

the displacement field. The notation (:) used here represents the double dot tensor

product. For isotropic materials, the stiffness tensor is proportional to the Young’s
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modulus E and can be written as

c = Ec̃(ν) (3.3)

where ν is Poisson’s ratio. Perturbation theory assumes that changes in the mode

shape can be neglected for small perturbations in the material properties. Changes

in the strain field can also be neglected in this case. Taking the derivative of 3.2 with

respect to the temperature, and neglecting any change in Poisson’s ratio, it can be

shown that:

TCF =
1

ω

∂ω

∂T
=

1

2

N∑
i=1

(
αEiUi
U
− αiKi

K
) (3.4)

where αEi and αi are the Young’s modulus and mass density coefficients, respectively.

U and K are the total strain and kinetic energy in the composite structure, respec-

tively, while Ui and Ki are the strain and kinetic energy in the ith domain, respectively.

For negligible changes in strain field, the volume of each domain is assumed to be con-

stant and thus αi can be assumed to be zero, leaving only Young’s modulus and strain

energy ratios in the equation. By virtue of the geometric complexity of the CMOS

RBT, a closed form solution for the mode shape is not available. Using COMSOL

Multiphysics, a finite element eigenfrequency simulation was used to find the strain

energy in each domain at 298K. The resonance mode was identified as the eigenmode

with highest strain energy in the sensing transistor. Table 3.2 shows the material

properties for the FEOL materials used in the simulation [64], [66]. Substituting

these values into 3.4, the resonator TCF is found to be +2.41 ppm/K.

To further validate the TCF results, another finite element eigenfrequency sim-

ulation is carried out at 380 K, by modifying the corresponding materials Young’s

modulus based on their TCEs. The eigenmode corresponding to the simulation at

room temperature is identified from the mode shape and stress distribution. The TCF

is then estimated from the frequency shift between the two cases. At room tempera-

ture, the simulated resonance frequency was found to be 11.51123 GHz, whereas at

380 K it rises to 11.51339 GHz. These results correspond to a TCF of +2.29 ppm/K.
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Table 3.2: Temperature coefficient of Young’s modulus and strain energy density of
resonator materials considered for TCF simulation.

Materials E(GPa) αE(ppm/K)

PolySi 160 −63.82
SiO2 70 +195.8

Si nitride 260.5 −85.82

Figure 3-9: Zooming in around the measured resonance peak included in inset shows
multiple spurious modes that make up the peak. Plot compares measured values
of the transconductance and data fitted using rational transfer functions. Measured
data shown in black, red lines show the output from the rational transfer function
model.

3.4.2 TCF Measurement and Data Fitting

The temperature stability of the CMOS-MEMS resonators was measured above room

temperature under N2 purge to avoid ESD events. Devices were characterized at room

temperature (298 K), 340 K and 380 K. The DC biasing conditions were the same as

described in chapter 3. Ceramic-substrate calibration and on-chip de-embedding were

carried out at each temperature with −21.9 dBm input power and 30 Hz IF BW. The

fact that resonance peaks exist across temperatures with independent calibrations

validate that they arise from the device and not from any artifacts of the RF mea-

surement.
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Due to the presence of spurious modes (from CMP fill) in close proximity to the

resonance peak and the small value of the frequency shift, the TCF could not be

directly extracted from gm measurement. Numerical modeling techniques were thus

automated by Zohaib Mahmood to perform temperature stability analysis.

Systems with multiple resonances in the frequency response can be modeled ac-

curately using a rational transfer function of the form:

H(s) =
κ∑
k=1

Rk

s− αk
+D (3.5)

Here αk and Rk are poles and residues respectively. κ is the total number of poles

used which defines the model order. For such a model to be physically consistent,

it was ensured that the complex poles appear in conjugate pairs and all the poles

are stable, i.e. they have negative real part (<αk < 0). For our analysis, the model

H(s) minimizes the mismatch between the measured transconductance and output

of the model using an optimization framework as described in [67], [68]. For the

example presented here, de-embedded S-parameters of the resonator measured at the

above-mentioned temperatures were used to compute the transconductance gm.

Rational transfer functions with 22 pairs of complex conjugate poles (κ = 44)

each were used to model the transconductance as a function of frequency computed

for different temperatures and a high-quality fit was obtained (Fig. 3-9). Next, the

smooth outputs of the models were analyzed to locate the resonant frequencies and

their sensitivities to operating temperature. Temperature sensitivities of individual

spurious modes are reported in terms of total frequency shift in Fig. 3-9. Error bounds

were computed by analyzing the noise in measured data and the RMS error generated

by the model in (3.5). It is noted that the error bounds for high-Q resonances, such

as the one at 11.17 GHz, are tighter than the error bounds for low-Q resonances, such

as the one at 11.19 GHz.

The complimentary TCE of Si/SiO2 in the resonator and the surrounding ABRs

results in a temperature stability TCF of 3 ppm/K (Fig. 3-10). Two different fami-

lies of poles were observed those showing positive TCF indicating oxide-dominated
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Figure 3-10: ∆f/f0 with error bars plotted against temperature. Reference lines at
±5ppm/K are shown.

modes and those with negative TCF showing Si-dominated modes. Some modes were

observed with sub-ppm TCF, which demonstrates almost complete compensation of

the thermal properties of Si by the surrounding SiO2 . This complimentary nature of

the TCE of Si/SiO2 provides the opportunity to engineer the TCF of the resonance

peak in future designs to either obtain a high TCF for design of temperature sensors

or for a low TCF for oscillators and filter design.

3.5 Summary and Discussion of Performance

The first CMOS-based unreleased RBTs are demonstrated in IBM’s 32SOI process

with resonance frequencies above 11 GHz, Qs of 24 − 30 and footprint of less than

3µm× 5µm. They are fabricated at the transistor level of the CMOS stack and are

realized without the need for any post-processing or packaging. TCF compensation

is shown to < 3 ppm/K due to the complimentary TCEs of Si/SiO2 present in the
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resonance cavity. The absence of a resonance peak in capacitively sensed resonators

shows the importance of FET sensing for scaling to high frequencies.

The Q of the RBTs is comparable to that of CMOS-integrated LC tanks at sim-

ilar frequencies. However, compared to other acoustic resonators, the Q of the first-

generation CMOS-MEMS RBTs leaves room for improvement. The acoustic proper-

ties of such devices can be precisely designed and simulated if material properties and

dimensions of the FEOL and BEOL stack are available. Accurate knowledge of the

acoustic impedance and velocity of the SiO2 and stress liner used as STI fill material

is critical to the design of ABRs for maximum reflectivity at the desired frequency. A

deviation in properties such as density, Young’s modulus, and built-in stress cause a

mismatch of the ABR design from the resonator at the resonance frequency, resulting

in reduced gain, Q and an altered resonance frequency due to alteration of the bound-

ary conditions forming the resonant cavity. Similarly, the dimensions, location, and

processing method of the salicide contacts to the PolySi gate and the source/drain

regions affect the aspect ratio and mode shape in the thickness dimension resulting

in spurious modes. Several of the above-mentioned parameters and properties of the

FEOL stack were unknown to the foundry or could not be disclosed resulting in com-

promised device performance in terms of low Q and presence of spurious modes close

to the resonance peak in first-generation devices. In general, for each new technol-

ogy, characterization structures such as transmission lines are required to accurately

extract the different material properties for RBT optimization.

Another set of structures which strongly affect device performance are the copper

layers appearing vertically above the resonator due to CMP fill generation. The

resultant acoustic reflector in the vertical direction due to the acoustic mismatch

between the low- dielectric and Cu layers leads to spurious modes in the thickness

direction. Such layers can be excluded from future designs or patterned to create 3D

phononic crystals around the resonant cavity.

Furthermore, the small aspect ratio of the acoustic isolation in the form of ABRs

and the corresponding small solid angle subtended at the resonator for acoustic reflec-

tion resulted in Qs of 30 due to radiation losses into the BEOL stack and Si substrate
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below.

The finite element analysis carried out on these devices shows that while the ex-

perimentally observed resonance frequency is a good match to the simulation, the

non-uniformity in device structure between the drive and sense side results in small

induced strains at the sensing FET at resonance. Thus the FEM emphasizes the im-

portance of uniformity in the resonance cavity in the direction normal to the acoustic

wave to to maximize mechanical strain at the sensing transducer for increased out-

put.
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Chapter 4

PnC-RBTs in CMOS

Several different approaches were considered to improve the Q and the transduction

efficiency of the resonant mode as well as suppress spurious modes.

One approach that was considered to improve the aspect ratio of the isolation

structures while using easily available FEOL materials was through the use of deep

trench capacitors (DTcaps) used as part of the DRAM in IBM’s 45nm SOI process

(Fig. 4-1). However there are several problems with using the deep trench capacitors

in IBM’s process as part of the resonant cavity design:

• The trenches have random voids which result in imperfect and unpredictable

reflections.

• The size and spacing of trenches is fixed and changing the dimensions is a serious

design rule violation that can lead to propagating cracks and mechanical failure.

• The geometry and structure of the DTcaps is such that since they extend far

into the handle wafer (∼ 4µm), any mode driven by the DTcaps is confined far

below the sensing transducers (FETs) which are above the BOX layer.

• The DTcaps available in IBM’s 45nm technology may be modeled as an RC

branch with a cutoff frequency in the MHz range while the transistor dimensions

mean that the resonance mode has a frequency in the GHz range. This makes

the DTs unviable for electrostatic drive with FET sensing.

77



Figure 4-1: (left) Cross-section view of deep trench capacitors in IBM’s 45nm SOI pro-
cess showing > 35 : 1 aspect ratio. (right) Details showing the interfacing transistors
along with PolySi strap connecting the capacitor through the BOX.

• If DTcaps themselves as used for electrostatic sensing, it takes away the advan-

tages of low noise, high efficiency of FET sensing while restricting operation to

MHz frequencies, which make CMOS integration itself redundant.

• Deep trenches are often unavailable in standard CMOS processes making this

a specialized solution for a single process flow. When available, they are of-

ten electrically disconnected and available only as isolation structures or guard

rings, which means they cannot be used for electrostatic actuation.

Given these issues, it may be concluded that DTcaps are not a viable option as

actuating or sensing transducers in CMOS RBTs.

A seemingly obvious way to reduce spurious modes is by removing CMP fill that

appears randomly above designed resonators by using metal exclude layers in the

standard CMOS process. However there is a large acoustic impedance mismatch

between the FEOL layers, typically the stress liners, silicide, and metals that lie

vertically above the resonant cavity in the stack, and the porous low-k dielectric
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SiCOH in the BEOL which has extremely low impedance. Finite element analysis in

COMSOL shows that in a resonator which relies on capacitive drive through the gate

dielectric, this leads to very high energy loss into the BEOL with very little energy

getting reflected back into the FEOL where the sensing transducer is located. This

results in a very low stress appearing at the channel of the sensing FET which in

turn results in the disappearance of the peak and a severely reduced dynamic range.

Secondly, the absence of a metal layers in the SiCOH matrix coupled with the very low

impedance of the SiCOH, results in the creation of a pseudo-free boundary condition

at the top of the resonator. This results to spurious modes in the thickness direction.

Thus, what is ideally desired here is a structure in BEOL which will reflect energy

at the resonance frequency to improve the mechanical signal while allowing energy

loss at frequencies other than the resonance frequency to suppress spurious modes.

This is similar to the concept of vertical ABRs for unreleased resonators which have

been previously demonstrated as solidly mounted devices using ABRs in the vertical

direction for confinement of thickness modes [57]. This concept may be extended

to fully buried CMOS resonators using the BEOL layers such as routing metals and

inter-metal dielectric for design of ABRs in the vertical direction. However, such an

implementation suffers from the following problems:

• BEOL layer thicknesses are process-determined and are not available as a design

parameter.

• Vertical ABRs preclude the design of lithographically-defined resonant modes

and frequencies, restricting the whole wafer to a single resonance frequency and

its harmonics.

• High variability in BEOL layer thicknesses as compared to lithographically de-

fined dimensions results in variable center frequency and reduced yield.

As one solution, a 3D acoustic reflective structure comprising a phononic crys-

tal (PnC) (Fig. 4-2) which surrounds the resonant cavity is proposed, for better

mode confinement and suppression of spurious modes as compared to first-generation

devices.
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Figure 4-2: Cross-section schematic of a standard CMOS stack showing phononic
crystal formed using BEOL layers, encapsulating resonant cavity formed in FEOL
layers.

4.1 Design of PnC in CMOS

A PnC is an acoustic structure with periodic variations in mechanical properties,

which generate frequency bandgaps in which no elastic waves may propagate through

the structure. Such acoustic bandgaps are formed by the diffraction and scattering

of phonons at the interface between the materials making up the PnC. The location,

width and rejection within such bandgaps is engineered by varying lattice types as

well as the size, shapes, positions and properties of the materials constituting the

PnC. PnCs have been experimentally demonstrated in a variety of materials such

as Si-air [69], SiC-air [70], Si-W [71] and SiO2 -W [72] for acoustic isolation and

mirroring, as acoustic waveguides, cavities and filter coupling. Phononic bandgaps in

these material systems have been demonstrated to exceed 10% of the center frequency.

Based on classical wave theory, PnC bandgaps are formed due to two different

resonance conditions that prohibit acoustic propagation through the crystal, called

the Mie resonance (from local standing waves formed within inclusions) and the Bragg

resonance (from destructive interference of waves scattered from the inclusions) [73]

(Fig. 4-3).

In a 2D representative diagram with circular “inclusion” material with radius
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Figure 4-3: Schematic of 2D phononic crystal showing conditions for Bragg and Mie
resonances which result in phononic bandgaps.

r and pitch a, with acoustic impedance Zi and velocity Vi and an environment or

surrounding material with acoustic impedance Zm and velocity Vm, the reflection

coefficient at the inclusion-environment interface is given as:

Γ2 = (
Zi − Zm
Zi + Zm

)2 (4.1)

and the Bragg and Mie resonance conditions along various crystal directions may be

given by:

f(Bragg)ΓX = f(Bragg)XM =
Vavg
2a

(4.2)

f(Bragg)ΓX =
Vavg

2a
√

2
(4.3)

f(Mie) =
Vi
4r

(4.4)

where the average acoustic velocity through the crystal Vavg is given by:

Vavg = π(
r

a
)2Vi + (1− π(

r

a
)2)Vm (4.5)

To create a wide acoustic bandgap, it is desirable to maximize scattering at in-
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terfaces (4.1) and maximize the overlap of Bragg and Mie resonances to form wide

and deep bandgaps (4.2), (4.4). These conditions may be satisfied by maximizing the

acoustic impedance mismatch between the PnC material pairs while matching their

acoustic velocities. It is also noted that filling fraction r/a must be large to restrict

transmission through the surrounding material but if this becomes too high, hopping

between these inclusions once again leads to increased transmission. Further details

of PnC theory may be found in [74].

Thus, material pairs with high acoustic impedance mismatch such as W/SiO2 or

Cu/SiO2 form highly reflective PnCs in which fewer repeating layers of the PnC struc-

tural unit cell are required for acoustic confinement. The high impedance mismatch

also results in wide PnC bandgaps; these facilitate the design of a high-Q resonance

within such bandgaps [75] and are commonly implemented in 1D ABRs [57].

Such material pairs are found in the BEOL of integrated circuit (IC) technologies

as high acoustic impedance metals (such as Cu or W) surrounded by a low acoustic

impedance dielectric (such as SiO2 and low-k dielectrics like SiCOH) used for metal

routing and vias. In a typical IC technology, while the thickness of metals (or vias) is

fixed, the widths and lengths are lithographically defined and these may be optimized

within a wide range to engineer a wide frequency bandgap for the PnC. Table 4.1 lists

some common materials found in BEOL CMOS along with their acoustic impedances.

Copper metallization over low-κ SiCOH background as well as tungsten over SiO2

Table 4.1: Mechanical properties for materials in the CMOS stack
ρ c11 Z11 c44 Z44

Material (kg/m3) (GPa) (MRayls) (GPa) (MRayls)

Si< 1− 0− 0 > 2329 194.3 21.2 79.5 13.6
Poly-Si 2320 183 20.6 65.5 12.3

SiO2 2200 75.2 12.9 29.9 8.11
TEOS 2160 49.4 10.3 19.7 6.5

Tungsten 19250 525 101 161 55.6
Copper 8937 190 41.2 47.0 20.5

Aluminum 2735 111.1 17.4 28.9 8.9
SiCOH 1060 3.96 2.05 1.32 1.18
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are notable examples with impedance contrast ratios on the order of 19× and 17×

respectively. The ability to create wide-bandgap PnCs in CMOS makes them ideal

for achieving high acoustic confinement in unreleased CMOS.

In this work, the PnC defining the acoustic cavity was designed in IBM’s 32nm

SOI process using the first five metal layers of the BEOL stack as they have identical

thicknesses. These consist of Cu surrounded by low-κ SiCOH intermetal dielectric

[76]. As discussed, the Cu layers are ideal for PnC design as DRC constraints on their

size and placement are sufficiently relaxed to allow engineering of a wide acoustic

bandgap. FEM simulation of the unit cell shown in Fig. 4-4(a) was used to analyze

and optimize the frequency response of this PnC. The size and pitch of the Cu blocks

patterned over the inter-metal dielectric are 168 nm and 252 nm respectively. Bloch

boundary conditions were forced in the unit cell model with k -vector scanned across

the irreducible Brillouin zone of the reciprocal lattice (Fig. 4-4(b)).

This type of analysis determines every possible acoustic resonance mode that may

be sustained by such a periodically repeating PnC unit cell in all directions, and

thus captures the expected behavior of the PnC in all directions. The eigenfrequen-

cies obtained at each k -vector from this simulation reveal a 3.47 GHz wide bandgap

centered at 4.5 GHz (Fig. 4-4(c)). The phononic bandgap prevents transmission of

mechanical energy in this range of frequencies in any direction in the PnC, from the

resonant cavity outwards to the environment and from the environment inwards to

the resonant cavity. In IBM’s 32nm SOI process, upper metal levels have a different

thickness which causes them to break the periodicity of the PnC. To simplify design,

these upper metals were excluded using CMP fill exclusion layers available in the

process.

4.2 Resonator Design

The foundry-provided analog nFET was chosen to drive and sense the acoustic res-

onator to take advantage of the high-quality, ultrathin gate dielectric and high-

performance FETs available in the FEOL stack. In the ABR-only design from [15],
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Figure 4-4: (a) Unit cell of the PnC implemented in this design (b) Irreducible Bril-
louin zone showing directions of k -vector scan. (c) COMSOL simulation of the PnC
unit cell showing bandgap a bandgap between 2.80 GHz and 6.27 GHz.

the driving and sensing transducers each spanned half the length of the cavity (in the

y-direction), resulting in an asymmetric transduction of the longitudinal mode (Fig.

4-5). In the current design, such asymmetry was avoided by configuring two nFETs

as MOS capacitors (MOSCAPs) extending the entire length of the resonance cavity

(in the y-direction). A single sensing nFET was placed at the center of the cavity

between the two driving MOSCAPs. A floating body nFET was chosen over body-

contacted structures for optimal structural continuity along the resonance cavity in

the y-direction.

In operation, the two driving nFETs configured as MOSCAPs are biased into

inversion. A small AC voltage is applied across the gate dielectric of the capcitors to

launch acoustic vibrations into the device. At resonance, the acoustic vibrations of

the resonant cavity are sensed as the piezoresistive modulation of the sensing FET

drain current.

Dummy gates of the transistors included in the foundry-provided layout were left
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Figure 4-5: Top view of PnC resonator showing driving and sensing transistors, gates,
modified contacts, first metal level and bulk ties. Metals layers are excluded for clarity
of underlying structure.

unmodified to maintain uniformity of stress liner distribution within the resonant

cavity and to minimize DRC violations. Adjacent transistors in the resonant cavity

were positioned such that the neighboring transistors’ dummy gates exactly over-

lapped with each other. nFets with 160 nm nominal gate length were configured with

2µm gate width and gate-to-gate pitch of 290 nm. The overall footprint of the device

5µm× 7µm.

Certain parameters of the foundry-provided layout were modified for optimal con-

finement of the resonant mode. First, the routing for the driving and sensing gates

was limited to the first metal layer to maintain the periodicity of the PnC in the

higher metal levels for optimal acoustic confinement at resonance. Second, some vias

from the MOSCAP source/drain regions were removed to minimize acoustic scatter-

ing points within the resonant cavity. Third, long rectangular wall-like vias spanning

the width of the FET (in the y-direction) were used to uniformly reproduce the res-

onant structure from the 2D design in Fig. 4-5. Such vias are already offered as

a fabrication option and optimized to have no effect on yield by foundries such as

TSMC. In general this is the only serious DRC rule violation in the design of these

second-generation PnC-RBTs as changing the via type from square to long rectangu-

lar vias does affect FEOL layers critical to transistor operation such as stress liners
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Figure 4-6: (a) Cross-section SEM of a CMOS-MEMS resonators showing PnC pat-
terned in metal stack and FEOL resonant cavity (b) details of resonant cavity showing
driving and sensing transducers.

and may adversely affect transistor function. Finally, bulk ties (vias to substrate)

were included at the transistor level to optimize mode confinement in the x-direction

in the FEOL of the process.

4.3 Experimental Results

The PnC-confined RBTs were fabricated by IBM and realized without any post-

processing or packaging. A cross-sectional SEM of the PnC RBT is presented in Fig.

4-6.

The DC response of the sensing transistor is shown in Fig. 4-7 and exhibits

expected FET performance, despite the modifications mentioned in section 4.2. The

modification from foundry-provided square vias to rectangular long vias spanning the

width of the gate was seen to have no effect on transistor DC performance in this
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Figure 4-7: (left) IDS − VDS characteristics and (right) IDS − VGS of the resonator’s
sensing FET showing expected transistor response. In operation, the the sensing FET
was biased at VDS = 0.6 V and VGS = 0.65 V.

design.

For RF operation, the driving MOSCAP gates are biased in inversion at VA = 1V

while the sensing transistor is biased in saturation with drain voltage VDS = 0.6V ,

gate voltage VGS = 0.65V , and drain current IDS = 95µA, well within electromigra-

tion limits. This operating point has been selected to maximize the current sensitivity

to relative change in channel mobility. The power dissipated by the sensing FET at

its DC operating point is 57µW.

Resonators were tested in a standard two-port configuration in a Cascade PMC200

RF probe system. TRL calibration up to the probe tips was carried out at room

temperature with −10 dBm input power and 2kHz IF BW with 50 averaging traces

using an Agilent PNA N5225A. Devices were measured under continuous N2 purge to

reduce electrostatic discharge events. The overall input-to-output electromechanical

transconductance gm is obtained from the de-embedded Y parameters as per the

definition for a MOSFET [61],

gm = iout/vin = Y21 − Y12 (4.6)

Devices were de-embedded using their response at VA = 0V on the driving MOSCAPs,
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Figure 4-8: Measured mechanical transconductance gm = Y21 − Y12 of the fabricated
PnC RBT. Measured frequency response of the PnC-RBT along with the fit generated
using a 24-pole rational transfer function in MATLAB.

corresponding to the resonator “Off” state to suppress the mechanical mode. An 11-

point running average filter is applied to the data for smoothing before fitting a

rational transfer function with 24 poles to extract a Q of 252 at the 2.8 GHz reso-

nance. The result of this fit along with the measured frequency response are plotted

in Fig. 4-8. The spurious mode at 4.55 GHz corresponds to the high-frequency mode

in the simulation (Fig. 4-10) but is not distinguishable above the feedthrough floor

and it is intrinsically lower Q.

This design shows a 8× boost in Q over the previous generation CMOS-integrated

RBTs with a 2.5× improvement in f.Q product in [15] with only a 2× increase

in overall footprint. The PnC RBT also shows a wide spurious-free spectral range

extending up to 4.5 GHz.

The importance of design symmetry in the Z-direction maintained by using long

wall-like vias instead of the standard foundry-provided square vias is evident from

Fig. 4-9. Both of these measurements were obtained at the same DC operating point
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Figure 4-9: Comparative response of modified long wall-like vias used in resonator de-
sign versus regular foundry-provided square vias. The design using foundry-provided
square vias shows a distorted peak with low Q along with additional spurious modes.

as in Fig. 4-8. Both RBTs were fabricated on the same die and are expected to have

closely matches layer thicknesses, as justified by the exact overlap of the resonance

frequency. A comparison of the plots shows that the resonant structure with the

modified wall-like vias that span the entire length of the cavity for contacting the

driving MOSCAPs and the sensing FET demonstrates higher amplitude and less

distortion of the resonance peak. The resonant structure with square vias not only

shows a distorted, low amplitude main peak, with a reduced Q of 160, but also suffers

from high amplitude spurious modes close to the primary peak. It is hypothesized that

the discontinuities introduced by the square vias in the Z-direction lead to scattering

points within the resonant cavity which reduce the Q of the resonant peak. This also

emphasizes the importance of such a Z-direction symmetric design over the ABR-

RBT.
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4.4 Finite Element Modeling

Mechanical properties of various materials in the CMOS stack are often unknown (for

instance passivation materials such as SiCOH) or not shared by the foundry (such

as details of stress liners). The experimental response of the PnC-RBT is used to

perform finite element modeling in COMSOL by comparing the simulated response

to the measured frequency response. The dimensions of the stack layer thicknesses as

well as lithographically defined dimensions are extracted from the SEM cross-section

(Fig. 4-6) of the final structure. Mechanical properties of various materials found

in the FEOL and BEOL stack, such as Young’s modulus, density and poisson ratio

are tweaked within expected limits to obtain the best match between simulation and

measurement to extract exact material properties of the stack for future designs.

The FEM simulation is carried out by using the extracted dimensions of the res-

onant structure and applying a small signal 26.5 MPa stress at the resonator driving

gates corresponding to the calculated stress when the MOSCAPs are biased in inver-

sion and an RF input signal of −10 dBm is applied to the driving gates. Mechanical

properties were varied within a plausible range for each material to obtain a response

that is well-matched to the experimental results. The resultant mode shapes and fre-

quency response from COMSOL simulation is shown in Fig. 4-10 in good agreement

with the measured frequency response of a 2.8 GHz resonator presented in Fig. 4-8.

Properties of the various FEOL and BEOL materials in the structure simulated here

are given in Table 4.1.

The simulated frequency response in Fig. 4-10(c) shows the average stress at the

sensing FET channel. The structure exhibits two mechanical modes at 2.8 and 4.5

GHz. Both modes show good confinement of the resonant mode by the PnC with

leakage restricted to the substrate. The mode at 2.8 GHz (Fig. 4-10(a)) is a PnC

surface mode (decaying into PnC and substrate) and has a higher Q of 903 [77]. The

mode at 4.5 GHz (Fig. 4-10(b)) penetrates less into the PnC as it is located deep

inside the PnC frequency bandgap. However the increased radiation losses in the

plane of the transistors leads to an overall Q reduction of this mode.
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Overall, the Q from simulation is expected to be much higher than the Q from

measurement for the following reasons:

• The inter-metal dielectric is a porous SiCOH ultralow-k dielectric [78] and is

expected to be a significant source of viscoelastic damping [79]. However, rele-

vant material properties could not be disclosed by the foundry or were unknown

and hence viscoelastic damping was not included in the simulation which only

considers radiation losses in the x− y plane of the cavity.

• The simulation is a 2D plane strain approximation which does not account for

the scattering along the Z-direction due to finite cavity depth as well as the

abrupt termination at the ends of the MOSCAPs and FET.

4.5 Conclusion

Using some of the insights obtained from the ABR-confined 1st generation of CMOS-

RBTs, acoustic isolation in the form of phononic crystals was considered for the 2nd

generation of CMOS-integrated resonators. These phononic crystals are designed

in the back-end-of-line of a standard CMOS process by patterning high impedance

metal routing layers and vias with the low impedance passivation material to gen-

erate acoustic bandgaps that prevent the propagation of energy in certain frequency

ranges. Such PnC confined RBTs show minimal performance degradation due to the

minimized DRC violations in such a design, while the superior acoustic confinement

in the form of PnCs results in a Q of 252 which is an 8× improvement (with a 2.5×

improvement in f.Q product) over the previous generation. A resonance peak at

2.81 GHz is demonstrated with spurious free range extending beyond 4 GHz with a

footprint of 5µm× 7µm.

One of the only DRC rules violated in the creation of these devices includes the

design of long vias that span the length of the resonant cavity (which is offered as

a design option in processes such as TSMC) to ensure Z-directional uniformity. The

importance of Z-direction uniformity of the resonance cavity is emphasized by the
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Figure 4-10: (a) X-stress at 2.81 GHz in 2D PnC-RBT structure showing Q of 903
with acoustic losses confined to substrate. (b) X-stress in resonant structure at 4.54
GHz with Q of 52 showing losses restricted to FEOL and substrate (c) Frequency
response from 2D FEM COMSOL simulation of PnC resonator with resonances at
2.81 GHz (Q of 903) and 4.5 GHz.
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design of a resonator with the standard IBM square vias which shows a degraded Q

and presence of spurious modes close to resonance peak. Such devices may be used

to reverse engineer and characterize the properties of the materials in the CMOS

stack by fitting the finite element simulation response to the resonator response, thus

creating a database for future designs. Performance improvements may be achieved

by maintaining the uniformity of the PnC down to the resonance cavity, designing

well inside the acoustic bandgap and using techniques such as differential drive and

sense and mechanical coupling to improve resonator Q and parasitic feedthrough.

The resonant frequency and mode may be carefully chosen to evanescently decay into

the buried oxide layer and underlying handle wafer [74].

An important consideration while choosing a technology for design of a CMOS

PnC is the materials available in the BEOL stack. For most technologies, the inter-

metal dielectric usually provides a low acoustic impedance background for PnC design.

The high-impedance material surrounded by this dielectric is in the form of either vias

or routing metals. In a technology such as IBM’s 32nm SOI, both routing metals and

vias are comprised of high-impedance Cu surrounded by a low-impedance SiCOHṪhe

use of both routing metals and vias for PnC design provides a wide design space to

optimize PnC bandgaps, leading to relaxed mechanical design constraints. However,

electrical routing to the resonator is challenging in this scenario as it mechanically

perturbs the interface between the PnC and the resonant cavity, affecting the bound-

ary conditions and hence overall device performance. In this work, the vias from the

drain of the driving MOSCAPs were removed, and the first layer of metal was placed

off-center from the existing vias to minimally affect the mechanical structure of the

PnC.

On the other hand, some IC technologies use routing metals with acoustic impedance

comparable to that of the inter-metal dielectric such as Al surrounded by SiO2İn this

case, the routing metals negligibly affect the PnC dispersion characteristics and the

PnC is solely designed using the high-impedance vias (such as tungsten or copper),

if available. For such technologies, the electrical routing to the resonator does not

interfere with the PnC mechanical design and there are no severe impediments to
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electrical routing to the resonator. However, the mechanical design of a PnC with

wide frequency bandgaps is challenging as it is restricted by the lack of flexibility in

via dimensions.
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Chapter 5

The Piezoelectric RBT

In the previous chapters, we explored CMOS-integrated resonators employing FET-

based sensing to realize small-footprint, high-Q, fully unreleased MEMS resonators.

These solid-state devices require no post-processing or packaging and can be inte-

grated with IC circuits with minimal parasitics due to their fabrication at the tran-

sistor level of the CMOS stack.

However, these CMOS-integrated RBTs have certain performance limitations based

on the materials and the transduction mechanisms available in the standard CMOS

stack. Dielectric transduction with Si-based resonators, is usually less efficient as a

driving mechanism as compared to mechanisms such as piezoelectricity, resulting in

10− 100× smaller driving forces for the same voltage applied across a dielectric film

of the same physical dimensions as compared to a piezoelectric film. This results in

a small output signal and high motional impedance Rm (Fig. fig. C-1), which leads

to high insertion losses in filters, and difficulty in designing a feedback loop for oscil-

lators. Furthermore, since high transduction efficiency for a dielectric based drive is

usually dependent on utilization of thin films, the power handling capacity of these

devices is correspondingly low.

Exploration of piezoelectric materials for actively-sensed resonators is an attrac-

tive direction due to the high transduction efficiency, also expressed by the perfor-

mance metric k2
eff (appendix B) for piezoelectric devices resulting in low insertion

losses measured in such devices. Furthermore, due to the manufacturing difficulties
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in depositing thin piezoelectric films with minimal leakage and good piezoelectric

properties, these usually have thicknesses on the order of 100 s of microns, improving

their power-handling capacity.

In the past, several piezoelectric materials such as quartz, ZnO, AlN and PZT

have been chosen for use in a microdevices based on their unique properties for the

desired application [3]. For instance, lead zirconate titanate (PZT) is a piezoelectric

material with extremely high coupling coefficients, making it attractive for macroscale

sensors and actuators [80]. Crystalline quartz has also been extensively explored

and commercialized for timing applications as quartz has a very low temperature

coefficient of frequency resulting in highly reliable resonators [81]. Piezoelectrics such

AlN and ZnO have relatively weak coupling coefficients (Table 5.1) but they have

high quality factors that make them especially suitable for high frequency resonators

[82], [83].

Piezoelectric devices have been traditionally designed and fabricated with piezo-

electric films such as AlN deposited on the top surface of the resonant structure. One

category of such devices includes thickness mode resonators such as FBARs which

utilize the e33 coefficient to drive and sense vibrations. For most materials the e33

coefficient is greater than the e31 coefficient (Table 5.1), making longitudinal transduc-

tion more efficient. However, FBARs are restricted to a single resonance frequency

and its harmonics per wafer. Such thickness mode FBAR devices also require ex-

tremely thin films to scale to higher frequencies which makes manufacturing difficult

and films leaky. Furthermore, the large sensing area required for high signal out-

Table 5.1: Comparison of piezoelectric coupling coefficients of common piezoelectric
materials [3].

Material e31 (C/m2) e33 (C/m2)

AlN -0.48 1.55
ZnO -0.61 1.14

PZT-4 -5.2 15.1
PZT-5A -5.4 15.8
Quartz NA 0.17
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put proportionally increases the device footprint which is undesirable for electronic

components.

Another category of piezoelectric devices is the thin film-piezoelectric on Si (TPoS)

resonators which utilize the transverse piezoelectric coefficient e31 of a material such

as AlN to induce lateral vibrations by squeezing the piezoelectric film in the vertical

direction. Enhanced power handling and Q-boosting has been demonstrated in these

devices by inclusion of Si into the resonant cavity [84]. The Q-boosting of Si based

piezoelectric resonators may be understood based on the higher theoretical Q limits

in Si as compared to piezoelectrics such as AlN, which are 2− 3× higher in the case

of Siat low frequencies, and more than an order of magnitude higher above GHz

frequencies [9].

Power handling is a measure of the amount of power that may be delivered or

applied to a resonator before giving rise to nonlinearities. In piezoelectric resonators,

the primary source of this nonlinearity is the non-linear spring constant, which leads

to a dependence of the resonance frequency on vibration amplitude and leads to noise

and distortion in the output signal. The nonlinearity limitations in different materials

are a function of material properties and may be compared by normalizing the maxi-

mum energy by the volume of the structure, also known as the energy density. Single

crystal Si resonators show orders of magnitude higher energy densities that most

piezoelectric materials such as quartz [85], improving their linear range of operation.

Given the limitations faced by passive devices for scaling to multi-GHz frequencies

(section 1.1.2), active FET-sensing using piezoelectric films in an Si-based resonator is

explored as part of this work. Due to the (i) high transduction efficiency of piezoelec-

tric films, especially for longitudinal transduction in the e33 direction, (ii) Q-boosting

due to presence of Si in resonant body, (iii) enhanced power-handling capability, also

due to Si in the resonant body; we explore the design of piezoelectric RBTs which

employ sidewall-deposited piezoelectric films in place of the gate dielectric in an Si-

based RBT configuration. The physics behind the operation of such a structure is

different from a dielectric-based RBT and is considered below.
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Figure 5-1: Top-view schematic of piezoelectrically transduced Resonant Body tran-
sistor. AlN piezoelectric films (dark blue) are used in place of the gate oxide for a
double-gate transistor for sensing and actuation. Gates (gray) consist of metal such
as molybdenum.

5.1 Physics of Piezoelectric RBTs

A piezoelectric RBT is envisioned as a two-gate transistor with piezoelectric films

such as AlN in place of the gate oxide (Fig. 5-1).

On the driving side, acoustic vibrations are driven piezoelectrically, through the

e33 coupling coefficient resulting in a higher driving stress and larger amplitude of

vibrations. On the sensing side, the piezoelectric film experiences strain due to the

longitudinal vibrations in the structure at resonance. This results in a change in the

polarization and hence electric field across the film through the inverse piezoelectric

coefficient. This is modeled as a modulation in net gate voltage and is usually the

dominant term over piezoresistive and capacitive contributions.

A simple rectangular-shaped longitudinal mode device such as the one shown in

Fig. 5-1) may be easily analyzed based on the theory presented in [86]. On the drive

side, the back gate or driving gate of the piezoelectric RBT is biased into accumulation

by applying a DC voltage VA, and a small AC voltage vace
jωnt to the drive gate to

launch acoustic waves into the device. The source of the transistor is tied to ground
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while the drain is biased at VD. Thus, the average driving voltage applied across the

back gate is (VA + vace
jωnt − VD)/2. and an average value for the electric field across

the piezoelectric film of thickness g is given as (VA + vace
jωnt − VD)/2g. For certain

device configurations in which the drive and sense are separated due to mechanical

coupling, the average electric field simplifies to (VA + vace
jωnt)/2g.

Using the constituent equations of piezolectricity B.4 included in appendix B, the

resultant in-plane stress in the piezoelectric film, σpelec, along the direction of the

electric field, which is also along the direction of the c-axis is given by:

σpelec = e33(
VA − VD

2g
+
vace

jωnt

2g
) (5.1)

Hence the AC stress, σpAC , relevant for the amplitude of vibration calculation, is

given by

σpelecAC = e33
vace

jωnt

2g
(5.2)

This may be used to calculate the amplitude of vibrations U0 using the analysis

for forced longitudinal vibrations in a damped bar [59] where the resonance frequency

is given by:

fn =
n

2L

√
c11

ρ
(5.3)

where fn is the resonance frequency, L is the length along the resonant dimension, n

is the harmonic, c11 and ρ are the effective stiffness coefficient along the direction of

vibration and effective density respectively.

It may be shown that in addition to the piezoelectric effect, electrostriction also

contributes to stress in the AlN. However, electrostrictive stress is more than two

orders of magnitude smaller than the piezoelectric stress and is ignored for the sub-

sequent analysis.

On the sensing side, assuming a DC bias point where source is tied to ground, gate

is biased at VGS with respect to source and drain is biased at VDS, with a transistor

threshold voltage VT , the transistor drain current for long-channel devices is given by

two simple relations:
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In the linear regime, when VDS < VGS−VT , for a sidewall transistor with sidewall

depth h, we have the DC current IDCLin given as

IDCLin =
h

Lgate
µnCpiezo(VGS − VT −

VDS
2

)VDS (5.4)

In the saturation regime we have VDS ≥ VGS −VT , and the current IDCsat is given

as

IDCsat =
h

2Lgate
µnCpiezo(VGS − VT )2 (5.5)

The small signal output current at the mechanical resonance frequency has three

different components:

• Piezoelectric: Mechanical strain across the piezoelectric gate insulator induces

a small signal gate voltage that modulates the drain current.

• Piezoresistive: Mechanical strain at the FET channel induces a small signal

change in drain current due to the piezoresistive modulation of channel mobility.

• Capacitive: Mechanical strain across the FET piezoelectric layer results in a

change in gate capacitance which modulates the drain current.

The physics and relative contributions of these are examined below.

Piezoelectric Contribution

At resonance, the stress field in the piezoelectric film results in an electric dis-

placement vector, [D] at its surface given by B.3:

[D] = [e].[S] (5.6)

where [S] is the strain vector. This induces a net voltage across the film which may

be calculated by integrating the resultant electric field vector [E] over the thickness

of the film, given by:

Vpiezo =

∫
thickness

[Epiezo]dx =
1

ε0kpiezo

∫
thickness

[e][S]dx (5.7)
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These matrices simplify to single values in case of a simple mode such as that of a

longitudinal bar mode which is under consideration here but they have been retained

in their original form to indicate that the same equation may be used for more complex

2D modes such as wineglass or Lamé modes.

This induced voltage may be considered as an additional voltage that appears at

the gate of the transistor based on the analysis in [86] and thus modifies the transistor

equations as:

IDCLin =
h

Lgate
µnCpiezo(VGS + Vpiezo − VT −

VDS
2

)VDS (5.8)

in the linear regime and in the saturation regime:

IDCsat =
h

2Lgate
µnCpiezo(VGS + Vpiezo − VT )2 (5.9)

Piezoresistive Contribution

The standing acoustic wave in the resonator results in a time-dependent strain

along the channel which modulates the mobility due to the piezoresistive effect similar

to the case of the CMOS-RBTs. Based on 2.6 and appendix D we may express this

as:
∆µ

µ
= [πSi−(110)][σSi] (5.10)

where πSi−(110) is the piezoresistance matrix of Si for a typical (001) wafer and σSi is

the stress vector in the same plane. Thus, the small signal output current due to this

effect is given by:

ipres = IDC
∆µn
µn

(5.11)

The value and sign of the piezoresistive coefficient along the direction of the current

determines whether this contribution is in or out of phase with the piezoelectric

contribution.

Capacitive Contribution

Apart from the piezoelectric contribution to the output AC current, we will also

have an AC current resulting from the change in the gate capacitance provided by the
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piezoelectric film. The insulating AlN film forms a gate capacitor which squeezes and

expands due to the acoustic wave, and this results in small signal modulation of the

DC drain current at resonance. Thus, this current is positive when the capacitance

increases, i.e. when the piezoelectric film is compressed. Calculating the capacitance

per unit area when not at resonance, Cpiezo, and the change in this capacitance at

resonance, ∆Cpiezo, when the piezoelectric film expands to thickness g+∆g, we have,

∆Cpiezo = ε0kpiezo(
1

g
− 1

g + ∆g
) ∼ ε0kpiezo

∆g

g2
(5.12)

where kpiezo is the relative permittivity of the piezoelectric film.

∆g may be calculated as the net increase in the thickness of the piezoelectric film

by integrating the strain function over the thickness of the film.

Finally, the change in output current due to this change in capacitance is simply

given by:

icap = IDC
∆Cpiezo
Cpiezo

(5.13)

The total modulation current in both, the linear and saturation regimes is thus

given by summing these three contributions in that regime:

iout = ipelec + ipres + icap (5.14)

It may be shown that typically the capacitive contribution is 5 orders of magni-

tude smaller than the piezoelectric contribution and may be ignored. On the other

hand, the relative magnitude of the piezoresistive contribution with respect to the

piezoelectric contribution depends on the DC bias point of the device but is expected

to be about 12× lower at the chosen operating voltages in the saturation regime.

A detailed analysis and modeling of such a device is presented in [49].
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5.2 AlN as a candidate material for the piezoelec-

tric RBT

While some piezoelectric materials such as quartz and PZT may not be integrated

into a CMOS process due to the risk of contamination and manufacturing difficulties,

materials such as AlN are CMOS-compatible and have already been demonstrated on

top of the CMOS stack [12]. GLOBALFOUNDRIES has recently started offering an

AlN on CMOS process as a post-CMOS MEMS or piezoelectric option in their fab-

rication facility. Thus AlN is considered as a candidate material for the piezoelectric

RBT.

AlN is a wide bandgap semiconductor with a bandgap of 6.01− 6.05 eV at room

temperature. It crystallizes in wurtzite crystal structure which is a member of the

hexagonal crystal system with lattice constants a = 3.11 Å (which gives the length

of the sides of the diamond forming the base of the unit cell) and c = 4.98 Å (which

is the height of the unit cell) [87]. In such a structure, 4 Miller-Bravais indices

indicate the position along the three basal axes a1, a2 and a3 in the hexagonal plane

with the c axis perpendicular to it, which is also referred to as the [0001] direction

along the crystal. The lack of inversion symmetry or centrosymmetry in AlN and

other materials with wurtzite crystal structure such as ZnO and GaN results in such

materials demonstrating properties such as piezoelectricity [88].

Several techniques such as pulsed laser deposition (PLD) [89], metal-organic chem-

ical vapor deposition (MOCVD), sputtering [90] and molecular beam epitaxy (MBE)

[91] are some possible techniques for the synthesis of AlN films on Si. MBE is the

preferred technique of growth for high film purity and good c-axis orientation at the

cost of a reduced growth rate. On the other hand, MOCVD and sputtering offer the

advantages of high deposition rate, good uniformity and low temperature with good

conformality in coating sidewalls of features. In recent years, it has been possible to

reliably sputter AlN films with good c-axis orientation and piezoelectric properties

on the sidewalls of a material such as Si or SiC [92]. This allows the design of side-

wall transduction in piezoelectric resonators with lithographically defined frequencies
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and high transduction efficiency due to the e33 coefficient, leading to extremely low

motional impedance values for such sidewall transduced MEMS resonators [56].

TEM images show that with RF sputtered films, a thin semi-crystalline inter-

face layer of AlN forms to a thickness of about 4 nm from the surface of the Si and

columnar AlN originates from this interface layer extending through the remainder

thickness of the material with c-axis oriented along the direction of growth [93]. It is

noted here that for good piezoelectric properties and c-axis orientation perpendicular

to the substrate faces, the surface and sidewalls need to as smooth as possible as the

many planes of a rough surface will result in localized crystal growth in a variety of

different directions [94] with poor crystallinity. Suitable nucleation layers such as Pt

may be used to achieve good c-axis orientation as the lattice constants of hexagonal

AlN match well with Pt resulting in quasi-epitaxial growth [95], [96]. For any rough-

ness level of substrate, sputtered AlN will grow as a a highly granular microstructure

in which the grains are long and needle shaped with the long axis coincident with

the c-axis and oriented perpendicular to the substrate. X-ray diffraction topography

is a measurement technique commonly used to study the irregularities in a non-ideal

crystal lattice such as thin film AlN growth and the full width at half maximum

(FWHM) of the resulting rocking curves indicate the mosaicity of the grains, with

larger FWHM indicating a greater spread in angles of c-axis orientations. The over-

all piezoelectric coefficient is obtained by summing the piezoelectric contribution of

each grain along the direction perpendicular to the surface and weighing it by the

distribution of the grains’ orientation. Thus poorly oriented films have compromised

piezoelectric coefficients and k2
eff and any resonator made with such a film would

suffer in Q and hence bandwidth.

Thus, sidewall transduction of AlN with sputtered films has been recently possible

and is considered for this work for the higher transduction efficiency associated with

the e33 piezoelectric coefficient. Furthermore, the relatively high dielectric strength

(14 kV/mm) of AlN, along with its high resistivity (1e13 Ωcm) and thermal expansion

coefficient similar to that of Si makes it an excellent candidate for microelectronics

applications. Given these benefits of AlN films with the possibility of CMOS in-
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Table 5.2: Some options of electrode metals for Piezoelectric RBT with AlN compar-
ing their longitudinal acoustic impedance Za, and resistivity ρ.

Material Za Za/ZAlN ρ (nΩ m)

AlN 3.44e7 1.00 NA
Mo 7.98e7 0.43 53
Pt 8.21e7 0.42 105
Au 7.03e7 0.49 22
Al 1.74e7 1.98 28
Ni 4.97e7 0.69 69
Ti 2.73e7 1.26 420
W 1.01e8 0.34 52
Ag 3.92e7 0.88 16

tegration, we explore the design of piezoelectric RBTs which employ AlN films for

piezoelectric transduction.

Metals such as Mo, Au and Pt etc. are usually used as the metal electrodes with

AlN for their good acoustic impedance match and low electrical resistance [97]. In

this process, Mo is chosen as the electrode material for its acoustic impedance (Za

in the longitudinal direction) match with AlN, high conductivity (ρ) as compared to

metals such as Pt, Ni or Ti and the low loss as compared to materials like Au, Ag

and Al, which is necessary for design of high-Q devices [97]. Acoustic impedance and

conductivity for some candidates for the metal electrode are given in Table 5.2.

The most important fabrication constraint for sidewall transduction based piezo-

electric devices is the ability to conformally deposit high-k2
eff non-leaky piezoelec-

tric films on vertical sidewalls with a controlled thickness. To experimentally verify

the ability to deposit AlN films for sidewall transduction, test structures with fins,

trenches and other geometric shapes of various dimensions were fabricated to observe

the conformality of AlN sputtering on vertical, smooth sidewalls of Si. The film qual-

ity is strongly dependent on sidewall smoothness and cleanliness so wafers need to

be thoroughly cleaned and possible thermally oxidized and stripped after processes

such as DRIE which may leave residues on sidewalls. Cross-sectional images of test

structures after deposition of 50 nm of AlN and 200 nm of Mo are included in Fig.

5-2.
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Figure 5-2: (left) Cross-sectional SEM of fin and trench structures in bulk Si showing
conformal deposition of AlN and Mo films, sidewall film thicknesses are approximately
1/2 to 1/3 those at the top. (right) Sample test structure in the form of a ring,
expected resonance is wineglass mode.

5.3 Design of the Piezoelectric RBT

The small signal model of such a device is similar to that of the CMOS-RBT with

the only difference being the addition of a piezoelectric term on the driving side

which modulates the effective gate voltage which may be expressed as VGSeff =

VGS+Vpiezo. The electromechanical signal at resonance in a piezoelectric RBT is much

larger than a dielectric-based device due to the high driving forces across piezoelectric

films and the presence of the additional sensing mechanism due to the piezoelectric

effect across the gate insulator. This results in a significantly improved input-to-

output transconductance as compared to a dielectric RBT. Additionally, due to the

large voltages induced across the piezoelectric film in the sensing transistor gate, the

piezoelectrically induced voltage at the gate may be significant compared to the DC

bias voltage applied to it. Since the output signal is no longer restricted to small signal

behavior, non-linearities and rectification behavior may be observed in the device as

shown in Fig. 5-3 due to switching between transistor cut-off, linear and saturation
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Figure 5-3: Plot showing non-linear output current for linear piezoelectrically induced
voltage at the sensing gate. Half-wave rectification behavior is expected in the output
current as the FET switches between subthreshold and linear regimes.

regimes.

The net RF output current in such a device is directly proportional to the DC

output current and hence scales according to the transistor small-signal model. The

effective motional impedance (RX) in this case may be defined as the reciprocal of

the input-to-output transconductance and may be optimized by changing the posi-

tion and thickness of the piezoelectric films within the device, the thickness of the

metal electrodes, the width of the device, which determines the frequency of operation

etc. Finally, these trends in the motional impedance may be compared to equivalent

trends in a piezoelectric resonator with identical mechanical structure but without ac-

tive/FET sensing (so in this case RX = Rm) to choose the optimal sensing mechanism

based on application. These trends have been explored in detail in [49] and a sample

figure showing the change in effective motional impedance (RX) with thickness of the

piezoelectric film is included in Fig. 5-4 as an example.

The three different mechanisms that result in the shape of this plot include:
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Figure 5-4: Plot comparing the motional impedance RX for the Piezoelectric RBT
with passive piezoelectric devices. Top axis shows thickness of film normalized to
wavelength at frequency of 5GHz for a longitudinal mode device operating in third
harmonic.
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• At low thicknesses, the gate capacitance is high, which increases the drain cur-

rent at the same operating point, which increases the piezoresistive contribution

to the output current and reduces RX for thin films.

• A higher voltage is induced across a thicker piezoelectric film at the sensing

gate at resonance, which reduces RX for thick films.

• The simulation is carried out a a constant device resonant frequency, which

means that the thickness of the metal electrodes is varied to maintain this

frequency, which affects the relative placement of the AlN films with respect to

the mode shape which again affects RX .

In this case, a longitudinal bar resonator operating at 5 GHz is shown to have

diminishing RX at normalized thicknesses smaller than 0.3λ. This would imply that

thinner piezoelectric films are desirable for minimized motional impedance at high

frequencies of operation. The devices on this run were hence designed to use a 100 nm

thick AlN film to minimize this RX while avoiding leakage issues that occur at even

lower thicknesses. Similar optimization was carried out to calculate the position of the

piezoelectric films from the center of the device and the thickness of metal electrodes.

It may be noted that the optimized values are dependent on electro-mechanical

properties of the film and metal, including experimentally measured breakdown volt-

age, relative permittivity, Q and k2
eff etc. These may be obtained by fabricating and

characterizing test structures such as resistors, capacitors and FETs employing an

identical film stack as used in the proposed design.

At this point it may be beneficial to compare the transduction efficiencies of

a piezoelectric RBT versus the dielectric RBT. Overall, piezoelectric transduction

efficiency is much greater than that of dielectric films and capacitive air gaps, which

is offset by the much higher film thicknesses of piezoelectric films limited by fabrication

processes to 100 s of nm as compared to dielectrics at < 10 nm, to avoid electrical

leakage and to obtain good piezoelectric coefficients. For instance, for an applied AC

voltage of 0.1 V, the stress generated across a 100 nm AlN film is 1.58 MPa while for

the same voltage, the capacitively generated stress across a 10 nm SiO2 film would be
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35 kPa which is about 45× smaller. The stress generated across a high-κ dielectric like

a 10 nm HfO2 film would be 0.2 MPa which is 7× smaller. These differences would be

exaggerated by higher efficiency piezoelectrics PZT and mitigated by using thinner

dielectrics as the electrostatic force scales as 1/thickness2 but only linearly reduces

breakdown voltage. However, comparing breakdown voltages in the above scenario,

it is noted that a 100 nm thick film of AlN has roughly the same breakdown voltage

as a 10 nm film of SiO2 .

On the sensing side, the large induced voltages in piezoelectric materials as com-

pared to dielectric materials allows higher efficiency sensing than piezoresistive. At

resonance, the gate voltage induced on the gate of the FET due to the direct piezo-

electric effect induces a small signal drain current which is upto 10× more than the

the piezoresistive drain current. This results in low motional impedance (RX) de-

vices critical for design of oscillators and low loss filters at high frequencies. Since

piezoelectric films are generally deposited at greater thicknesses, for a piezoelectric

transistor this leads to smaller gate capacitance and reduced current or high power

operation. For instance, using the example above, keeping all other dimensions con-

stant, the gate capacitance of a 100 nm AlN film would be 5× smaller than that of a

a 10 nm SiO2 film.

5.4 Finite Element Analysis

The longitudinal mode devices with single ended drive and sense analyzed in sec-

tion 5.1 were simulated using COMSOL multiphysics.

Single crystal Si was used for the bulk material, and AlN and Mo with rotated

material properties are used to accurately simulate the material crystal orientation

on the sidewalls of the device. Coupling beams to substrate were matched to λ/4

and PMLs were used to model losses beyond the beams. The devices were actuated

with a small-signal drive voltage across the driving piezoelectric film and the resultant

small-signal voltage across the sensing film was measured. A frequency response of

a sample device is included in Fig. 5-5 and shows high-Q peaks for several different
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Figure 5-5: Frequency response of single-ended piezoelectric RBT showing several
different resonance modes between 5 and 10 GHz. Three sample mode shapes of half
of the symmetric resonant structure showing the x-displacement of various resonance
modes are included above the frequency response.
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resonant modes, some of which are higher order harmonics of the fundamental bulk

acoustic mode. Half structures showing the stress distribution for various resonant

modes are included above the frequency sweep.

While such a structure shows a high-Q resonance for the desired mode, the fre-

quency response shows the presence of several spurious modes, some of which are

higher amplitude than the resonance mode (around 5.5 GHz). Such a resonant de-

vice response requires the design of intermediate filtering stages to isolate the desired

resonance resulting in increased power consumption. Spurious modes close to the de-

sired frequency also reduce the Q of the peak due to coupling and exchange of energy

between these frequencies. One method to improve the suppression of undesired or

spurious modes in the frequency response of micromechanical resonators is through

differential drive and sensing [98]. This has the added advantage of reducing capac-

itive feedthrough from input to output which contributes to significant parasitics as

resonators scale to higher frequencies. Differential sensing also reduces ohmic losses

in the coupling beams resulting in improved Q and lower motional resistance [99].

Along with differential drive and sensing, micromechanical resonators have also

been demonstrated in mechanically coupled configurations to physically separate the

input from output to reduce any feedthrough paths, for ease of routing, and to im-

prove the motional impedance and linearity of devices [100]. The additional surface

area for driving and sensing also improves power handling in mechanically coupled

resonators. The disadvantages from using a differential scheme with mechanically

coupled resonators include more complex routing and characterization and increased

device footprint.

Differentially driven and sensed, mechanically coupled devices operating in wine-

glass modes were designed with sidewall piezoelectric transduction, the frequency of

operation which is given by [98]:

f =
1√
2L

√
G

ρ
(5.15)

where G is the effective shear modulus of the device. In practice, in a differential
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Figure 5-6: (left) Mode shape of differentially driven and sensed mechanically coupled
device resonating in wineglass mode (right) Frequency response of device showing
complete suppression of spurious modes.

drive configuration, regions of out-of-phase strains in the device based on the desired

mode are driven with out-of-phase voltages for common mode suppression. Similarly,

for differential sensing, regions of out-of-phase strains are sensed with two electrically

isolated electrodes whose signals are summed 180 degrees out of phase. COMSOL

simulations on these mechanically coupled, differential mode devices show a complete

suppression of the square extensional common mode with the frequency response only

showing the wineglass mode at the designed frequency Fig. 5-6.

The lengths of the suspension beams to substrate were designed to minimize acous-

tic losses at resonance. Fig. 5-7 shows an example of the peak differential strains,

frequency and Q obtained on sweeping the length of the suspension beam to sub-

strate in the COMSOL simulation. No material losses are included, however, PMLs

are used to absorb any acoustic energy losses to substrate. The lengths of mechanical

113



Figure 5-7: (top left) Mode shape of differentially driven and sensed resonator in
wineglass mode (bottom left, top right and bottom right) Results from parametric
sweep on suspension beam length showing highest differential strain and Q around
1.2µm.

coupling beams were also similarly designed to maximize acoustic energy transfer be-

tween the two mechanically coupled islands at roughly 2× the substrate suspension

beam lengths, while suppressing any spurious modes near the resonance frequency

(resulting from mode shapes that extend into the coupling beam). The beam lengths

were optimized for obtaining high Q at minimal dimensions to avoid adding inline

electrical resistance to the devices. The widths of the beams were minimized and

limited to photolithography resolution limits to avoid distortions to the mode shape.

The final parameters used in the design of the piezoelectric RBT are summarized

in Table 5.3. Layout of devices was completed in Cadence and a snapshot of the die

is included in Fig. 5-8. Fabrication of the piezoelectric RBT with AlN films is in

development at MIT’s Microsystems Technology Laboratories (MTL) as of the date
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Figure 5-8: Final layout of piezoelectric RBT devices. Fabrication was carried out at
MTL.

of writing this thesis.

Thus in summary, the analysis and performance optimization of such piezoelec-

tric RBTs is discussed in this chapter. Simulations are carried out using AlN as the

desired piezoelectric material which has been extensively studied for micromechani-

cal resonators and which shows potential for CMOS integration. Sidewall sputtered

AlN films are considered for integration into an RBT structure for improved trans-

duction efficiency through the e33 coefficient. COMSOL simulations carried out with

AlN as piezoelectric material and Mo as electrode material show high-Q modes with

excellent spurious mode suppression through differential drive and sensing. Mechani-

cally coupled devices were designed for ease of routing, reduced RX reduced parasitic
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Table 5.3: Material parameters used in final design of piezoelectric RBT.
Paramater Value

resonance mode square wineglass
Si square length 5µm

AlN sidewall thickness 100 nm
Mo sidewall thickness 200 nm

expected resonance frequency 600 MHz
substrate beam length 1.3µm
substrate beam width 1µm
# coupled resonators 2
coupling beam length 5.4µm

substrate doping p-type
FET type nFET
FET W/L ∼1

feedthrough from input to output.
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Chapter 6

Conclusion and Future Directions

This work presents implementations of active sensing in Si based resonators with two

different transduction mechanisms: electrostatic and piezoelectric. Active sensing

using a FET is a high-efficiency, low-noise transduction mechanism that is suitable

for the resonator area limitations posed by high-frequency operation (section 1.1.3).

FET-sensing is demonstrated in CMOS-integrated resonators for fully unreleased,

monolithically integrated devices. FET-sensing is also explored as a technique for

improved transduction efficiency and non-linear behavior in piezoelectric resonators.

ABR-confined CMOS-RBTs

First-generation CMOS-based unreleased RBTs are demonstrated in IBM’s 32SOI

process with resonance frequencies above 11 GHz, Q s of 24− 30 and footprint of less

than 5µm×3µm (chapter 3). They are fabricated at the transistor level of the CMOS

stack and are realized without the need for any post-processing or packaging. Acoustic

Bragg reflectors used for acoustic isolation are designed in the front-end-of-line using

shallow trench isolation structures. The resonators are driven capacitively and sensed

piezoresistively using a FET.

Comparative behavior of devices with design variations is used to demonstrate the

effects of ABRs on device performance (section 3.2). A shift in ABR design frequency

from the resonance frequency shows reduced amplitude of the resonance mode and

reduced suppression of spurious modes. Additionally, the frequency response of pas-

sively sensed electrostatic resonators shows no discernible peak, emphasizing the im-
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portance of active sensing in CMOS. First-generation ABR-RBTs have demonstrated

thermal stability or TCFs between 3 ppm/K (section 3.4). The complimentary nature

of the TCEs of Si and SiO2 in such CMOS-integrated RBTs shows potential for TCF

manipulation for design of temperature sensors with high TCF or oscillators with

sub-ppm/K sensitivity.

While the Q of these first-generation ABR-RBTs is comparable to on-chip LC

tanks, it is still a couple of orders of magnitude lower than what may be realized with

MEMS resonators. The presence of CMP-fill generated, randomly occurring, high-

impedance metal layers above the resonant cavity resulted in spurious modes close

to the resonance frequency. Additionally, several foundry DRC rules were violated in

the design of these resonators, which resulted in compromised transistor performance.

Finally, the non-uniformity in the resonance cavity arising from the fabrication of the

driving MOSCAP and sensing FET on the same device layer “island” resulted in a

small resultant stress at the sensing channel.

PnC-confined CMOS-RBTs

To address these problems, the second-generation CMOS-resonators were real-

ized by designing acoustic isolation structures in the BEOL in the form of a PnC

for enhanced confinement of mechanical vibrations. The first implementation of a

PnC in standard CMOS is demonstrated using lithographically defined BEOL ma-

terials such as Cu surrounded by a low-k inter-metal dielectric for engineering of

wide PnC bandgaps (chapter 4). These second-generation monolithically integrated

CMOS-MEMS resonators are realized without any post-processing or packaging, with

a footprint of 5µm× 7µm and demonstrate Q of 252 at 2.8 GHz which is an 8× im-

provement in Q over the previous generation and greatly extended spurious free range.

The inclusion of long vias ensures uniformity of the resonant cavity design and shows

improved Q and enhanced suppression of spurious modes. These second-generation

CMOS-integrated resonators violated minimal DRC rules while achieving superior

acoustic confinement using the BEOL PnC design, thus minimizing risk of perfor-

mance and yield compromises arising from CMOS-MEMS co-design. Such a concept

may be easily extended to any IC or III-V technology with multi-level metal stacks.
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The design and implementation of PnC-RBTs in CMOS may also be used to

characterize the unknown mechanical properties of the CMOS stack and may thus

be developed as an analytical tool. The BEOL stack available in a particular tech-

nology is an important consideration for PnC design. Device performance can be

enhanced further by using such extracted material properties of the CMOS stack

and performing 3D geometric optimization based on those properties. With respect

to implementation, the PnC-confined RBT still shows need for improvement in Q,

input-to-output transconductance and reduction in direct feedthrough for integration

with transceiver circuitry.

Differential design may be employed to reduce the direct input to output feedthrough

signal. To improve Q and output signal, lateral confinement of the resonance mode

may be improved by designing ABRs in the FEOL using bulk ties or vias with slowly

increasing spacing between the metal interrupting the pre-metal dielectric. PnC per-

formance may also be improved by using additional metal layers to form the PnC,

exploring different unit cell configurations while satisfying DRC constraints and de-

signing a gradual boundary between the PnC and surrounding dielectric regions to

reduce reflections.

Towards piezoelectrically transduced RBTs

While electrostatically transduced RBTs were considered for CMOS-integration

due to the availability of high quality dielectrics in a standard CMOS stack, piezoelec-

tric transduction in MEMS resonators has demonstrated significantly better motional

impedance and increased signal output. Recent years have seen a push towards inte-

grating materials with piezoelectric properties into the CMOS stack for applications

ranging from switching to memory and this leads to the consideration of piezoelectric-

based RBTs for low insertion loss devices.

AlN was chosen as the piezoelectric material of choice due to its potential for

CMOS-integration, in spite of its relatively modest piezoelectric coefficients with re-

spect to materials such as PZT. Deposition of AlN on sidewalls of Si with good piezo-

electric properties has been demonstrated in recent years and is utilized for the ∼ 3×

higher e33 piezoelectric coefficient as compared to lateral e31 coefficient for increased
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transduction efficiency. On the sensing side, the additional sensing mechanism in

the form of piezoelectrically induced gate voltage that modulates the transistor drain

current further improves transduction efficiency and reduces the effective motional

impedance, RX . Piezoelectric devices are designed in mechanically coupled configu-

rations with differential drive and sense for improved spurious mode suppression and

reduced RX (chapter 5). Ultimately, such devices can be monolithically integrated

into the CMOS stack containing piezoelectric materials and may be acoustically iso-

lated using structures such as ABRs and PnCs demonstrated in this thesis.

Seamless integration into a standard CMOS process obviates the need for com-

plex and costly custom processes for MEMS fabrication. CMOS-integrated RBTs

are the first step towards realizing on-chip acoustic frequency sources with reduced

size, weight and power consumption. Temperature coefficients of frequency of these

devices may be designed to be large for temperature sensors or small, for temperature-

insensitive filters and oscillators by varying the relative proportions of Si and SiO2

with complimentary TCEs in the resonator based on their relative contributions to the

mode shape. The introduction of piezoelectric materials into the CMOS stack shows

potential for further improvements in transduction efficiency and reduced constraints

for filter and oscillator applications. Furthermore, such a demonstration of resonators

fabricated side-by-side with CMOS circuitry greatly reduces parasitics of off-chip ac-

cess, constraints of limited IO, and power consumption associated with impedance

matching networks. Such benefits can provide increased system speed and dynamic

range in wireless communication, navigation and sensing systems, particularly at RF

and mm-wave frequencies of operation.
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Appendix A

What determines the Q of a

resonator?

One of the most important metrics of a micromechanical resonator is its quality factor

(Q), defined as:

Q = 2π
Peak energy stored

Energy lost per cycle
(A.1)

which is also directly related to the peak sharpness as Q = f0/∆f , where f0 is the

peak frequency and ∆f is the 3 dB bandwidth. A resonator with a high Q is desirable

for several reasons:

• For filter applications, a high-Q resonator shows improved roll-off and insertion

loss, thus allowing for narrower channel definition in given communication band,

more secure and noise-free communications [101].

• High-Q resonators allow the design of MEMS-based oscillators with greater

spectral purity, low jitter and low phase noise [102].

• Resonant MEMS sensors show enhanced sensitivity and higher resolution due

to high Q [103] while resonant gyroscopes show higher sensitivity, reduced me-

chanical noise and bias stability [104].
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Several intrinsic and extrinsic mechanisms limit the Q of a MEMS resonator. The

overall Q of a device is related to the Q from these loss mechanisms as:

1

Qtotal

=
1

Qintrinsic

+
1

Qextrinsic

(A.2)

Thus, reduced damping through intrinsic and extrinsic mechanisms leads to increased

overall Q. Some types of intrinsic damping mechanisms include [105]:

1. Phonon-phonon interactions in which the acoustic wave traveling through the

resonator interacts with the lattice vibrations (or thermal phonons) and loses

energy as a result. This is minimized at low temperatures. At low frequencies,

the acoustic wavelength is much larger than the mean free path of phonons,

and is modeled to interact with an entire ensemble of phonons at once, allow-

ing efficient energy dissipation (Akhieser regime). Physically, this may be also

considered as a regime in which there is plenty of time for lattice phonons to

dissipate energy due to low frequency of operation, which reduces the Q with

frequency. On the other hand, at high frequencies, the time scale of these

interactions is smaller than the mean time taken to dissipate mechanical en-

ergy, keeping the Q constant with frequency (Landau-Rumer regime). This is

a dominant loss mechanism in insulators and semiconductors.

2. Phonon-electron interactions is a dominant loss mechanism in doped semicon-

ductors, piezoelectric materials and metals in which acoustic waves couple with

mobile charges. Typically, the standing waves in a resonator cause deforma-

tion potentials, resulting in a flow of charges leading to ohmic losses. This

phenomenon increases with temperature as a result of thermal excitation of

charges.

3. Thermoelastic damping (TED) which occurs due to regions of compressive and

tensile strain in the mode of vibration. The resulting thermal gradients lead to

irreversible heat loss from hot regions to cold regions.

4. Other intrinsic mechanisms include TED generated between grain boundaries
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and mechanisms due to impurities, defects, dislocations and vacancies etc.

On the other hand, extrinsic damping mechanisms include [105]:

1. Anchor loss due to radiation of energy into the surrounding substrate. This

may be avoided by designing anchors at regions of minimum strain or by design

of reflective structures such as PnCs and ABRs.

2. Fluid damping occurs when the boundaries of the resonator exert a net force

on the particles of the viscous medium such as air, that they come in contact

with. The work done in displacing the fluid particles results in irreversible

thermodynamic losses and may be avoided by operating in vacuum.

3. Surface and interface losses occur due to scattering off surface roughness such

as the scallops produced by DRIE. Composite film stacks such as dielectric or

piezoelectric films on Si also leads to losses at the imperfect interface.

4. Electrical losses occur as resistive losses through a lossy dielectric film, de-

termined by the dielectric loss tangent and from electrical loading due to a

mismatch between resonator impedance and interfacing circuitry.
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Appendix B

Constituent Equations of

Piezoelectricity

Piezoelectricity was first discovered in quartz by the Jacques and Pierre Curie in 1880

as the phenomenon through which bound electric charge appears at the surface of

a medium in response to acoustic strain [106]. Physically, this may be explained in

terms of a simple atomic model. In materials demonstrating piezoelectricity, atoms of

a solid get displaced under strain resulting in microscopic electric dipoles which com-

bine to give a net electric polarization. The direct piezoelectric effect, appearance of

bound charges in presence of strain, is always accompanied by a converse piezoelectric

effect, which manifests as a strain in the solid on the application of an electric field.

Piezoelectricity is a linear effect that only appears in certain materials and is distinct

from the electrostrictive stress that appears in all materials as a quadratic function

of electric field. The latter is a second-order phenomenon that may be ignored in

small-signal modeling.

Both the direct and the converse piezoelectric effects may be included in the con-

stituent equations of acoustics to obtain the constituent equations of piezoelectricity:

D = εT .E + d.T (B.1)

S = d.E + sE.T (B.2)
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where D is the electric displacement tensor, εT denotes the dielectric constant at

constant stress, T . d and d are the direct and inverse piezoelectric strain constants

respectively while sE denotes the compliance matrix under conditions of constant

electric field, E, to calculate the strain vector, S.

The above equations may also be defined in terms of piezoelectric stress constants

given by e and −e as:

D = εS.E + e.S (B.3)

T = −e.E + cE.S (B.4)

A material such as AlN has a hexagonal crystal structure and the piezoelectric ma-

trix reduces to the following through symmetry, giving piezoelectric stress constants

[107]:

e =


0 0 0 0 −0.48 0

0 0 0 −0.48 0 0

−0.58 −0.58 1.55 0 0 0

C/m2 (B.5)

The d matrix which relates the induced strain to applied electric field may be obtained

from the e matrix by multiplying the with the compliance matrix dij = sikekj

d =


0 0 0 0 −4 0

0 0 0 −4 0 0

−1.98 −1.98 4 0 0 0

 10−12C/N (B.6)

It may be noted that the units C/N are dimensionally equal to m/V.

It may be observed from this matrix that in AlN, the e33 piezoelectric coefficient

of 1.55 C/m2 is nearly 3× that of the e31 coefficient of −0.58 C/m2, making sidewall

transduction more efficient than lateral transduction (in which the piezoelectric film

is patterned on the top surface of the resonator and a voltage is applied across it, in

the thickness direction to produce vibrations in the longitudinal direction).
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B.1 Effective coupling coefficient

An important figure of merit for piezoelectric resonators is the effective coupling factor

or k2
eff which describes the transduction efficiency of a device. Simply defined, this

may be expressed as:

k2
eff =

Output mechanical energy

Input electrical energy
(B.7)

In general, two different types of coupling factors may be considered when talking

about a piezoelectric material:

• The quasi-static or material coupling factors are dependent only upon material

properties and describe the transduction efficiency in a spatially uniform electric

field due to the material’s piezoelectric coefficients. For instance, strain in the

“1” direction leading to an electric field in the “3” direction is described by k2
31.

The commonly used quasi-static coupling coefficient k2
t is applicable for FBARs

vibrating in thickness mode.

• The effective coupling coefficient or k2
eff characterizes the performance of a

device rather than the properties of its constituent piezoelectric films. It takes

into account the non-idealities in design such as complex mode shapes, non-

uniform electric fields etc. and for a passive piezoelectric resonator, may be

expressed in terms of the parallel and series resonance frequencies, given by fp

and fs respectively, as:

k2
eff =

f 2
p − f 2

s

f 2
p

(B.8)

The figure of merit that is used to characterize piezoelectric devices is expressed

with respect to this k2
eff as:

Figure of Merit =
k2
effQ

1− k2
eff

(B.9)

More details on these definitions may be found in the IEEE standards on piezo-

electricity [108].
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Appendix C

Butterworth-Van Dyke model

One or two port passive resonators may be modeled using an equivalent RLC circuit

where the L-C of the resonant branch determine the resonant frequency. The input

and output capacitances and inline resistances may be included as additional circuit

elements, and the direct input to output feedthrough is modeled using a feedthrough

capacitance in parallel with the RLC branch. This is known as the Butterworth-

Van Dyke (BVD) model [109] (Fig. C-1). We will first discuss the lumped element

modeling of a mechanical resonator followed by the conversion into its equivalent

BVD model.

A mechanical resonator may be represented by a lumped spring-mass-damper

system which represents its internal physics as terminal relations. This means that

instead of concerning ourselves with the displacement and velocity of each particle at

every point of time, we think of the resonator as a discrete object with an effective

mass m, connected to a spring with stiffness k and a dashpot with coefficient b which

models the mechanical loss (Fig. C-2). We assume that signals do not take time to

propagate within the resonator as the size of the resonator is smaller than the signal

wavelength to change this continuous system described by partial differential equa-

tions into a system described by ordinary differential equations. Such an approach

allows considerable simplification of a the physics of a complicated structure for static

and dynamic analyses through conversion into equivalent system. One of the cons of

such an approach is the loss of spatial information.
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Figure C-1: The Butterworth Van-Dyke model is used for modeling passive resonators
using their equivalent RLC circuit with shunt and feedthrough parasitics.

Figure C-2: Lumped model of a Spring-mass-dashpot system representing a mechan-
ical resonator, and its equivalent electrical circuit. Source: MIT 6.777 lecture notes
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The calculation of the equivalent mechanical parameters for a system is geometry,

mode shape and force dependent. One example is provided in [49] where the equiv-

alent m, k and b for an internal dielectric device is calculated. For a lumped model

with a mass, spring damper, the ODE relating the driving force F to the system is

given by:

F = mẍ+ bẋ+ kx (C.1)

F = m
d2x

dt2
+ b

dx

dt
+ kx (C.2)

Assuming a forcing function of the form F = F (s)est and displacement function

of the form x = X(s)est, we get

F (s) = X(s)(ms2 + bs+ k) (C.3)

which gives the transfer function relating the input force and the output displacement

as
X(s)

F (s)
=

1

ms2 + bs+ k
(C.4)

or in terms of the velocity as

Ẋ(s)

F (s)
=

1

ms+ b+ k/s
(C.5)

The mechanical resonance frequency of this system is given by:

ω0 =

√
k

m
(C.6)

And representing the transfer function denominator in the conventional form:

s2 +
b

m
s+

k

m
= s2 + 2αs+ ω2

0 (C.7)

we get the damping constant α and the quality factor Q as:

α =
b

2m
(C.8)
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Q =
ω0

2α
=
mω0

b
(C.9)

To convert this mechanical equation into its electrical equivalent circuit, we use

voltage as the variable analogous to the force and velocity or ẋ as analogous to the

current. Comparing the mass-spring-damper system to the RLC branch of the BVD

model, we have the electrical domain equations as:

V = L
dI

dt
+RI +

1

C

∫
Qdt (C.10)

where V is the voltage and I is the current. This may again be represented in the

Laplace domain as:
I

V
=

1

Ls+R + 1
Cs

(C.11)

Thus the equivalent circuit values for the mechanical system is given by:

L = m,R = b, C = 1/k (C.12)

while the ω0 and Q are given by:

ω0 =

√
k

m
(C.13)

Q =
Lω0

R
=

1

R

√
L

C
(C.14)

However, we are still missing one part of the model. The calculated RLC values

may not be used as such in the BVD model as our mechanical system assumed a

mechanical forcing function while the electrical system has a driving voltage. We have

so far ignored the the inefficient transduction mechanism that converts the electric

driving voltage into the equivalent mechanical force, and vice-a-versa, the inefficient

mechanism that will convert the velocity into a sensed current. If we assume the

transduction efficiency of these mechanisms is η < 1 such that F = ηV and I = ηẊ
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we get the equivalent parameters of the BVD model:

Lm =
m

η2
, Rm =

b

η2
, Cm =

η2

k
(C.15)

For instance, in the case of capacitive drive,

F =
1

2

∂Cdrive
∂x

(VDC + vace
jωt)2 (C.16)

On ignoring the DC and 2ω components, this gives us the force at the resonance

frequency and the transduction efficiency respectively as:

F =
∂Cdrive
∂x

VDCvac (C.17)

η =
∂Cdrive
∂x

VDC (C.18)

Thus, the Rm, Lm and Cm of the BVD model may be calculated using the trans-

duction efficiency η and the mechanical equivalent model of the resonant system.

Finally, the drive and sense capacitors are as designed electrically and the fringing

feedthrough capacitance may be modeled using finite element methods.
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Appendix D

Piezoresistance in Si

Piezoresistance is the phenomenon through which certain conducting and semicon-

ductor materials exhibit a change in resistance as a response to lattice strain. This

effect is prominent in materials such as Si and Ge where the resistance change is

typically several orders the contribution seen due to geometry changes [110].

The piezoresistive effect was first demonstrated by in 1856 by Lord Kelvin as the

change in resistance of iron and copper wires when subject to elongation [111]. The

piezoresistive effect in Si was first reported by C.S. Smith [112].

Theories of piezoresistivity are based on bandgap energy models, wave mechanics

and quantum effects [113]. In unstrained n-type Si, the lowest conduction band

energies are aligned along the < 1− 0− 0 > direction which correspond to six equal

low-energy states or ”valleys” occupied by electrons. The mobility is minimum in

the direction of the valley but maximum in the directions perpendicular to it. Thus

an electron in an x valley will have maximum mobility along the y and z valleys.

The total electron conductivity is the sum of the conductivity components along

the three valley orientations independent of direction. Net mobility is the average

mobility along the three valleys (two high and one low). Strain in the crystal (say

along the x direction) increases the band energy of the valley parallel to the strain

(x) direction and transfers electrons to perpendicular valleys (y and z), which also

have high mobility along the direction of strain. Electrons preferentially move in

directions of higher mobility (higher conductivity and lower resistance) which is the
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direction of strain and average mobility is thus increased parallel to the direction of

strain (longitudinal effect) and reduced perpendicular to that direction (transverse

effect).

Silicon piezoresistance has been widely used for various sensors including pressure

sensors [114], inertial sensors [115], cantilever force sensors [116], and strain gauges

[117]. Recent years have seen a strong interest in piezoresistive theory for semicon-

ductors, such as Si and Ge, for strain engineering in transistors as devices scale to

smaller dimensions [118]. In single-crystal structures of Si and Ge, both of which have

diamond lattice crystal structure, the fractional change in resistivity for a fixed volt-

age depends on the stress components σλ in the 6-component stress vector notation

and the current orientation ω, and is given by [119]:

∆ρω
ρ

=
6∑

λ=1

πωλσλ (D.1)

where πωλ is a component of the piezoresistive coefficient tensor, which in crystals

with cubic symmetry such as Si, is given by:

[πωλ] =



π11 π12 π12 0 0 0

π12 π11 π12 0 0 0

π12 π12 π11 0 0 0

0 0 0 π44 0 0

0 0 0 0 π44 0

0 0 0 0 0 π44


(D.2)

There are primarily two types of piezoresistive coefficients that need to be consid-

ered.

1. The longitudinal coefficient when the current flow is in the same direction as

the applied mechanical strain/stress represented by π11, π22 and π33 which are

equal in Si.

2. The shear coefficient when current flow is in a direction perpendicular to the
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Figure D-1: Room temperature piezoresistive coefficients in the (100) plane of (a)
p-type Si (b) n-type Si for low-moderate doping concentrations (< 1018/cc).

Source: [119]

applied mechanical strain/stress represented by π12.

Both longitudinal and shear coefficients in Si have been graphically represented in

[119] along several directions of the (100), (110) and (211) plane (Fig. D-1). Based

on this figure, piezoresistance coefficients in Si with the Cartesian coordinate system

aligned with the < 100 > axes at room temperature are given in Table D.1

In a typical scenario where (001) Si wafer is used with the two directions parallel

and perpendicular to the flat being < 110 >, the new piezoresistance coefficients

system may be obtained by rotation about the z axis through an angle π/4. For such

Table D.1: Piezoresistive coefficients of Si at room temperature [4]
ρ π11 π12 π44 πA

Si material (Ω cm) (10−11 Pa−1) (10−11 Pa−1) (10−11 Pa−1) (10−11 Pa−1)

SCS n-type 11.7 -102.2 53.4 -13.6 -142
SCS p-type 7.8 6.6 -1.1 138.1 -130.4
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a wafer, the piezoresistance coefficient matrix may be derived as [4]:

[π
′

ωλ] =



π11 − πA/2 π12 + πA/2 π12 0 0 0

π12 + πA/2 π11 − πA/2 π12 0 0 0

π12 π12 π11 0 0 0

0 0 0 π44 0 0

0 0 0 0 π44 0

0 0 0 0 0 π44 + πA


(D.3)

where πA = π11 − π12 − π44. Based on Table D.1, for p-type Si this numerically

corresponds to:

[π
′

Si−(110)] =



−58.6 66.3 −1.1 0 0 0

66.3 −58.6 −1.1 0 0 0

−1.1 −1.1 6.6 0 0 0

0 0 0 138.1 0 0

0 0 0 0 138.1 0

0 0 0 0 0 72.9


× 10−11Pa−1 (D.4)

For transistor calculations, we typically require the relationship between the piezore-

sistive coefficients and the change in channel mobility µ which is related to the change

in resistivity ρ as:

ρ =
1

nqµ
(D.5)

dρ

dµ
=
−1

nqµ2
(D.6)

dρ

ρ
= −dµ

µ
(D.7)
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