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Abstract

As raw compute power of a single chip continues to scale into the multi-teraflop
regime, the processor I/O communication fabric must scale proportionally in order
to prevent a performance bottleneck. As electrical wires suffer from high channel
losses, pin-count constraints, and crosstalk, they are projected to fall short of the de-
mands required by future memory systems. Silicon-photonic optical links overcome
the fundamental tradeoffs of electrical wires; dense wavelength division multiplexing
(DWDM) – where multiple data channels share a single waveguide or fiber to greatly
extend bandwidth density – and the potential to combine at chip-scale with a very
large scale integrated (VLSI) CMOS electrical chip make them a promising alterna-
tive for next-generation processor I/O. The key device for VLSI photonics is the opti-
cal microring resonator, a compact micrometer-scale device enabling energy-efficient
modulation, DWDM channel selection, and sometimes even photo-detection. While
these advantages have generated considerable interest in silicon-photonics, present-
day integration efforts have been limited in scale owing to the difficulty of integration
with advanced electronics and the sensitivity of microring resonators to both process
and thermal variations.

This thesis develops and demonstrates the pieces of a photonically-interconnected
processor-to-memory system. We demonstrate a complete optical transceiver plat-
form in a commercial 45 nm SOI process, showing that optical devices can be inte-
grated into an advanced, commercial CMOS SOI process even without any changes
to the manufacturing steps of the native process. To show that photonic intercon-
nects are viable even for commoditized and cost-sensitive memory, we develop the
first monolithic electronic-photonic links in bulk CMOS. As the stabilization of ring
resonators is critical for use in VLSI systems, we contribute to the understanding of
process and thermal variations on microring resonators, leading to the demonstration
of a complete auto-locking microring tuning system that is agnostic to the trans-
mitted data sequence and suitable for unencoded low-latency processor-to-memory
traffic. Finally, the technology and methods developed in this work culminate in the
demonstration of the world’s first processor chip with integrated photonic intercon-

3



nects, which uses monolithically integrated photonic devices to optically communicate
to main memory.

Thesis Supervisor: Vladimir Stojanović
Title: Associate Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

As CMOS technology continues to scale deep into the sub-100 nm regime, power

density constraints have put a halt on clock frequency scaling. Performance scal-

ing has since continued by leveraging limited instruction and data-level parallelism,

manifested in ever-higher core counts (Figure 1-1) or a large number of specialized

accelerators in order to take advantage of continued process improvements that en-

hance both transistor density and performance. With continued compute throughput

scaling, the amount of interconnect bandwidth needed to supply the ever-increasing

thirst for data increases as well, dominated by the chip-to-chip interconnect linking

main memory to the processing chip. Today, the proportion of compute power to

memory bandwidth offered by commercial high-performance processors is between

5–10 DP-FLOP/Byte [26, 60] (double precision floating-point operations per byte of

memory bandwidth). As scaling continues, future >10 DP-TFLOPS systems will

require in excess 1TB/s of memory bandwidth.

Scaling to these bandwidths will be problematic due to a doubly constrained prob-

lem. Unlike logic gates and electrical transistors, copper wires improve marginally

or not at all with each process generation. At the chip-to-chip level, a limited num-

ber of chip package pins and wire routability in the chip package or the mounted

printed circuit board have forced high-performance chips to push for increasingly

higher data-rates on each available signal pin (Figure 1-2.) However, electrical wires

are fundamentally limited by the tradeoff between signal data-rate and channel loss.
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Figure 1-1: Processor core count scaling into the many-core era

The channel loss further grows with both distance – due to non-zero resistive and

dielectric losses of the wire – and from the socket-based packaging architecture of

chips – due to contact points creating discontinuities in the transmission lines. While

techniques such as equalization are effective in extending the achievable data rate

per pin, interconnect power is already consuming a significant fraction of the chip’s

power budget in modern processors [1, 23]. The power cost to push to even higher data

rates and regimes becomes unsustainable (Figure 1-3). As a result, the combination

of pin constraints and a chip’s total power limit losses limit the achievable chip-to-

chip interconnect bandwidth; without a sufficiently scalable approach for bandwidth

density and energy-efficiency, high-performance chips, such as processors, are doomed

to bandwidth starvation.

Silicon photonics is a highly disruptive technology for chip-to-chip communica-

tions. Nanoscale integration of optical devices with CMOS electronics enables high

channel capacity through dense wavelength-division multiplexing (DWDM) and low-

loss bit transport over long distances. As such, there is significant interest in lever-
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aging this technology to satisfy the interconnect demands for future many-core sys-

tems [6, 29, 35, 85]. While the advantages of optical signaling over electrical signaling

are pronounced, two major technological hurdles prevent the adoption of optics for

at the chip-to-chip level inside a VLSI system.

The first hurdle is the issue of electronic-photonic integration. While independent

and discrete optical devices are suitable for long haul applications, where only a few

devices are needed and where the size of the endpoints is a secondary factor to per-

formance, optical devices for chip-to-chip communications must be integrated tightly

with nanoscale electronics. Integration approaches can be grouped into two categories:

monolithic integration or heterogeneous integration. The monolithic approach, where

optical devices and electronics sit on the same chip, has been traditionally difficult

due to chip manufacturing conflicts between optical devices and electronics. The

heterogeneous approach, where optical devices and electrical devices sit on separate

chips, suffers from 3D-integration and chip-stacked packaged complexity. As such,

a VLSI electronic-photonic platform has yet to be developed. The second major

hurdle stems from thermal and process variations; DWDM links rely upon compact,
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high quality-factor microring resonator devices whose resonances drift around with

process variations and temperature changes. For this reason, current optical sys-

tems rely upon millimeter-scale Mach-Zehnder interferometer devices for modulation

and bulky arrayed waveguide gratings for coarse wavelength-division-multiplexing.

In order for VLSI-compatible DWDM systems to profilerate, methods for resonance

stabilization must be found.

This thesis will develop methodologies and platforms for integrating photonics in

a VLSI system. In the first half of this thesis, I will develop an understanding of mi-

croring tuning. In particular, I will focus on the effects of laser-induced self-heating

and their implications on methods for microring control. Using these insights, I will

propose a new methodology for stabilizing ring resonators to enable their use inside a

VLSI electronic-photonic system. In the second half of the thesis, I present the archi-

tecture and system-level demonstrations of electronic-photonic integration platforms,

which include the implementation of the proposed tuning scheme in silicon. The

integration platforms span both commercial SOI and bulk CMOS processes. These

represent commodity and high-performance platforms, respectively, suitable for the
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processor and memory sides of an optically-connected main memory system. Finally,

I will show a complete demonstration of a photonically interconnected processor-

to-memory system, which marks the first demonstration of a processor chip with

photonic interconnects.

1.1 Thesis Organization and Contributions

Chapter 2 of the thesis provides an overview of integrated photonics technology.

We introduce, in detail, the fundamentals of an optical microring resonator, a crit-

ical building block of integrated photonic links. We also discuss the tradeoffs and

challenges of electronic-photonic integration.

Chapter 3 develops the models for understanding the dynamics of microring res-

onator wavelength stabilization, leading to the proposal of a bit-statistical tracking

and tuning approach in Chapter 4. This approach was used and demonstrated in

silicon in:

• [78] C. Sun, M. Wade, M. Georgas, S. Lin, L. Alloatti, B. Moss, R. Kumar, A.

Atabaki, F. Pavanello, R. Ram, M. Popović and V. Stojanović. A 45nm SOI

Monolithic Photonics Chip-to-Chip Link with Bit-Statistics-Based Resonant

Microring Thermal Tuning. 2015 Symposium on VLSI Circuits [to appear].

June 2015.

To address both the low-cost high-volume and the high-cost high-performance

needs of VLSI photonics integration, we demonstrate its viability on two indepen-

dent electro-optic platforms. Chapter 5 describes our monolithically-integrated bulk

CMOS photonics platform, representing low-cost applications such as memory or

other commodity bulk CMOS parts, and the first chip-to-chip optical link demon-

strated in bulk CMOS. Parts of this chapter appear in:

• [76] C. Sun, M. Georgas, J. Orcutt, B. Moss, Y.-H. Chen, J. Shainline, M.

Wade, K. Mehta, K. Nammari, E. Timurdogan, D. Miller, O. Tehar-Zahav,

Z. Sternberg, J. Leu, J. Chong, R. Bafrali, G. Sandhu, M. Watts, R. Meade,
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M. Popović, R. Ram, V. Stojanović. A Monolithically-Integrated Chip-to-Chip

Optical Link in Bulk CMOS. IEEE Journal of Solid-State Circuits. April 2015.

• [77] C. Sun, M. Georgas, J. Orcutt, B. Moss, Y-H. Chen, J. Shainline, M.

Wade, K. Mehta, K. Nammari, E. Timurdogan, D. Miller, O. Tehar-Zahav,

Z. Sternberg, J. Leu, J. Chong, R. Bafrali, G. Sandhu, M. Watts, R. Meade,

M. Popović, R. Ram, V. Stojanović. A Monolithically-Integrated Chip-to-Chip

Optical Link in Bulk CMOS. 2014 Symposium on VLSI Circuits. June 2014.

• [49] R. Meade, J. Orcutt, K. Mehta, O. Tehar-Zahav, D. Miller, M. Georgas, B.

Moss, C. Sun, Y.-H. Chen, J. Shainline, M. Wade, R. Bafrali, Z. Sternberg, G.

Machavariani, G. Sandhu, M. Popović, R. Ram, V. Stojanović 2014 Symposium

on VLSI Technology. June 2014.

• [80] C. Sun, E. Timurdogan, M. Watts, V. Stojanović. Integrated Microring

Tuning in Bulk CMOS. IEEE Optical Interconnects Conference. May 2013.

Chapter 6 discusses a thin-BOX SOI photonics platform fabricated in a 45nm com-

mercial CMOS foundry, representing a high-end part, and is the first such platform

in a deep sub-100nm production CMOS. Parts of this chapter appear in:

• [78] C. Sun, M. Wade, M. Georgas, S. Lin, L. Alloatti, B. Moss, R. Kumar, A.

Atabaki, F. Pavanello, R. Ram, M. Popović and V. Stojanović. A 45nm SOI

Monolithic Photonics Chip-to-Chip Link with Bit-Statistics-Based Resonant

Microring Thermal Tuning. 2015 Symposium on VLSI Circuits [to appear].

June 2015.

• [19] M. Georgas, B. Moss, C. Sun, J. Shainline, J. Orcutt, M. Wade, Y.-H.

Chen, K. Nammari, J. Leu, A. Srinivasan, R. Ram, M. Popović, V. Stojanović.

A monolithically-integrated optical transmitter and receiver in a zero-change

45nm SOI process 2014 Symposium on VLSI Circuits. June 2014.

• [62] J. Orcutt, B. Moss, C. Sun, J. Leu, M. Georgas, J. Shainline, E. Zgraggen,

H. Li, J. Sun, M. Weaver, S. UroŽevic, M. Popović, R. Ram, V. Stojanović

Optics Express. May 2012.
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The knowledge and building blocks developed over the course of this thesis all cul-

minate in Chapter 7, where we demonstrate the world’s first processor with integrated

photonic interconnects.
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Chapter 2

Background

2.1 Silicon Photonic Interconnects

For the past several decades, optical communication has been steadily replacing

their electrical counterparts. The benefits of optical signaling over electrical signal-

ing are clear: low channel losses for high data-rates over long distances, immunity

to electromagnetic interference, and high bandwidth capacity per cable. As com-

munication bandwidth requirements continue to scale, the advantages of optics over

electronics become more pronounced for gradually shorter and shorter distances. This

has lead to the replacement of electrical cables with optical fibers in modern long-

and medium-range communication systems, beginning with the first trans-atlantic

cable [69] and expanding to server rooms and racks [70] in datacenters. Today, the

fundamental tradeoff between signaling data-rates and channel loss in copper wires

bottleneck the performance and energy-efficiency of even very short-reach chip-to-

chip links that span only a few centimeters, such as the interface between processor

and main memory. Despite the numerous challenges faced by high-speed short-reach

electrical interconnects, this space has traditionally been untouched by optics due to

the sheer number of optical components needed per chip and the bulkiness of discrete

optical devices.

In recent years, the development of silicon-based photonics has enabled the pos-

sibility of direct optical chip-to-chip communication. The key enabler of silicon pho-
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tonics lies in its inherent compatibility with modern CMOS integrated circuit man-

ufacturing; like electrical transistors, thousands of micrometer-scale silicon photonic

devices can be fabricated on a microchip using the same lithographic processes used

to make electronics. DWDM, in particular, provides a method for overcoming pin-

limited bandwidth density limitations of modern microchips.

2.1.1 Waveguides

A waveguide routes near-IR light on a chip and is the fundamental building block

of all on-chip optical devices. Waveguides used in silicon-photonic microchips consist

of a waveguide core, which has a high index of refraction, surrounded by cladding

material of a lower index of refraction (Figure 2-1). A high index contrast between

the core and the cladding material allows for bend radii on the order of a few mi-

crons to be achieved with minimal radiative losses, enabling optical routing within

tight geometries, such as that of a chip. An evanescent field extends out from the

waveguide core into the cladding material, allowing waveguides to optically interact

with each other when brought together in close enough proximity. The field decays

exponentially the farther it is from the waveguide core and the amount of coupling

between interacting waveguides can be adjusted using the spacing. They extent of

the evanescent fields also defines the minimum spacing between two non-interacting

waveguides and the minimum cladding thickness. Waveguide losses stem from the

bulk material absorption loss, line-edge etch induced sidewall roughness scattering

loss, surface scattering loss, and bending loss. The presence of free electrons or holes

(from a doped silicon waveguide or from a piece of metal in close proximity to the

waveguide) can introduce an additional loss from free carrier absorption. Waveguides

used for silicon-photonics are usually designed to be single-mode, though multi-mode

structures can be used in straight waveguides to create low-loss “highways” or waveg-

uide crossings [47] or create beat-patterns that avoid certain lossy obstacles such as

contacts or high-doping regions in active devices [46, 72].

The choice of materials for the waveguide core and the cladding varies greatly

depending on the silicon-photonic platform. The waveguide core is silicon, which
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Figure 2-1: Rectangular and ridge waveguides, two examples of waveguide geometries
for silicon photonics, and their respective optical mode profiles. Both waveguide
geometries can support an optical mode if nc > nt and nc > nb.

has a high refractive index, and can be crystalline [4, 8, 62], epitaxially-grown crys-

talline [9], polysilicon [61], or amorphized polysilicon [50, 76]. The top and bottom

cladding cladding material can be a combination of silicon dioxide, nitrides, deposited

polymers [67], and even air [19, 61], all of which have a lower refractive than silicon.

2.1.2 Chip-to-Fiber Couplers

Vertical grating couplers [81, 87] allow light to be directed both into and out-of

the plane of the chip. Light traveling in waveguides on the chip can be coupled (at

an angle) into optical fibers to be brought off-chip and off-chip light can be coupled

into on-chip waveguides. While many different geometries of grating couplers exist,

the goal of a grating coupler is to create a structure that shapes the optical on-chip

waveguide mode into the shape that an optical fiber expects.

2.1.3 Laser Sources

Both on-chip and off-chip lasers are possible options as sources of light for on-chip

optics. Leveraging the existing fiber-optic communication infrastructure, uncooled

off-chip continuous wave (CW) lasers are commercially available at reasonably high

efficiencies [66]. Integrated on-chip laser sources can also be found in the form of

Ge-based [11, 45] or through a myriad of hybrid silicon/indium phosphide [25, 44]

laser variants. While on-chip lasers have markedly lower efficiencies due to process
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constraints and device immaturity, we note that close proximity to electronics enables

lower laser distribution losses (no coupling loss to go on-chip, in the case of off-

chip lasers). In addition, the proximity of on-chip lasers to electronics creates the

possibility of direct laser modulation or aggressive laser power gating techniques [36]

to reduce static laser power consumption.

Lasers are not limited to a single wavelength output per laser; comb-based lasers

can output a full wavelength comb [92], producing a set of wavelengths needed to

power up all the wavelengths of a DWDM link on its own. In general, because

the total output power of the laser is limited, the maximum power per wavelength

produced by a comb laser is less than what can be achieved by individual, single-

wavelength lasers. In addition, comb lasers cannot provide the same output power on

all of its output wavelengths; the output power spectrum tracks the broadband gain

characteristics of the laser’s gain medium and the output power per wavelength falls

off quickly for wavelengths on the edge of the gain spectra.

We note that a laser’s output power and its output wavelength(s) are strongly

dependent on its temperature, which affects nearly all aspects of the laser, from the

gain material to the physical dimensions of the laser cavity due to thermal expan-

sion. As such, a laser diode is often paired with a thermoelectric cooler connected

in a temperature-stabilized control loop. The power cost of the cooler is significant,

often times dominating the overall wall-plug efficiency of the laser. If the temperature

control is omitted – typical for on-chip lasers or for power savings in off-chip lasers

– the output wavelengths will drift with temperature. In a comb laser, a change in

temperature moves all the comb wavelengths together, which maintains the channel

spacing to the first order. Wavelengths from a bank of individual lasers will move

independently of one another depending on the temperature of each laser. The spac-

ing between wavelengths changes as a function of the temperature difference between

lasers. As a result, the bank of lasers needs to share the same thermally conduc-

tive substrate, otherwise wavelengths will collide with each other if the temperature

difference is too great.
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In addition to the potential efficiency loss due to cooling, the power-loss due to the

finite turn-on threshold of the laser diode favors the use of higher-power lasers, which

is in contrast to the low power-per-wavelength requirements of individual photonic

links. Silicon-photonics and tight-integration with transistors offers the opportunity

to utilize the higher-power lasers and locally on-chip manage and administer the laser

power to the parts of the system where this power is needed [5, 6].

We note that despite the many laser designs currently available, the design of an

optimal laser system for use in high-density integrated silicon-photonic systems is still

an active research topic. Such lasers should be tightly codesigned to coordinate with

the capabilities of the photonic resonance tracking loops and laser power management

capabilites found in complex silicon-photonic systems.

2.1.4 Optical Microring Resonator

The key building block of a DWDM link is the optical microring resonator, which

is a waveguide looped around in a ring to form a resonant cavity. As opposed to

traditional WDM multiplexers implemented using cumbersome arrayed waveguide

gratings [17], which are on the scale of hundreds of micrometers on a side, ring radii

in DWDM links are on the order 5 µm, which allows for thousands of ring resonators

to fit on a single die.

λ0

In Thru

Drop

λ

Thru

Drop

α

λ0

ERi
λ

FWHM

FSR

α

λ0

Thru
11

0

Figure 2-2: The optical transfer characteristics of a microring resonator (a waveguide
looped around in a ring to form a resonating cavity) that is resonant at λ0.

At a high level, a microring coupled to a bus waveguide acts as a notch filter from

in-port to through-port, shown in Fig. 2-2; wavelengths not on resonance are allowed
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to pass by while wavelengths close to the resonant wavelengths are captured in the

resonator. Resonances are periodic with a spacing defined as the free spectral range

(FSR), which grows with a smaller microring circumference. Due to this periodicity,

all wavelengths used in a DWDM link must fit within one FSR, where each ring has

single-wavelength selectivity.
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Figure 2-3: Microring resonator coupled to a bus waveguide through a coupling region.

We can derive quantitative relationships of a microring resonator system. In

Figure 2-3, we define quantities a, r, and k, which correspond to the transmission

of the microring for one roundtrip, the self-coupling of the bus waveguide, and the

cross-coupling between the bus waveguide and the microring waveguide, respectively.

Note that r2 + k2 = 1 as r2, k2 are the power splitting ratios of the coupler and the

coupling region is assumed to be lossless. Using these quantities, we can derive the

microring’s input port to through port wavelength transmission characteristics, α,

following the analysis given in [7]:

α = Ithru

Iinput
= a2 − 2ar cos(φ) + r2

1− 2ar cos(φ) + a2r2 (2.1)

Ithru and Iinput are the intensities at the through port and input port, respectively.

The quantity φ is the single-pass phase shift provided by the microring waveguide
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and is given by φ = BL. B is the propagation constant, equivalent to 2πneffL/λ, and

L is the round-trip length of the microring. neff is the effective index.

The ring is on resonance when the phase shift φ is a multiple of 2π. This condition

is satisfied for a set of resonant wavelengths, λ0, when:

λ0 = neffL

m
, m = 1, 2, 3, ... (2.2)

These multiple resonances give rise to the free spectral range, which is the spacing

between resonances, given by:

FSR = λ2

ngL
(2.3)

where ng is the group index, which takes into account the dispersion of the silicon

waveguide. When on resonance, Equation 2.1 reduces to:

α(λ0) = 1− A = a2 − 2ar + r2

1− 2ar + a2r2 = (a− r)2

1− 2ar + a2r2 (2.4)

When the ring is critically coupled, defined as when the power coupled from the bus

waveguide matches the energy decay rate due to losses in the microring, r = a and

α(λ0) = 0. If the ring is overcoupled (r > a) or undercoupled (r < a), αλ0 > 0.

Consequently, in order for a ring to have the highest extinction in its notch response,

the ring needs to be critically coupled. a will vary depending on the loss of the

microring cavity, which is a function of many factors. To critically couple a ring, we

can tune r and k by changing the spacing between the waveguide and microring to

adjust the amount of evanescent coupling. Note that in Equation 2.4, we have also

defined a new quantity, A, corresponding to the decrease in through-port transmisivity

(from unity) when the ring is on resonance. We can also define a microring’s intrinsic

extinction ratio, ERi, such that ERi = −10 · log10(1−A). When the ring is critically

coupled, A = 1 and ERi is infinite.

A microring’s full-width half-maximum (FWHM) bandwidth, ∆λ, around a res-

onance λ0 is indicative of the sharpness of the resonance notch and the microring’s
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Figure 2-4: Plot of a ring resonator’s through-port transfer characteristic, α, using
Equation 2.7 versus λ − λ0. In this plot, we use A = 0.95, corresponding to an
ERi = 20 dB. The linewidth (∆λ) is 128 pm.

selectivity. From [7], this is given by:

∆λ = (1− ra)λ2
0

πngL
√
ra

(2.5)

. The quality factor (Q-factor) of the microring is related to the ∆λ FWHM through:

Q = λ0

∆λ (2.6)

The quality factor of the ring is inversely proportional to the loss of the ring cavity;

as a decreases, which indicates lower round-trip transmission and higher loss in the

microring, ∆λ increases and Q drops. Doping the ring in active structures (mod-

ulators or a resonated photodetector), for example, will lower the quality factor by

introducing additional round-trip loss due to free carrier absorption. Likewise, electri-

cal contacts placement must avoid overlap with the optical mode without sacrificing

contact resistance. This mechanism also sets a lower-bound on the radius of the ring;
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a radius that is too small will suffer from very high bend losses and a low quality

factor.

While Equation 2.1 captures the full dynamics of a microring, it is cumbersome to

work with due to the use of low-level physical quantities as opposed to the character-

istic quantities that can be derived from a wavelength spectrum measurement (A, λ0,

Q, and ∆λ). For the rest of the quantitative analysis in this thesis, we will instead

adopt a simplified model which fits a microring’s through-port transfer characteristic,

αλ to a Lorentzian line shape [8] using the characteristic quantities:

α(λ) = 1− A

1 + 4
(
λ−λ0
∆λ

)2 (2.7)

We note that this model is fitted around a single resonant wavelength, λ0 and does not

take into account the other resonant wavelengths from the same microring. Neverthe-

less, this model provides an accurate approximation since we avoid placing DWDM

channels outside of a microring’s FSR in order to maintain single wavelength selec-

tivity.

2.1.5 Microring Modulators

We can realize an electro-optic microring modulator by modulating the resonance

(λ0) of the ring to perform on-off-keying (OOK) of input light aligned close to λ0

(Fig. 2-5, left). Changes in free carrier concentration are used to shift λ0 by changing

the material’s index of refraction [74]. Carrier-injection modulators are p-i-n junctions

that inject carriers into the intrinsic region during forward-bias, blue-shifting λ0.

Carrier-depletion modulators are p-n junctions that deplete the carriers from the

junction during reverse bias, red-shifting λ0. Carrier-injection modulators are limited

in speed by minority carrier lifetimes, necessitating pre-emphasis schemes to reach

higher data-rates [40, 54, 94]. Forward-biased operation of the junction also results

in static power dissipation and poor energy-efficiency. Carrier-depletion designs avoid

these issues, but require mid-level doping control (often difficult in a CMOS process)

to balance λ0 shift with Q-factor degradation from free carrier absorption. Figure 2-
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6 shows a simulated through-port transfer characteristic that is representative of a

depletion modulator, showing a shift in the ring’s resonance between the 0 and 1

states. Here, the 1 state corresponds to the depleted state as it is red-shifted relative

to the 0 state. We note that a higher Q-factor yields a greater modulation depth given

the same change in λ0 but also translates to a higher lifetime for photons resonating

in the ring. Photon lifetimes comparable to or greater than the bit time result in

optical ISI due to residual light left in the ring from bit-to-bit. A ring’s Q-factor sets

an optical bound on its maximum data-rate.

λ0
Tx Out

Tx-1

0101101...
α

λ0

λ

ER

IL

0 1 λ0

PD

Rx-1

Rx In

0101101...

λ0

T1

T0

1

Figure 2-5: Ring resonators used in a modulator and a receiver. The input light is
at the same wavelength as λ0. The modulation insertion loss (IL) and the extinction
ratio (ER) are defined as 10·log10 T1 and 10·log10

T1
T0
, respectively. T1 and T0 represent

modulated output powers for optical ones and zeros, normalized to the input power.

Compared to traditional Mach-Zehnder interferometer-based modulator struc-

tures [15, 56], which even the smallest are hundreds of micrometers long, the resonant

structure of rings increases the optical length, allowing them to perform modulation

in a much smaller form factor.

2.1.6 Photodetectors and Receivers

A photodetector is responsible for converting optical power into electrical current,

which can then be sensed by a receiver circuit [20, 40, 59] and resolved to electrical

ones and zeros. Both pure germanium and SiGe (which are already used in mod-

ern processes for strain engineering) are potential photodetector materials [33, 62,
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Figure 2-6: Plot of a ring modulator’s through-port transfer characteristic versus
λ − λ0. Note that the modulator has two states, α0 and α1, corresponding to the
modulator’s 0 and 1 states, respectively. In this plot, we use A = 0.95, corresponding
to an ERi = 20 dB. The linewidth (∆λ) is 128 pm.

84]. Defect-trap-based poly-Si [51] and photonic crystal photodetectors [52] are also

promising silicon-based photodetector of interest.

As the absorption spectrum of the detector depends on the material itself, stan-

dalone photodetectors are wideband. Instead, to obtain wavelength selectivity, pho-

todetectors are always paired with microring resonators, which performs the channel

selection (Fig. 2-5, right). The photodetector is placed on a waveguide that is coupled

to the drop-port of a microring, such that light resonating in the ring will get dropped

onto the the drop-port waveguide and illuminate the photodetector. This creates an

arrangement where only light at the resonant wavelength of the ring illuminates the

photodetector, whereas all other wavelengths pass by. Alternatively, the PD may be

directly embedded into the structure of the ring itself [20, 51]. In addition to provid-

ing channel selectivity, the ring also enhances the absorption of the photodetector, as

resonating light makes multiple passes through it. As a result, we can reduce the over-

all size of the photodetector, minimizing its footprint and its parasitics, to improve
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overall receiver performance [18, 20]. We note that integration of the photodetec-

tor material (typically Germanium) into the microring structure can be challenging.

However, this method has been very attractive method for polysilicon-based defect

detectors [51]. The trade-off here is between the drop-loss of the passive ring and

absorption length (capacitance of the slab PD), versus a broader spectral response

(lowered Q) of the resonant PD, in potential DWDM applications.

2.1.7 Microring Tuning Requirements

In order to perform its roles, a microring resonator’s λ0 must be aligned to λ,

the laser wavelength it is modulating or filtering. Unfortunately, a practical system

contributes several factors that invalidates this assumption. First, as a resonant

device, λ0 is very sensitive to process (geometric) variations. Second, as the laser

itself may not be temperature stabilized, the output wavelength of the laser could

drift time with time. Third, an increase or decrease in temperature changes the index

of refraction through the thermo-optic effect, creating large temperature-dependent

offsets in λ0. The strong thermal dependence provides a way for us to tune λ0 to

combat the first two sources of λ0 misalignment but also necessitates active resonance

control when microrings are integrated into an electrical system, where temperatures

fluctuate. We note to the reader that ring tuning requirements will be covered in

much greater detail in Chapter 3.

2.1.8 A Silicon Photonic Link

The architecture of an n-wavelength DWDM chip-to-chip silicon-photonic link

using an off-chip laser source is shown in Fig. 2-7. The laser source—either a comb

laser or a bank of single-wavelength lasers shared across all links in the system—

produces CW light of n wavelengths (λs). The laser light travels from the off-chip

laser source to the chip through a single-mode fiber. The light then couples into

an on-chip single-mode waveguide through a vertical grating coupler (VGC). An n-λ

DWDM transmit macro, built using a bank of n resonant microrings, each tuned to
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one of the wavelengths, modulates the wavelengths, imprinting an independent digital

bitstream upon each of the wavelengths. The modulated wavelengths of light exit the

transmit chip through a second VGC into a single-mode fiber bound for the receive

chip. Once at the receive chip, they couple into an n-λ DWDM receive macro. Here,

resonant filter microrings tuned to each wavelength drop the light onto photodetectors

to produce photocurrent, which the receivers resolve back into data. To simplify clock

recovery, the clock can also be source-forwarded as one of the datastreams using one

of the wavelengths [18, 39].
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Figure 2-7: A chip-to-chip DWDM optical link using silicon-photonics.

2.2 Silicon Photonic Integration

Despite the numerous efforts underway [4, 9, 19, 43, 84], the integration of optical

devices with advanced electronics in a VLSI system remains a key challenge. We

can classify integration strategies as either monolithic, with optical devices and tran-

sistors both on the same chip [4, 19, 43], or heterogeneous, with separate photonic

and electronic dies bonded in a multi-chip solution [40, 59, 98], each with their own

advantages. In addition to the integration method, another degree of freedom is the

choice of the substrate for building optical devices on. Here, both silicon-on-insulator

(SOI) and bulk substrates are promising and address different needs. This section

provides a brief overview of the various integration strategies.
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2.2.1 Heterogeneous vs. Monolithic Integration

In a heterogeneous platform, the electronic wafer and the photonic wafer are

fabricated separately in different processes or foundries and attached together using

through-silicon-vias (TSVs) [32, 93], through-oxide-vias (TOVs) [84], or face-to-face

microbumps [98]. The split nature of fabrication enables both sides to be individually

optimized, allowing process optimizations for photonics to be completely decoupled

from those of the CMOS electronics it attaches to. As optical devices are not bound

by CMOS processing constraints, heterogeneous platforms can demonstrate better

standalone device performance than on a monolithic platforms. The main downside

of heterogeneous integration is the overhead of 3D integration or packaging. Aside

from the added cost and yield penalty, the chip-to-chip interconnect adds parasitic

capacitance [98] both from the 3D interconnect – 20–50 fF for microbumps but can

be as low as 3 fF for wafer-level stacked TOVs [84] – and from the wiring through the

entire metal stack of the CMOS chip (often more than 10 metal layers) to reach where

the microbumps and the TSVs contact the chip. State-of-the-art 3D packaging solu-

tions are pitch limited – 4 µm for wafer-level stacked TOVs and 40 µm for microbumps

– which inherently limit the density of contacted optical devices. These factors ulti-

mately degrade the performance and energy efficiency [18] of the final part. As such,

the benefits of heterogeneous photonics must be weighed against the complexity of

the packaging.

A monolithic platform simplifies packaging and minimizes cost through a single-

chip solution containing both CMOS electronics and optics. Monolithically integrated

electro-optic chips feature tight device-to-circuit proximity; connections to optical de-

vices leverage on-chip wires to minimize device-to-circuit interconnect parasitics and

enable a very high density of interconnections to the optical devices. The approach

offers near-perfect yield, in line with that of CMOS transistors. As both optics and

electronics are now on the same chip, however, processing optimizations for optics

and electronics cannot be performed independently of each other. As such, the tran-
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sistors in monolithic platforms tend to derive from older CMOS processes [4, 8], where

transistor properties are not so sensitive to processing changes for optics.

2.2.2 SOI and Bulk Platforms

To date, the vast majority of both monolithic and heterogeneous photonic plat-

forms use thick buried-oxide (BOX) SOI processes as the substrate of choice. Here,

the crystalline silicon layer on top of the BOX serves as a suitable material for the

waveguide core and the thick BOX serves as the bottom cladding, providing optical

mode confinement [4, 8, 43, 98] and preventing light in the waveguide from coupling

into the substrate. Together, thick BOX platforms have demonstrated waveguide

losses that are sub-1 dB/cm. As a comparison point, losses that are < 20 dB/cm

are sufficient in enabling resonant devices of a high enough quality factor for use in

DWDM applications.

We note, however, that thick BOX SOI is generally avoided in commercial high-

performance CMOS SOI processes due to the higher thermal impedance. These pro-

cesses use a thin BOX layer, which is not sufficiently thick to prevent the propagating

optical mode in the waveguide from leaking into the silicon substrate. To enable op-

tics, a post-processing etch using XeF2 can be applied to remove the high-index silicon

substrate [19, 54, 62, 88] from the chip, utilizing the BOX layer as a high selectivity

stopper for the etchant. Afterwards, a lower-index material (such as glass or silicon

carbide) can be attached to form the new substrate [54, 62] or the chip can be left

exposed left to air [19, 88] (which has a low index) to enable confinement. With these

steps, we have demonstrated a complete electro-optic platform in a state-of-the-art

commercial CMOS SOI process, with no foundry changes needed to enable optics.

The majority of photonics integration efforts presented so far have really only fo-

cused on addressing a niche market; both heterogeneous approaches and SOI are

costly and avoided by mainstream foundry customers. To gain traction among

high-volume cost-driven applications, such as memory, electronic-photonic integra-

tion must be demonstrated monolithically in bulk silicon. Compared to SOI, a bulk

platform faces two additional challenges. The first is the lack of a thin crystalline
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silicon layer present natively on the wafer, necessitating polysilicon-based waveg-

uides [50, 61], which can be much more lossy due to crystal grain imperfections.

Alternatively, crystalline silicon may be expitaxially grown as the waveguide mate-

rial [9], but the high temperature processing has thus far proved to be a risk to

process-native transistors. The second challenge is the lack of a thick BOX layer

for waveguide isolation from the substrate. The undercut technique [61] is suitable

for this, but requires post-processing, constrains circuit-photonics placement, and

weakens the chip mechanically. The extension of shallow-trench isolation to make

deep oxide-filled trenches underneath optical waveguides [9, 50] is an alternative that

enables tighter integration without post-processing, but requires additional process

integration.
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Chapter 3

Microring Resonance Tuning

The optical microring resonator is the key enabling device for integrated DWDM

optical links. However, microrings are difficult devices to work with due to the sensi-

tivity to process and temperature variations. Our past work explored high-level tuning

strategies based on microring-to-wavelength assignments in DWDM links [18, 79]. In

this chapter, we explore the lower-level challenges associated with keeping a microring

tuned to an assigned wavelength channel. We first contribute models that describe

microring behavior when both variations (thermal or process) and laser-induced self-

heating come into play. Using these features, we perform a review of representative

tuning techniques to classify the effectiveness of each solution against a set of tuning

challenges. What we find is that no existing solution can address the full list of is-

sues, motivating the need for a more sophisticated approach. We use the experience,

insights, and considerations gained from these discussions to support the design of

the generalized bit-statistical tuner in Chapter 4, where we address the shortcomings

of all previous attempts.

3.1 Process Variations and Thermo-Optic Effect

As a modulator, the ring imprints digital 1 s and 0 s onto a wavelength positioned

close to its resonance, performing both the channel selection and on-off keying of

light. In the receiver, the ring acts as a channel-selective filter, picking off a specific

45



wavelength to drop to a broadband photodetector while letting other wavelengths

pass by unaffected. In both cases, the resonance of the ring (λ0) must be precisely

aligned to the wavelength of interest; any deviation in resonance will immediately

translate to a reduction in the transmit or receive margin (a closing of the link’s

eye), leading to bit-errors. Unfortunately, the resonant wavelength of a ring is highly

sensitive to both ring geometry and temperature.

Variations in silicon layer thicknesses on SOI layers and lithographic precision

(cross-chip, cross-wafer and lot-to-lot) impact the post-fabrication resonances of ring

resonators. Processing variations have both a random and systematic component;

ring resonators in close proximity experience less overall variations relative to each

other than ring resonators far away. The authors of [71] characterized this effect

in an SOI process for 193 nm lithography using identically designed ring resonators

separated at different distances away from each other. Ring resonator devices only

25 µm away had a λ0 mean standard deviation of 0.15 nm (18GHz at 1550 nm). When

this distance increased to 1700 µm, representative of an intra-chip distance, the mean

standard deviation increased to 0.55 nm (69GHz). At 10 000 µm and 20 000 µm, which

are representative of inter-chip distances, the mean standard deviation increased fur-

ther to 1.3 nm (162GHz) and 1.8 nm (225GHz), respectively. The variations of the

microring filter banks we fabricate in [62] are in agreement with the reported scale of

variations. In [61], identical microrings fabricated adjacent to each other in a state-

of-the-art bulk CMOS process employing 193 nm immersion lithography have been

measured to differ in resonance by up 90GHz. These variations are similar in magni-

tude to the variations for an SOI process [71]. If uncompensated for, the magnitude

of process variations will easily bring a microring’s post-fabrication resonance out of

its useful wavelength range.

The strong thermo-optic effect of silicon can produce large refraction index changes;

an increase or decrease in temperature of 1K produces a resonance red-shift (increase

in wavelength) or blue-shift (decrease in wavelength), respectively. The resultant

wavelength shift due to temperature can be obtained through the following relation-
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ship [58]:
∂λ0

∂T
= λ0

ng

∂neff

∂T
(3.1)

where T is temperature, λ0 is the ring’s resonant wavelength, ng is the group refractive

index, and neff is the effective refractive index. It can also be expressed in frequency

as:
∂f0

∂T
= − f0

ng

∂neff

∂T
(3.2)

where f0 is the ring’s resonant frequency (f0 = c/λ0). Note that these equations

ignore the change in physical dimension from the coefficient of thermal expansion,

as they are negligible compared to the shift caused by the change in index. The

effective index, neff , is also dependent upon the optical mode confinement in both the

silicon waveguide core and the cladding material. For typical silicon-based microrings,

∂f/∂T is on the order of −10GHz/K (or 0.05 nm/K) [58, 61] around the wavelengths

of interest.

In Thru

Integrated 
Heater

Microring 
Resonator

PH

CH CR

CC

PH PR

PC

RHR

RRCRHC

RCE

TE

TH TR

TCChip

Environment

Figure 3-1: Mapping the thermal behavior of a ring resonator to an equivalent electri-
cal circuit. Thermal capacitance maps directly to electrical capacitance and thermal
resistances map to electrical resistors. Elements that generate heat are modeled as a
current source and voltages represent temperature. The circuit shown contains four
nodes: the embedded microring heater, the microring waveguide, the rest of the chip
(and package), and the environment. Elements corresponding to those nodes are
represented by subscripts H, R, C, and E, respectively.

The strong thermo-optic effects enable the most severe process variations to be

compensated thermally through a temperature change of a few tens of degrees. We
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can create temperatures changes in the ring by placing a resistive heating element

alongside the ring. When voltage is applied across the heater, the heat created by the

heater flows into the ring and changes its temperature. The temperature change then

causes a shift in λ0. This is a widely employed technique [16, 41, 58, 62, 80, 88, 99] and

can tune a ring across an entire FSR, provided there is enough power delivered to the

heater. We can exploit the thermal-electrical circuit duality [13, 14, 24] to build an

equivalent thermal circuit model of a heater-embedded microring resonator system,

shown in Figure 3-1. This model captures temperature activity at four temperature

nodes: the heater, the ring waveguide, the chip, and the environment. For ease of

understanding, the equivalent circuit in Figure 3-1 uses lumped circuit elements as

opposed to distributed elements. The use of distributed elements can be performed

using the thermal simulation framework we describe in a prior work [13, 14].

For the analyses we perform in the rest of this thesis, we can make several sim-

plifications to this model. First, as microring heaters are typically embedded within

the ring waveguide itself [80, 88] or placed in close proximity, the heater-to-ring ther-

mal impedance, RHR, is very small compared to the heater-to-chip and ring-to-chip

impedances, RHC and RRC . As such, we can group the heater and ring waveguide

nodes into one combined node. Second, due to the large thermal capacitance of a chip

(from the sheer amount of matter that is present), heating an individual ring has a

negligible impact on the temperature of the chip node. In addition, from prior anal-

ysis performed in [13], the temperature of the chip changes very slowly with power

changes on the chip; chip temperature fluctuations happen on the order of several

milliseconds to seconds [13], which is more than an order of magnitude slower than

the temperature changes to the ring from excitations occurring from the embedded

ring heater or from the ring waveguide, which are on the order of tens of microsec-

onds. The faster transients dominate the response and the ring sees the chip node as

if it was tied to a temperature (voltage) source that changes very slowly with time.

Finally, if we consider only changes in temperature changes as opposed an absolute

temperature, any fixed temperature (voltage) sources in our circuit model become

shorts to a temperature “ground”.
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Figure 3-2: Simplified analytical model of ring resonator temperature variations (a)
and dT , when subjected to a change in heater power, dP , when chip temperature
is constant (b). RT is the thermal impedance between the ring resonator to the
chip, and CT is the thermal capacitance (heat capacity times density times volume).
RT = RHC ||RRC and CT = CH + CR.

With these simplifications, the circuit reduces down to the circuit in Figure 3-

2. By superposition, we can relate dP , a change in heater output power, and to a

corresponding change in steady-state temperature, dT , through the circuit in Figure 3-

2b. The relationship is given by:

dT = RT · dP (3.3)

where RT is the thermal impedance from the microring resonator to the rest of the

chip. We define the tuning efficiency, HT , of a ring to be:

HT = ∂λ0

∂P
= ∂λ0

∂T
· dT
dP

= ∂λ0

∂T
·RT (3.4)

which has units of nm/mW. We note that the choice of the chip substrate has a

huge impact on the thermal resistance between the microring and the rest of the chip

(RT ) which, consequently, impacts the tuning efficiency (HT ) as well. As crystalline

silicon is a very thermally conductive material, much of the heat transfer from a

ring resonator to the rest of the chip is through a chip’s bulk substrate. As such,

an SOI or bulk process chip with the substrate removed and/or replaced with a

thermally insulating material will have order-of-magnitude higher RT and HT [13].
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This is known as an undercut technique and has been exploited widely to enhance

the efficiency of thermal tuners [16, 61, 62, 88].

If we take into account the fact that it takes time for the ring to heat up and

cool down, the self-heating response will be frequency dependent. We can derive the

following expression for H ′T (ω), which is the change in λ0 with respect to input power,

taking into account a first-order temperature response caused by the heat capacitance

and thermal impedance of the microring to the substrate:

H ′T (ω) = HT ·
1

1 + jωτT
(3.5)

where τT is the thermal time constant. In our simplified circuit model, τT = RT ·CT .

By using the superposition property of the power (current) and temperature (voltage)

sources in Figure 3-2a, τT is the same between the case where the heater is responsible

for the change in ring temperature and the case where a change in chip temperature

is responsible. However, as we stated earlier, changes in the chip temperature occur

at far slower timescales than τT .

The strong temperature dependence is a mixed blessing, however. In a hostile

thermal environment, such as that of a modern microprocessor chip, the ring could be

subject to very large environmental temperature swings. As shown in Figure 3-3, even

a 1K temperature change results in a significant degradation in modulation depth for

a modulator ring or, similarly, a significant loss of power in a receive filter ring. From

these observations, it is clear that a mechanism for stabilizing ring temperatures is

essential to microring operation.

3.2 Ring Self-Heating

In our discussions so far, we have only considered ring resonator temperature

changes from ambient sources. We now discuss the implications of microring self-

heating, which includes the heat generated from the ring waveguide itself. These
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Figure 3-3: The effect of a 1K change in temperature on a microring resonator with
a quality factor of 10000 at a wavelength of 1280 nm. λ is the laser wavelength and λ0
is the ring’s resonance on optical 0 s. α0 and α1 denote the thru-port transmission of
the 0 and 1 states of the modulator ring. α1−α0 represents the achieved modulation
depth. The modulator ring is nominally biased at the point of maximum modulation
depth. When temperature increases, the resonance red-shifts, such that λ − λ0 is
smaller. When temperature decreases, the resonance blue-shifts, such that λ− λ0 is
larger.

effects result in phenomena, such as optical bistability of ring resonators [65, 95, 99],

that are essential to consider in a thermal tuning solution.

3.2.1 Change in Resonance From Self-Heating

There are two primary sources of self-heating power: laser power (primary from

free carrier absorption) and I · V power dissipated by electrical junctions in the ring

(such as in carrier-injection modulators or from photocurrents in a resonated pho-

todetector). We define a value, PS, for the self-heating power that includes these

terms:

PS = PJ + P ′L (3.6)
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where PJ is the power dissipation from the electrical junctions and P ′L is the laser

power that self-heats the ring. P ′L is related to the input port laser power, PL, through

the following relation:

P ′L = κ · PL · γ(λ) (3.7)

where γ(λ) is the fraction of input power “lost” by the ring as a function of the

laser wavelength and κ is the fraction of the “lost” power that self-heats the ring.

From [99], typical values of κ can vary from 0.3–0.9 , dependent upon the proportion

of laser power absorbed through free carrier absorption in the cavity or radiated out

from the cavity. A ring with a strongly coupled drop-port, for example, would have a

low value of κ as most of the power lost by the ring goes to the drop port. The amount

of laser power lost by the resonator depends on how close the laser wavelength is to

the resonance, λ0, and is captured by γ. We note that in steady-state, γ is related to

α, the through-port transmission, through the following relationship:

γ(λ) + α(λ) = 1 (3.8)

which states that whatever proportion of laser power not transmitted to the through

port is “lost” by the ring. Using Equation 2.7, we then rewrite PS as:

PS = PJ + κ · PL · γ(λ) (3.9a)

= PJ + κ · PL · (1− α(λ)) (3.9b)

= PJ + κ · PL ·
A

1 + 4
(
λ−λ0
∆λ

)2 (3.9c)

PS causes a change in λ0 through the tuning efficiency, HT . From this, we can finally

derive an expression for λ0, taking into account the self-heating effects:

λ0 = λ′0 +HT · PS (3.10a)

= λ′0 +HT ·

PJ + κ · PL ·
A

1 + 4
(
λ−λ0
∆λ

)2

 (3.10b)
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where λ′0 is the resonance of the ring without self-heating considered. This equation

can be directly solved for λ0 and we plots the solutions for λ0 as a function of the

laser wavelength, λ, in Figure 3-4. A higher laser power causes the shape of the

curves to “stretch” upward and right, extending the maximum change in λ0 as the

laser is able to heat the ring up more. Microrings with lower quality factors will see

the self-heating effect across a broader range of wavelengths, as it is able to capture

laser light when the laser is farther away from λ0. PJ , when independent of the laser

power, provides an additional shift in λ0. As the change in λ0 also affects P ′L, a fixed

PJ does not equate a fixed change in λ0.
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Figure 3-4: Calculated λ0 vs. the laser wavelength (λ). The plotted lines shows all
solutions of Equation 3.10, each with different ring parameters. The ring self-heats
from the resonating laser power to produce a changing λ0. The ring has λ′0 = 1280 nm,
HT = 1nm/ mW, PJ = 0, and κ = 0.5.

3.2.2 The Feedback Relation of Self-Heating

The solutions of Equation 3.10 take on many interesting forms and carry significant

implications. In particular, the regions where there are three different solutions for

a given λ imply multiple stability points. To begin discussion, we consider the case

of an optical ring resonator in thermal steady-state that is perturbed by a small
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change in power, dPE, generated from an arbitrary source. dPE has an impact on the

resonator’s resonant wavelength through the tuning efficiency HT :

dλ0 = HT · dPE (3.11)

As λ0 moves, α(λ) and hence γ(λ) changes as well, producing a change in the self-

heating power of the ring. If we assume, for now, that PJ is independent of λ0, we

obtain:

dPS = ∂PS
∂λ0
· dλ0 (3.12a)

= κ · PL ·
∂γ(λ)
∂λ0

· dλ0 (3.12b)

However, the change in PS will also affect λ0 through the tuning efficiency:

dλ0 = HT · dPS (3.13)

which will again affect PS. Hence, an intrinsic feedback relationship is present in ring

resonator self-heating.

HT+

κ PL δγ/δλ0

dPE

dPS

dPE + dPS
dλ0

Figure 3-5: The feedback relationship of self-heating. For any power perturbation
to the ring, dPE, such as from the chip heating up or from the ring’s heaters, the
feedback path will either amplify or attenuate the change in λ0, depending on the
sign of ∂γ/∂λ0.
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We can model and analyze the effects of self-heating as the feedback system shown

in Figure 3-5. The loop gain of the system is given by:

GL = κ · PL ·HT ·
∂γ

∂λ0
(3.14)

Using the loop gain, we can derive an overall transfer function between a change in

power and the corresponding change in resonant wavelength:

dλ0

dPE
= HT

1−GL

(3.15a)

= HT

1−
(
κ · PL ·HT · ∂γ∂λ0

) (3.15b)

To understand the feedback relationship, we will examine the loop gain, GL in

Equation 3.14. We observe that the system has positive feedback when GL > 0 and

negative feedback when GL < 0. In the expression for GL, κ, PL, and HT are positive

physical terms that cannot be negative. As such the ∂γ/∂λ0 term alone determines

whether self-heating contributes positive or negative feedback.

We plot ∂γ/∂λ0 for a ring resonator as a function of λ in Figure 3-6. Observe that

when the ring is red-biased (λ < λ0), ∂γ/∂λ0 is negative, implying negative feedback.

When the ring is blue-biased (λ > λ0), ∂γ/∂λ0 is positive, implying positive feedback.

The crossover wavelength at which ∂γ/∂λ0 switches signs is λ0. The magnitude of

each of the terms of GL determine the strength of the feedback. Intuitively, a higher

laser power, a higher the fraction of laser power that is converted to heat, or a higher

tuning efficiency all translate to a stronger self-heating feedback effect. For ∂γ/∂λ0,

the magnitude is greater for rings with a higher quality factor, as that sharpens the

wavelength notch. As such, rings with a higher quality factor experience stronger

positive and negative feedback.

3.2.3 Self-Heating Optical Bistability

From the loop stability criteria of GL < 1, we note that the transfer function can

become thermally unstable when blue-biased. When unstable, any perturbations to
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Figure 3-6: A plot of ∂γ/∂λ0 across λ. ∂γ/∂λ0 is negative for λ < λ0 (red-biased)
and positive for λ > λ0 (blue-biased).

the ring are continuously amplified and the ring resonance immediately drifts away

from the original point. As λ0 moves, ∂γ/∂λ0 changes as well and ring resonance

continues to drift until it reaches back to a point where a lower value of ∂γ/∂λ0 again

enables the stability criteria to be satisfied. This leads to thermo-optical bistability;

given constant PL, a ring biased in the unstable regime will drift away from the

metastable point and settle to one of two thermally-stable steady states.

We show simulated self-heating stability curves for a microring resonator in Fig-

ure 3-7. In the case with 1mW of laser power, the laser is bistable over a large range

of wavelengths. When the ring is red-biased (region above or to the left of the λ = λ0

line), the ring is always in a stable regime. When the ring is blue-biased, the ring

can enter a metastable regime, where any deviation from the metastable point grows,

amplified by the positive feedback of the self-heating behavior, before settling to one

of two stable states where A < 1. The range of wavelengths with bistability behavior

shrinks with smaller laser power. Bistability is not present below 0.2mW of laser

power. However, the self-heating still causes noticeable asymmetry in the response.

56



1279.5 1279.6 1279.7 1279.8 1279.9 1280 1280.1 1280.2 1280.3 1280.4 1280.5
1280

1280.05

1280.1

1280.15

1280.2

1280.25

1280.3

1280.35

1280.4

1280.45

1280.5

 [nm]


0
 [
n

m
]

 

 

P
L
 = 1.0 mW

P
L
 = 0.5 mW

P
L
 = 0.2 mW

P
L
 = 0.1 mW

 = 
0

Bist
able Sta

te
 B

M
et

as
ta

bl
e 

St
at

e

Bistable State C

A=1
State A

State D

Figure 3-7: Microring self-heating stability curves for a ring in steady state. A
plot of λ0 vs. the laser wavelength (λ). Each plotted line shows all the solutions of
Equation 3.10 at a different laser power (PL). The line where λ = λ is also shown.
The ring self-heats from the resonating laser power to produce a changing λ0. The
ring has a nominal λ0 = 1280 nm, Q = 10000, HT = 1nm/mW, and κ = 0.5. We
annotate the region of bistability for the case of 1mW of laser power, showing the
range of wavelengths with two stable states and the metastable state. The directions
of the arrows show the trajectory λ0 takes if we sweep the laser from low λ to high λ
and from high λ to low λ.

When the laser wavelength, λ, is in the region where the system is bistable, the

system can settle into either state B or state C. To reach the bistable state B, the

system must first be red-biased into state A. Then, either λ increases or λ′0 decreases

to move the microring into state B. Similarly, to reach bistable state C, the ring must

first be blue-biased into state D followed by λ decreasing or λ′0 increasing to move

into state C.
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3.2.4 Non-Steady-State

So far, we have limited our analysis to the steady-state case. H ′T (ω) can be directly

substituted into the loop gain expression of Equation 3.14, giving:

GL(ω) = κ · PL ·H ′T (ω) · ∂γ
∂λ0

(3.16a)

= κ · PL ·HT ·
∂γ

∂λ0
· 1

1 + jωτT
(3.16b)

= GL(0) · 1
1 + jωτT

(3.16c)

Intuitively, the loop-gain rolls off at higher frequencies as the temperature change can

no longer keep up with the perturbation. Note that the temporal behavior of other

factors of the equation are much faster than the timescales of interest. Hence, they

are assumed to be instantaneous.

3.3 Thermal Effects on Active Elements

The feedback system of Figure 3-5 and Equation 3.15 can be generalized for differ-

ent sources of perturbations, which we can use to use to model the impact of active

elements. In all cases, the loop gain, GL, of the self-heating effect works to scale

the effect of the perturbation on the resonance. We define S(ω) = 1/(1 − GL(ω)).

Figure 3-8 shows the steady-state behavior of S(ω) when laser wavelength changes

relative to λ0. With the given parameters in steady state, 1mW of laser power will

attenuate the perturbation by up to 8 dB when red-biased, while amplifying the per-

turbation to the point of instability when blue-biased.
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Figure 3-8: Self-heating’s scaling effect on perturbations, plotted at different laser
powers for a ring with ∆λ = 128 pm. HT = 1nm/ mW and κ = 0.5. We plot
1/(1−GL) on a dB scale.

The frequency domain response of S(ω) can be written as:

S(ω) = 1
1−GL(ω) (3.17a)

= 1
1−GL(0) ·

(
1

1+jωτT

) (3.17b)

= 1 + jωτT
1 + jωτT −GL(0) (3.17c)

= 1
1−GL(0) ·

1 + jωτT
1 + jω · τT

1−GL(0)
(3.17d)

The system has a zero at 1/τT and a pole at (1 − GL(0))/τT . When GL is negative

(red-biased), the zero frequency is lower than the pole frequency. If GL is positive,

the zero frequency is higher than the pole frequency. We show a plot of |S(ω)| for

the case of both positive and negative feedback GL(0) in Figure 3-9. The rest of

this section will develop models for analyzing the impact of S(ω) on active microring

structures. To keep the analysis intuitive, we will model active effects as perturbations
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Figure 3-9: Plot of |S(ω)| for different values of GL(0), showing the effects of positive
and negative feedback relationships. We use a τT = 10 µs.

to a microring system. As active effects are typically large, we essentially make the

approximation to linearize non-linear quantities, such as GL(0), around a region of

interest.

3.3.1 Impact on Active Thermal Tuning

Consider the case of an embedded ring heater, which we use to control the λ0 of

the ring (to compensate for process variations, for example). The heater outputs a

small change in power, dPE in order to achieve this. If self-heating is not considered,

the steady-state change in the resonant wavelength, dλ0, is just dλ0 = HT · dPE.

When self-heating is considered, the same dPE results in a smaller dλ0 shift for a red-

biased ring and a larger dλ0 shift for a blue-biased ring. This effect stems from the

the attenuation or amplification caused by the factor of 1/(1 − GL) in steady-state.

As such, a red-biased ring will experience finer-grained λ0 control from the heater and

a blue-biased ring will experience coarser-grained λ0 control from the heater.
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With time constants considered, the transfer function for heating takes the form

of:

dλ0

dP
= H ′T (ω) · S(ω) (3.18a)

= HT

1−GL(0) ·
1

1 + jω τT
1−GL(0)

(3.18b)

The scaling factor from self heating also moves the pole in the system to a frequency

given by τT/(1 − GL(0)). Figure 3-10 shows a typical heater tuning curve. The

bistability creates hysteresis in λ0 when responding to the heater power.
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Figure 3-10: Simulated heater tuning curve showing hysteresis behavior, solved from
Equation 3.10 for each different heater power (which changes λ′0). The dashed arrow
lines indicate the path taken if the heater is swept from low power to high power,
the solid arrow lines indicate the path if swept from high power to low power. When
the heater is off, the ring’s λ0 = 1280 nm and the laser is parked at λ = 1280.6 nm
(the ring is blue-biased when heater power is 0). Depending on the output heater
power and the bistable state, the ring may be either red-biased (λ0 > 1280.6 nm) or
blue-biased (λ0 < 1280.6 nm). PL = 1mW, HT = 1nm/mW and κ = 0.5. The slope
of the curve is labeled at a few representative locations.

If the heater power is determined by the output of a digital-to-analog converter

(DAC), we obtain either an enhancement of the DAC resolution for a red-biased ring

or a degradation of the resolution of the DAC for a blue-biased ring. Even at low
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amounts of laser, where the ring is stable, the DAC driving the embedded heater

needs to be extremely precise if the ring is to be operated blue-biased. Whereas in the

case of the red-biased ring, we can use a very coarse DAC and gain a few extra bits

of precision for free (conveniently located around where the resonance is, where we

would want the extra precision) from the self-heating. The frequency response also

indicates that λ0 takes a shorter time to settle when responding to the heater when

red-biased and a longer time to settle when blue-biased due to the frequency change

in the pole.

3.3.2 Impact on Modulators

We can model the modulation as a small-signal perturbation in λ0 with an output

of dα, the modulation depth (the change in the thru-port transmission), shown in

Figure 3-11. The overall transfer function is:

dα

dλ′0
= dα

dλ0
· S(ω) (3.19)

with S(ω) given by Equation 3.17. To gain an understanding of the behavior, let us

first consider the simple case of single-tone modulation. The S(ω) term attenuates

the modulation depth for red-biased rings (GL(0) < 0) and enhances the modulation

depth for blue-biased rings (GL(0) > 0). The effect comes into play only at lower

frequencies, while leaving higher frequencies unaffected. The corner frequency for

which a lower frequency produces an attenuation or enhancement depends on the

relative position of the pole and zero in S(ω). This occurs at (1 − GL)(0)/(τT ) and

1/(τT ) for red-biased and blue-biased rings, respectively.

When modulating bitstreams, the self-heating effect manifests itself as a noise in

the ring resonance similar to baseline wander noise in AC-coupled electrical systems.

To continue analysis, we make an approximation to linearize dα/dλ0 around our region

of interest (or alternatively, assume a small modulation signal). We can quantify the

noise variance as:

σ2 = 1
2π

∫ ∞
−∞

PSDTX(ω) · |HM(ω)|2 dω (3.20)
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κ ∙ PL ∙ HT δγ/δλ01/(1+jωτT) 

dλ’0 δα/δλ0 dα
dλ0

Figure 3-11: Modulation system, with the feedback due to self-heating shown.

where HM is the portion of the transfer response of the power that contributes to

noise caused by the drift in resonance. HM consists of the signal power that is lost

due to the self-heating response, given by:

HM = dα

dλ0
− dα

dλ′0
(3.21a)

= dα

dλ0
· (1− S(ω)) (3.21b)

= − dα

dλ0
· GL(0)

1−GL(0) ·
1

1 + iωτ ′T
(3.21c)

The |HM(ω)|2 quantity is evaluated to be:

|HM |2 =
(
dα

dλ0

)2

·
(

GL(0)
1−GL(0)

)2

· 1
1 + ω2τ ′2T

(3.22)

where τ ′T = τT/(1−GL(0)). If we assume a random modulated bit sequence where the

change in λ′0 between 1 s and 0 s is of a magnitude ∆λ′0, we can obtain an expression

for PSDTX :

PSDTX(ω) = ∆λ′20 · tbit · sinc2
(
ω · tbit

2

)
(3.23)

The noise variance can then be written as:

σ2 =
[

∆α ·GL(0)
1−GL(0)

]2
tbit
2π

∫ ∞
−∞

sinc2
(
ω · tbit

2

)
· 1

1 + ω2τ ′2T
· dω (3.24)

with ∆α given by:

∆α = ∆λ′0 ·
(
dα

dλ0

)
(3.25)
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Note that ∆α is equivalent to the change in modulator transmission if there were no

self-heating effects at all (S(ω) = 1). Since the noise variance, σ, scales proportionally

with ∆α, we can express the noise as a fraction of the modulation depth with no self-

heating effects through the quanity σ/∆α:

σ

∆α =
∣∣∣∣∣ GL(0)
1−GL(0)

∣∣∣∣∣
√
tbit
2π

∫ ∞
−∞

sinc2
(
ω · tbit

2

)
· 1

1 + ω2τ ′2T
· dω (3.26)

which corresponds to the fractional eye-closure metric. Note that typically, tbit � τT

and tbit � τ ′T . As such, sinc2 (ω · tbit) term is ≈ 1 for frequencies smaller than the τ ′T
custoff. We can therefore simplify Equation 3.26 to:

σ

∆α =
∣∣∣∣∣ GL(0)
1−GL(0)

∣∣∣∣∣
√
tbit
2π

∫ ∞
−∞

1
1 + ω2τ ′2T

· dω (3.27a)

=
∣∣∣∣∣ GL(0)
1−GL(0)

∣∣∣∣∣
√
tbit
2τ ′T

(3.27b)

= |GL(0)|√
1−GL(0)

√
tbit
2τT

(3.27c)

Figure 3-12 shows plots of σ/∆α versus GL(0) for different ratios of tbit/τT . A

larger |GL(0)| increases the eye closure; when red-biased, a more negative GL(0)

moves τ ′T to affect higher frequencies. When blue-biased, a more positive GL(0)

creates larger positive feedback and drastically amplifies the wander noise. Using

representative parameters corresponding to a red-biased ring – tbit = 100 ps, GL = −5,

and τT = 10 µs – the calculated σ/∆α = 0.0046, which means a 0.46% eye-closure.

Consequently, a 10σ eye-closure (which corresponds to a rate of 10−15) would be 4.6%.

While this can be acceptable, any non-random sequence with unbalanced run lengths

will suffer much larger eye-closure. As a result, modulator rings require techniques for

self-heating mitigation, unless the transmitted data sequences are specifically encoded

to avoid unbalanced run lengths.
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Figure 3-12: Modulator eye-closure, σ/∆α, due to self-heating for different self-
heating loop gains, GL(0), and ratios of the bit-time to the thermal time constant,
tbit/τT .

3.3.3 Impact on Filter and Receiver Rings

We can model the input on-off keyed data that a receiving ring sees as a perturba-

tion in laser power, dP ′L. We define the output of a receiver ring, dPL as the change

in the amount of power that is “lost” by the ring, whether due to cavity absorption

(such as from a resonant photodetector) or dropped by the ring. The model of the

receiver is shown in Figure 3-13 and the linearized transfer function of the system can

be evaluated as:
dPL
dP ′L

= αS(ω) (3.28)

Note that this expression takes up a similar form as that of the modulator and the

rest of the analysis flows identically. For a receiver sending random NRZ data, we

arrive at the following equation for eye-closure metric due to self-heating

σ

dP ′L
= |GL(0)|√

1−GL(0)

√
tbit
2τT

(3.29a)
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which is identical to 3.27

+

κ ∙ HTPL 1/(1+jωτT) 

dP’L dPL

δγ/δλ0

γ

Figure 3-13: Modulation system, with the feedback due to self-heating shown.

We make one final observation that typically receiver rings will sit 10–20 dB down-

stream on an optical path compared to a modulator. As a result, the amount of PL
seen by a receiver ring is smaller and self-heating effects are far less pronounced.

3.4 Active Tuning

To combat thermal and process variations, a number of different solutions have

been proposed. In this section, we review the different thermal tuning techniques.

3.4.1 Open-Loop vs. Closed Loop Approaches

In order to compensate for process or thermal variations, both open-loop and

closed-loop approaches have been proposed. Open loop solutions typically rely upon

microring athermalization, where we eliminate or reduce the sensitivity of the ring’s

resonance to temperature. Microring athermalization is achieved primarily through

one of two ways. The first is the introduction of cladding materials with a neg-

ative thermo-optic coefficient to cancel the positive thermo-optic coefficient of sili-

con [53, 67]. A careful balance can bring ∂neff /∂T to zero which effectively renders

the ring insensitive to temperature. However, the athermal behavior is difficult to

maintain over a wide wavelength or temperature range due to the higher order tem-

perature and wavelength dependencies in neff . The second method of athermaliza-

tion is to couple the resonator to an interferometer such that the optical path length

change from temperature introduced by the ring and the arm of the interferometer
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cancel out [21]. Compared to the first method, the introduction of an interferometer

consumes much more area but does not require any new materials. In both cases,

however, athermalized solutions require perfect matching; any material or dimensional

variations result in temperature-dependent behavior. Moreover, we lose our ability

to thermally compensate for random process variations, as temperature is no longer

a knob we can use to tune resonances. Though we can always trim athermal rings at

manufacturing time to compensate for process variations, this has to be performed

on a ring-by-ring basis. As a result, this is not a scalable solution for mass-produced

systems with thousands of rings, limiting the commercial viability of athermal rings.

Alternatively, open-loop solutions that do not athermalize rings enable process vari-

ations to be tuned away but will suffer from temperature variations.
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Figure 3-14: Architecture of a wavelength locking thermal tuner, consisting of a
drop-port photodetector to monitor photocurrent, a photocurrent tracker circuit, a
controller that makes heating decisions, and a driver for the integrated ring heater.

Closed-loop solutions build a feedback control loop around the ring to wavelength-

lock the resonance of the ring, λ0, to that of the laser, λ. Closed-loop solutions

treat both process and temperature variations the same way and can compensate for

both. Figure 3-14 shows an architecture of closed-loop wavelength locking thermal
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Figure 3-15: Example drop-port and through-port optical transmission character-
istics of a microring modulator plotted versus λ − λ0, the difference in wavelength
between the microring’s resonance in the 0 state (λ0) and the laser (λ). α0 and α1
denote the thru-port transmission for the 0 and 1 states of the modulator ring, re-
spectively. β0 and β1 denote the drop-port transmission for the 0 and 1 states of
the modulator ring, respectively. The drop port waveguide is weakly coupled to the
resonator and receives 1/10 of the input power when the ring is on resonance.

tuner that is representative of closed-loop tuning solutions to date. The system uses

a resistive heater embedded within the ring [88] or alongside the ring to change

the ring’s temperature, providing the means to control λ0 through the thermo-optic

effect. λ0 tuning through carrier-injection [40] or carrier-depletion [83] have also

been proposed. However, these are limited in tuning range and cannot tune out

the magnitude of process variations. To detect the relative position of λ0 to λ, a

waveguide terminated by a photodetector is weakly coupled to the drop-port of the

ring. A fraction of the power resonating in the ring couples to the drop-port waveguide

and illuminates the photodetector to produce photocurrent. We show an example of

a drop-port transmission response of a microring modulator as λ changes relative

to λ0 in Figure 3-15. Here, β0 and β1 denote the drop-port transmission for the 0

and 1 states of the modulator ring, respectively. When λ is far from λ0 (ring is
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off-resonance), very little amount of light resonates in the ring and very little power

couples into the drop port to generate only a small amount of photocurrent. When

λ = λ0 (the ring is on resonance), a significant amount of power resonates in the ring

and couples to the drop-port to generate a lot of photocurrent. As such, the drop-port

photodetector is able to convert the quantity |λ− λ0| into a photocurrent amplitude

response. Recall that the drop-port power, β0 and β1, constitute a fraction of the

power that is “lost” by the microring cavity. As a result they are proportional to γ0

and γ1 (the power lost by the cavity), respectively. Because the data is amplitude

modulated, the amount of drop-port power changes is different for whether we are in

the 1 state or 0 state (reflected in the difference between β0 and β1 at the same λ.)

The tracker circuit reads the photocurrent and performs the calculations needed to

create an appropriate error signal to output to the controller. The controller applies a

control algorithm to determine the amount of heating necessary and the driver circuit

drives the integrated heater to apply the requested amount of heat.

3.5 Overview of Tuning Techniques

There are two functionally-important criteria for a tuning scheme. First, the tun-

ing scheme’s main goal is to tune out both static process variations and dynamic

temperature fluctuations. Second, a tuner should be able to support the transmission

of arbitrary data. In this section, we review the different thermal tuning schemes that

have been proposed using these functional criteria. In doing so, we will decouple dis-

cussion of the controller and the tracker because, in most cases, they fulfill orthagonal

roles and can be mixed and matched with each other to complete the list of features

for the tuner.

3.5.1 Photocurrent Trackers

The first and arguably the most commonly used type of tracker is the averaging

tracker, found in [2, 40, 42, 63, 82]. An averaging tracker simply reports the drop-port

photocurrent to the controller for the controller to make its decisions. An averaging
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tracker can be very sensitive, as it can average over an interval of time comparable to

the thermal time constant of the ring (on the order of tens of microseconds), which

is far slower than the bit-time (200 ps for a 5Gb/s data rate). The chief drawback

to an averaging tracker is that it requires a fixed ratio of 1 s to 0 s over the averaged

interval to function correctly; since the data is amplitude modulated, a change in the

ratio of 1 s to 0 s will change the average amount of light resonating in the cavity. As

such, the average drop-port photocurrent will change and the corresponding controller

will misinterpret this as a change in the ring’s resonance and erroneously attempt to

compensate.

The bit-error-rate (BER) tracking approach of [100] can address the issue of chang-

ing 1/0 ratios on the transmit side. In this approach, the tracker includes a monitoring

receiver connected directly to the drop-port photodiode of the microring, resolving the

photocurrent into bits. The tracker outputs BERs by comparing the output bitstream

of the monitoring receiver to the bitstream driving the modulator. BERs for 1 s and

0 s are kept independently of each other, which allows it to operate independently of

1/0 ratios. Each BER is an indicator of degrading signal levels for the 1 and 0 levels

and the controller can discern which way the ring resonance is drifting by just looking

at the two BERs. However, the dynamic range of this tracker is very limited. Too

low photocurrent results in a tracker that is inaccurate and too much photocurrent

could result in too few bit-errors being generated, resulting in a blind tracker (or very

slowly reacting) until the ring has drifted far enough off the desired lock point to

cause a higher 1 or 0 BER. As such, this tracker will only work for photocurrents

in the narrow window for which the receiver produces bit-errors but not too many.

Finally, a long run length data sequence would prevent updates to one of the two

BERs, blinding the tracker to one direction of resonance drift. Efficiency-wise, this

approach requires a power-hungry receiver that resolve bits at data rate (shortest

time interval in the system). At the same time, the controller cannot leverage the

full-rate of information available from each individual resolved bit due to the wait for

statistics collection.
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Averaging BER Level-Track Peak Detect
Changing 1/0 Ratios 7 3 3 3

Long Run-Length 7 7 3when ×2 3when ×2
Low Bandwidth Frontend 3 7 7 7

Table 3.1: Comparison between the different types of trackers. A component labeled
“when ×2” applies when at least two trackers are needed.

A more refined approach utilizes conditioned level-tracking circuitry to decouple

and monitor the 1 and 0 photocurrent levels independently [2, 76]. Here, a com-

parator performs a comparison between a value, L, and the drop-port photocurrent,

IPD. This forms a bang-bang control loop, whereby L increases if the L > IPD and

decreases if L < IPD. Updates to L are conditioned by the transmitted or received

bitstream. If we only allow L to update on bit 1 s, L tracks the 1 -level. If we only

let L update on bit 0 s, L tracks the 0 -level. Allowing updates to L on both 0 s

and 1 s will let L track the average photocurrent and work as an averaging tracker.

To conserve power, the comparator may also sub-sample. The peak detector of [96]

functions similarly to the level-tracker, though the conditioning is performed at the

analog frontend through a source-follower circuit as opposed to in the digital domain.

A single level-tracker or peak detector, however, can still be blinded by long run

lengths (or antagonistic data sequences, if subsampled) of the datastream with only

the “no-update” bit, which will cause L to never update. This can be resolved by

putting down two level-trackers or peak detectors, one for tracking 0 s and one for 1 s,

such one tracker will always be able to update. In this case, however, the controller

must be given knowledge of which of the two trackers to “trust” (such as by counting

number of updates each of the trackers received) prior to making its decisions. Both

level-tracking and peak detector architectures require a high-speed TIA frontend or

a high-speed sampler, consuming a large amount of power at higher data-rates. The

higher bandwidth of the system also leaves it more noisy than an averaging tracker.

While this component may be shared with the high-speed datapath in the receiver,

this is not an option in the case of a transmitter. As a result, using these tuning

options in the transmitter will add a significant power overhead.

Table 3.1 summarizes and compares the capabilities of the discussed trackers.
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3.5.2 Wavelength-Locking Controllers

The controller controls the heating of the ring to keep the ring wavelength-locked.

A controller’s input is the data from the tracker, L. The controller makes a decision

on and outputs a heating value, PH , which is carried out by the heater driver. The

simplest type of controller is a lock-to-reference controller (LTR) [40, 42, 63, 100],

which attempts to lock L (an average photocurrent in [40, 42, 63] or a BER in [100])

to a reference value, LREF . Every time an LTR controller makes a decision, it simply

increases or decreases PH based on whether L is smaller or larger than LREF . Though

simple, an LTR controller can only lock onto a region for which L is monotonic. For

the modulators in [63], this meant that it could not lock onto the region for which

modulation depth was maximized. A second drawback of an LTR controller is the

non-automatic nature in picking LREF . Though LREF can be calibrated for manually,

an automatic optimization of LREF is necessary for cases when the optical insertion

loss can change dynamically, such as the case in switched optical paths. To accomplish

this, we can build a separate search loop [40] to find an appropriate value for LREF
during initialization. If LREF is picked appropriately, however, an LTR controller can

guarantee that the ring is never blue-biased, preventing the system from falling into

an unstable state from which it cannot recover from.

An alternative approach to LTR is lock-to-maximum (LTM) [82]. Here, the con-

troller will always attempt to maximize the value of L from the tracker. One such

implementation of an LTM controller will make the same decision to PH if it cor-

responds to an increase in L from the last time it checked. Otherwise, if the last

decision resulted in L decreasing, then make the opposite of the last decision. An

LTM controller does not require a separate LREF to be provided and will always find

the local maximum (or minima). In the case where L is tracking average power, an

LTM controller will bring the ring to the point of maximum average power. In a

receiver or filter ring, this is the point where the laser λ = λ0 and the optimal lock

point. However, in a modulator, this is not necessarily the optimal lock point. A

drawback of LTM is that it may unknowingly bring the ring into a blue-biased state.
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Under high laser power, positive feedback from the laser-induced self-heating can

make the system unstable and the LTM controller can no longer recover. Another

drawback of LTM is the lack of directional awareness of where the ring is relative

to the desired lock point; when the ring drifts off-resonance, the LTM controller has

only a 50/50 chance that the first decision it takes is in the correct direction. Though

the controller will eventually move the ring back to the optimal point, this increases

the coarseness of the lock.

To mitigate the lack of directional awareness, [64] uses a dithering technique to

create an error signal that is monotonic around the optimal lock point. In this case,

when the ring is perturbed, an LTR controller knows the exact direction to take to

move the ring back to the lock point. When tracking average power, the optimal lock

point corresponds to the point where the error signal is zero, obviating the need for a

secondary loop to find LREF of the desired lock point (though some calibration may

still be needed to remove any DC offsets from the error signal). With this knowledge,

the controller can also avoid the blue-biased regime.

Open-Loop Closed-Loop
Thermal Athermal LTR LTM Dither+LTR Eye-Max

Process Variations 3 7 3 3 3 3

Ambient Temperature 7 3 3 3 3 3

Optimal Lock Point 7 7/3 7/3 3

Direction Awareness 3 7 3 7

Blue-Bias-Safe 3 7 3 7

Self-Heat Eye Close 7 7 7 7

Table 3.2: Comparison of the supported features of different types of tuning con-
trollers. We include the open-loop thermal and athermal approaches for comparison.
LTR is a lock-to-reference controller, LTM is a lock-to-maximum controller, Max-Eye
locks to the point of the maximum eye opening.

If the tracker can track both 0 -levels and 1 -levels, L0 and L1, we can enable an

eye-max controller, a variant of LTM. An eye-max controller maximizes the value of

L1 − L0, corresponding to the point where the difference between L1 and L0 seen

at the drop port. For a receiver, this value corresponds directly to the receive eye-

height. In a transmitter, the point where L1−L0 is maximized at the drop port is also

coincident to the point of maximum transmit eye-height (which is from the through
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port). As such, the ring will always be locked to the lock point giving greatest eye-

height, an optimal case for both transmit microrings and receiver microrings. Like

an LTM controller, however, Eye-Max also lacks directional awareness and can bring

the ring into the unstable blue-biased regime.

We note that all the presented controllers have a decision rate that is slower than

the time constant of wavelength actuation (τT/(1−GL(0)) using heaters), otherwise

the controller response will overshoot or oscillate. Though this is fast enough to

account for ambient temperature changes (which affect the rings slower), controllers

cannot address the eye-closure effects of laser-induced self-heating which happens

right in the ring waveguide. Thus, whenever the ratio of 1 s to 0 s changes, the change

in power creates a change in λ0 before the controller is able to react to it, resulting

in a change in vertical eye-height and a shift in the vertical eye location. The shift in

the eye location due to self-heating can be mitigated at the receiver through dynamic

decision threshold adjustment [2, 12]. However, the decrease in the eye height cannot

be mitigated at the receiver end. Table 3.2 summarizes the supported features of the

discussed tuning controllers.

3.6 Summary

Microring resonators are essential to the energy-efficiency and bandwidth density

of DWDM optical links. As a high-Q device, however, a microring is highly sensitive

and requires precise alignment of its resonant wavelength to the laser wavelength

in order to perform modulation or filtering functions, necessitating active feedback

mechanisms to stabilize the resonance. In this chapter, we discussed the effects of

both static process variations and dynamic temperature fluctuations on microring

resonators. In particular, we focused on the dynamics of laser-induced self-heating

of the microring, which produces a feedback relation that affects how the ring reacts

to different perturbations. In particular, the tuning efficiency factor, HT , can be

thought of as a double-edged sword; a higherHT improves the efficiency of the thermal

tuning but also increases the effects of self-heating, creating stability challenges and
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degradation of active devices. With these insights, we classified and compared the

landscape of proposed controller-based tuning solutions. We found that many existing

tuning solutions lack the ability to handle non-encoded data channels, which can

have long run-lengths and arbitrarily changing ratios of 1s to 0s. These effects cause

transient eye-closure due to self-heating and create the need for more sophisticated

photocurrent tracking circuits to obtain the appropriate error signal for the tuning

control logic. In the next chapter, we describe the tracking and control solution that

addresses the shortcomings of the attempts presented here.
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Chapter 4

Bit-Statistical Thermal Tuning

In the previous chapter, we discussed the effects of thermal variations as well

as the advantages and disadvantages of the control schemes proposed to maintain

microring functionality in a hostile thermal environment. We noted the necessity for

independent level-tracking of 1-levels or 0-levels to enable the controller to track the

ring resonance correctly if the data sequences changes the ratios of 1 s to 0 s. Level-

tracking comes at a cost, however; it requires a high-speed sampler (which requires a

bandwidth identical to that of a receiver) and sub-bit-time alignment of the sampling

position in order to get an accurate read on the power level. These factors make

the level-tracker approach more costly in energy and less sensitive than an averaging

photocurrent tracker. Additionally, we noted that the level-tracker method is blind

for specific data sequences; if we track only 0-levels, the tracker cannot update for a

data sequence containing only 1s. Conversely, if we track 1-levels, the tracker cannot

update for a data sequence containing only 0s. As such, there is a minimum required

density of 1s or 0s in the data stream in order to accurately track the optical power. If

we choose to duplicate the circuitry to track both 1-levels and 0-levels simultaneously

(which increases the energy cost of the tracker), it is still unclear to the controller

which of the two values it should use to make tuning decisions, as either one could

be unreliable due to insufficient updates. Despite these shortcomings, level-trackers

do introduce one important concept: the tracker can use the transmitted or received

bitstream as a conditioning signal to independently track 1-levels and 0-levels. Could
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we leverage statistics of this bitstream to develop a more generalized tracker that

is just as sensitive and efficient as an averaging tracker but is also truly pattern

independent? Furthermore, can we leverage additional information that the tracker

provides to resolve the drawbacks of previous controller designs?

4.1 A Bit-Statistical Tracking Method

v(t)
t=0

t=0

i(t)

PD

In Thru

PD
+

-

S1

S0 C

Figure 4-1: A drop-port photodetector connected to a photocurrent integrator.
Prior to t = 0, switch S0 is closed and discharges the capacitor to ground, hence
v(0) = 0. For t > 0, switch S0 opens and switch S1 closes, charging the capacitor
with photocurrent, i(t), from the photodetector.

In order to design a tracker that combines the best the both worlds – both in-

dependent level-tracking as well as high sensitivity – we first consider the case of

a drop-port photodetector that is connected to a photocurrent-to-voltage integra-

tor, shown in Figure 4-1. We can write an equation for the voltage output of the

integrator:

v(t) = 1
C

∫ t

0
i(t)dt (4.1)

where v(t) is the voltage across the capacitor, C is the capacitance and i(t) is the

photocurrent. Now, consider the case when light imprinted with a digital bitstream,

with a bit-time of tbit (1/fdata), illuminates the drop-port photodetector. The bit-

time for a gigabit link is on the order of hundreds of picoseconds and is many orders

of magnitude shorter than the microsecond-scale thermal time constant of the ring

(tbit � τT ). As such, the temperature of the ring changes negligibly during a bit time

and i(t) is a function of only the bit pattern. As such, we can rewrite Equation 4.1
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as a photocurrent sum for an interval N discrete bits:

vN = tbit
C

N∑
n=1

i(n) (4.2)

Next, we define i1 and i0 as the photocurrents of an optical 1 or 0, respectively. If we

pick N to be small enough such that N · tbit � τT , then i0 and i1 are constant over

the N -bit interval. As it is a binary sequence, we can decompose N into N1 and N0,

which are the numbers of 1s and 0s, respectively, during this interval (N0 +N1 = N).

Substituting into Equation 4.2, we can remove the summation:

vN = tbit
C

(N0 · i0 +N1 · i1) (4.3)

Equation 4.3 defines what the voltage will be if we integrate the photocurrent over

an interval of N bits. Note that the values of i0 and i1 are precisely what the tracker

wants to track and what we should ultimately solve for. N0 and N1 are values that can

be calculated using the transmitted or received bitstream and vN can be measured.

Unfortunately, this is still an equation with two unknowns (i0 and i0) and not directly

solvable. However, consider the case where we integrate two voltages for N bits

starting at different times ta and tb, obtaining two expressions for the voltage at the

end of the two intervals:

vN(ta) = tbit
C

[N0(ta) · i0(ta) +N1(ta) · i1(ta)] (4.4a)

vN(tb) = tbit
C

[N0(tb) · i0(tb) +N1(tb) · i1(tb)] (4.4b)

As an example of the notation, N0(ta) andN0(tb) denote the number of 0 s transmitted

or received during the interval starting at ta and tb, respectively. N0(ta) + N1(ta) =

N0(tb) +N1(tb) = N If ta and tb are close enough in time, such that ta− tb � τT then
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i0(ta) ≈ i0(tb) ≈ i0 and i1(ta) ≈ i1(tb) ≈ i1, and we arrive at:

vN(ta) = tbit
C

[N0(ta) · i0 +N1(ta) · i1] (4.5a)

vN(tb) = tbit
C

[N0(tb) · i0 +N1(tb) · i1] (4.5b)

If the numbers of ones and zeros are different in the two intervals, where N0(ta) 6=

N0(tb) and N1(ta) 6= N1(tb), the two equations are linearly independent and i0, i1 can

be solved for directly:

i0 = C

tbit ·N

[
vN(tb) ·N1(ta)− vN(ta) ·N1(tb)

N0(tb)−N0(ta)

]
(4.6a)

i1 = C

tbit ·N

[
vN(ta) ·N0(tb)− vN(tb) ·N0(ta)

N0(tb)−N0(ta)

]
(4.6b)

With Equation 4.6, we have derived a basic method to obtain both i0 and i1, the

photocurrent levels we wish to track, using statistics of a transmitted or received

bitsteam. We will explain in Section 4.2 how to deal with the case where N0(ta) =

N0(tb), which causes a division-by-zero in the calculations of i0 and i1.

4.1.1 Towards a Digital Implementation

From the nature of the calculations (several multiplications and a divide), the

implementation of the computation inside the tracker will be digital. As such, all

inputs to the computation must be digital. From Equation 4.6, the only non-constant

inputs are N0, N1, and vN . The N0, N1 counts can be obtained directly by using a

counter to count the stream of bits going towards the transmitter or coming from

the receiver. The integrated voltage, vN , necessitates an analog to digital converter

(ADC) in the frontend to convert vN to a digital value LN :

LN = vN ·GA (4.7)

GA is the analog voltage to digital conversion ratio of the ADC, and has units of

LSBs/V. The overall structure of the tracker is shown in Figure 4-2.
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Figure 4-2: Structure of the bit-statistical tracker, showing the inputs and outputs.
The ADC and photocurrent integrator form an analog frontend.

We define the variables L0 and L1 to be what the 0-level and 1-level are, re-

specively, represented digitally. L0 and L1 are related to i0 and i1 through a composite

of C, tbit, N , and GA constants:

L0 = GA ·N · tbit
C

· i0 (4.8a)

L1 = GA ·N · tbit
C

· i1 (4.8b)

Taken physically, L0 and L1 are equivalent to the ADC output, LN , if the integration

interval consisted of N bits of all 0 s or all 1 s, respectively. We can then substitute

i0, i1, and vn of Equations 4.5 and 4.6 for L0, L1, and LN :

LN(ta) = 1
N

[N0(ta) · L0 +N1(ta) · L1] (4.9a)

LN(tb) = 1
N

[N0(tb) · L0 +N1(tb) · L1] (4.9b)

L0 = LN(tb) ·N1(ta)− LN(ta) ·N1(tb)
N0(tb)−N0(ta)

(4.9c)

L1 = LN(ta) ·N0(tb)− LN(tb) ·N0(ta)
N0(tb)−N0(ta)

(4.9d)
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Equation 4.9 forms the basics of a digital implementation of the tracker.

4.2 Achieving Pattern Independence

As explained previously, the current tracker implementation is not fully bit pattern

independent; if N0(ta) = N0(tb), we cannot recover L0 and L1. This condition occurs

for many data sequences; a constant stream of 0 s, a constant stream of 1 s, or any bit

pattern in which N0 and N1 are always constant over an N -bit integration interval

(such as a clock pattern) will trigger the condition and prevent new values for L0

and L1 from being calculated. Moreover, the introduction of an ADC with finite

resolution, linearity, and noise performance causes an accuracy issue even in the case

where N0(ta) and N0(tb) are different, but are close in value. Here, the denominator

terms of Equation 4.9 will be small, amplifying errors in LN from the ADC and any

loss of precision from subsequent algebraic operations. This distorts the calculated

L0 and L1 significantly.

To mitigate this error, we can choose to disallow updates to L0 and L1 unless

N0(tb)−N0(ta) is greater than some threshold, Nthres:

L0, L1 =


new values if |N0(tb)−N0(ta)| > Nthres

keep old values otherwise
(4.10)

Though the errors to L0 and L1 decrease with increasing Nthres, the probability that

the tracker can make an update to L0 and L1 also decreases. Therefore, as Nthres

grows, the number of adversarial data patterns for which the tracker is blind (never

able to update L0 and L1) also grows.

To resolve this issue, we introduce a level difference term, Ld, such that Ld =

L1 − L0. We can formulate an expression for Ld that consists of only the ADC
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output, LN , and bit-counts N0, N1 by making a few substitutions into Equation 4.9:

LN(ta) = 1
N

[N0(ta) · (L1 − Ld) +N1(ta) · L1] (4.11a)

= 1
N

[(N0(ta) +N1(ta)) · L1 −N0(ta) · Ld] (4.11b)

= L1 −
N0(ta)
N

· Ld (4.11c)

LN(tb) = 1
N

[N0(tb) · (L1 − Ld) +N1(tb) · L1] (4.11d)

= 1
N

[(N0(tb) +N1(tb)) · L1 −N0(tb) · Ld] (4.11e)

= L1 −
N0(tb)
N

· Ld (4.11f)

LN(ta)− LN(tb) = L1 −
N0(ta)
N

· Ld − L1 + N0(tb)
N

· Ld (4.11g)

= 1
N

[N0(tb) · Ld −N0(ta) · Ld] (4.11h)

Ld = N [LN(ta)− LN(tb)]
N0(tb)−N0(ta)

(4.11i)

We can then rewrite L0, L1 in terms of Ld:

L1 = LN + N0

N
· Ld (4.12a)

L0 = L1 − Ld (4.12b)

Plots of L0, L1, and Ld for typical transmit and receive rings are shown in Figure 4-3.

The calculation of L1 and L0 through an intermediate term, Ld, decouples updates

to Ld from updates to L1 and L0; though we cannot compute a new value for Ld in

the case when N0(ta) = N0(tb), new values for L1 and L0 may always be calculated

using the current value of Ld. Any new value of L1 and L0 calculated without a

corresponding update to Ld, however, will be erroneous, as Ld will certainly change

as the ring drifts around. Despite this, the new values of L1 and L0 still allow a ring

to be tuned correctly through the following observation.

Consider the case of a ring that is wavelength-locked by a lock-to-reference con-

troller, which keeps the ring at a point where L1 = Lref . For thermal stability, the

controller red-biases the ring (λ < λ0), red-shifting λ0 if L1 > Lref and blue-shifting
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Figure 4-3: L0, L1, and Ld plots for a transmit ring and a receiver ring, taken
using a drop-port photodetector. For a receiver ring, the photodetector could also be
embedded in the ring itself. λ is the laser wavelength, and λ0 is the ring’s nominal
resonance. The X-axis indicates the frequency offset between λ and λ0. In both
cases, we assume rings with a full-width half-maximum bandwidth of 0.15 nm. The
transmitter ring has a modulation shift (between a zero and a one) of 50 pm and the
receiver ring is receiving on-off-keyed optical data with a 5-to-1 (7 dB) on-to-off ratio.

if L1 < Lref . At the lock point, Ld = Ld−ref . Now, suppose the transmitted or

received data sequence changes to that of a clock waveform, such that Ld may never

be able to update again and is stuck forever at Ld−ref , shown in Figure 4-4. For both

the receive ring and the transmit ring cases, observe that though the calculated L1

begins to deviate from the real L1 the farther the ring is from the lock point, the

calculated L1 still follows the same trend as the real L1 (they will both increase or

decrease) close to the lock point. Consequently, if the ring drifts off the lock-point,

both the real and calculated L1 change in the same direction to be greater than or

equal to Lref . The lock-to-reference controller will thus make the same decision with

either the real L1 or the calculated L1, returning the ring correctly back to lock-point,

where both the real and calculated L1 = Lref .

Though the example assumes a 50% ratio of 0 s in the data sequence with a

controller using L1, we note this property is true even for arbitrary ratios of 0 s or

with a controller that locks using L0. These results have major implications. First,

we have achieved complete pattern independence; by decoupling Ld calculations, the
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Figure 4-4: Real L0, L1, and Ld versus calculated L0, L1, Ld, plotted at various
laser wavelengths (λ) relative to the nominal resonance λ0. The calculated values
assume that Ld cannot update and is stuck at the value of the original lock point,
Ld−ref . The desired lock point is indicated by the vertical line, corresponding to a
red-biased ring with λ − λ0 = 0.025 nm. Plots are for a 50% ratio of 0 s in the data
sequence. Note that the receive ring is red-biased slightly off resonance such that the
lock-to-reference controller has a monotonic error signal around the lock point.

tracker is never blind and provides sufficient information for the controller to lock

the ring, regardless of the transmitted or received bit pattern. Second, we note that

updates to Ld are not even necessary in locked operation; after the tracker learns

the Ld at the lock point (which it can do during initialization), we no longer need

to update it further to keep the ring locked. As such, circuitry performing the Ld
calculation may be powered down completely in normal locked operation after the

initial lock has been achieved. Only the circuitry responsible for calculating L0 and

L1 needs to continue working to provide sufficient information to the controller to

maintain the lock.

4.3 Controller Design for a Statistical Tracker

The controller of a tuning system must perform two roles. The first role is ini-

tialization, for which the controller must first find the lock point to lock to and then
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move the ring λ0 to that point. The second role is to maintain the lock to the chosen

lock point. A controller compatible with the bit-statistical tracker will take as inputs

L0, L1, and Ld, and output PH , the desired heater value output. In this section, we

will design this controller.

4.3.1 Controller Observations

Prior to initialization, it is reasonable to assume that λ0 is initially some distance

away from the laser wavelength, λ, such that the ring is completely off-resonance and

that the drop-port photodetector is picking up only minute amounts of laser power

(L0 = L1 = Ld = 0). As such, the first goal of initialization is to to use the heater

to sweep λ0 to search for λ and generate sufficient drop-port laser power to perform

more complex decision-making. The “search” task can be performed in one of two

ways. We can perform either a sweep up search, where the heater output power PH
starts at 0 and is stepped up, or a sweep down search, where the heater output power

starts at the maximum value and is stepped down.

The optimal lock point for both transmit and receive microrings is one that pro-

vides the greatest optical eye height. Using the value of Ld computed by the tracker,

which corresponds to the eye height for a receiver and is indicative of the eye height

for a transmitter, the controller can also find the optimal lock point to lock onto.

Once the “search” task brings λ0 close to λ, the controller can continue the heater

sweep to map out Ld over all potential λ− λ0 lock points to find the lock point that

maximizes the eye height. In a modulator, there are two points that achieve this:

the first is a red-biased point where Ld is negative and minimized, the second is a

blue-biased point where Ld is positive and maximized. In a receiver, the lock-point

of maximum eye-height occurs at λ0 = λ. Depending on the laser power, the optimal

lock points may fall into a bistable state, the unstable state, or a stable state. As a

result, the choice of sweep up or sweep down depends on the state the desired lock

point is in. Using the notation of Figure 3-10, if the desired lock point falls within

bistable state B, we can only reach it via a sweep down sweep. On the other hand,

if the final lock position is in bistate C, we would require a sweep up sweep. Both
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sweep up and sweep down can reach lock points that fall into states A and D. In

the case of the transmitter microring, the red-biased optimal lock point will generally

fall into bistable state B while the blue-biased optimal lock point is often unstable at

moderate laser powers. In a receiver, the optimal lock point is at the edge of bistable

state B, where it sits dangerously close to the potentially unstable region. Note that

during initialization, we are not transmitting real data and may use a data sequence

favorable to the operation of the bit-statistical tracker so that Ld can be updated

frequently.

For generality, we define two additional variables, Lopt and Ltrack, which corre-

spond to the variable to optimize (maximize or minimize) when picking the lock

point and the variable the controller tracks to maintain the lock, respectively. Lopt
and Ltrack can each be picked to be L0, L1, or Ld. As an example, A controller

which picks an “eye-maxed” lock point but tracks L0 to maintain the lock would set

Lopt = Ld and Ltrack = L0.

The decoupling of the tracked variable from the optimized variable allows us to

pick a suitable pair of Ltrack and Lopt. To understand the advantages, consider the

case where these two variables are not decoupled and we track the same variable we

optimize for (Lopt = Ltrack). At the point where Lopt is maximized, dLopt/dλ0 =

dLtrack/dλ0 = 0. If the controller has limited resolution (such as from limited ADC

resolution) on Ltrack, a large change in λ0 needs to occur before the controller registers

a 1 LSB change to Ltrack, lowering the lock resolution. In addition, if Lopt drops from

the optimal value, the controller will lack the appropriate directional awareness to

steer λ0 back and may need to make the wrong choice first. These are precisely the

issues faced by the lock-to-max and eye-max controllers we compared in Chapter 3,

which can be thought of as controllers where Lopt = Ltrack = L0,1 and Lopt = Ltrack =

Ld, respectively. An approach leveraging the decoupled Ltrack and Lopt would instead

pick an Ltrack that is monotonic around the region where Lopt is optimal. Using

Figure 4-3 for the transmitter, we can see that with an eye-max optimization, where

Lopt = Ld, picking Ltrack = L0 or Ltrack = L1 would provide us precisely this behavior.

This enables us to use a lock-to-reference controller to maintain the lock while still
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maintaining the optimal lock point advantages that an eye-max controller brings.

Note that in the case of a receiver ring, the point of optimal Ld coincides with the

point where dL0/dλ0 = dL1/dλ0 = 0 and there is no signal we can pick for Ltrack that

is monotonic around an optimal Ld. In this situation, we can still leverage the search

to find the optimal Lopt but simply back away from the optimal by a few LSBs on

Ltrack. This way, we can still use a lock-to-reference controller to maintain the lock

while remaining negligibly close to the optimal point.

4.3.2 Controller Design

We can use these observations to build a suitable controller design and we describe

the functionality of the controller design as follows. At the start, init switches the

transmitted data to the training sequence and sets PH to an initial value PH−init . The

controller then enters the search state which steps PH in large strides (PH−stride)until

Ltrack is above a set thresholdRsweep, indicating that λ0 is close to λ. Next, sweep steps

PH by small steps (PH−step) as the controller maps the shape of the resonance, finding

PH−opt , Ltrack−opt , and Lopt−opt at the optimal lock point, where Lopt is maximized or

minimized. When Ltrack is again smaller than Rsweep, indicating that the sweep has

again moved λ0 far from λ, the controller exits the sweep state. To return back to

the optimal lock point, the reset and return states set PH = PH−init before setting

PH = PH−opt . These two states ensure that the heater sweep direction (sweep up or

sweep down) is the same when returning to the optimal lock point as when it was

reached during the sweep state. This eliminates the possibility of returning to the

wrong bistable state given optical bistability. The lock state maintains the lock under

thermal perturbations. Once in the lock state, the controller indicates to the tracker

that it is locked, and the tracker no longer needs to update Ld. At this point, normal

data can be sent again, as the tuner becomes agnostic to the data sequence and is

able to keep the ring locked under any condition.

Figure 4-5 illustrates the simulated state of the tuning controller as it transitions

through all the states. It shows the levels of L0, L1, Ld, PH , and the through-port
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transmisivity α0 and α1 at all times as the controller transitions from init to lock.

Here, the controller locks a modulator ring using Lopt = Ld and Ltrack = L0.

4.4 Transient Self-Heating Cancellation

Self-heating from the laser produces very large heating power perturbations in the

ring waveguide and causes transient eye closures whenever the ratios of 0 s and 1 s

changes due to amplitude modulated data. This an issue that the main controller can-

not tackle due to the far faster response compared to ambient temperature variations,

necessitating a different approach.

We consider the case of self-heating in a modulator. For a modulator, if r0 and

r1 are the ratios of 0 s and 1 s in the transmitted data, then the average amount of

self-heating power from the laser is:

P ′L = κ · PL · [r0 · γ0(λ) + r1 · γ1(λ)] (4.13a)

= κ · PL · [r0 · γ0(λ) + (1− r0) · γ1(λ)] (4.13b)

= κ · PL · [γ1(λ) + r0 · (γ0(λ)− γ1(λ))] (4.13c)

Since r0 could change depending on the transmitted data sequence, this is the com-

ponent that causes a change in self-heating power and the resultant fast transient eye

closure. We will write this term as ∆P ′L:

∆P ′L = κ · PL · r0 · (γ0(λ)− γ1(λ)) (4.14a)

In order to prevent the transient eye closure, we must find a way to negate the data-

dependent ∆P ′L term. A simple approach to this is by just using the heaters to deliver

an extra amount of power, PC , that is exactly opposite in sign to ∆P ′L. This power

would be added to the power output specified by the controller and would quickly
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change based on r0:

PC = −∆P ′L (4.15a)

= −κ · PL · r0 · (γ0(λ)− γ1(λ)) (4.15b)

= κ · PL · r0 · (γ1(λ)− γ0(λ)) (4.15c)

In order to measure r0, we can again leverage bit-statistics from the datapath, so

that r0 = N0/N for an appropriate choice of N (which sets the bandwidth of the

cancellation loop):

PC = κ · PL
N
· (γ1(λ)− γ0(λ)) ·N0 (4.16a)

= K ′C ·N0 (4.16b)

Note that we defined a quantity, K ′C = κ · PL
N
· (γ1(λ)− γ0(λ)). As such, one imple-

mentation of PC would just involve a single multiplier which multiplies a configurable

value of K ′c to N0. In the expression for K ′C , however, only κ and N can be assumed

constant. γ1(λ), γ0(λ), and PL (if insertion loss to the transmitter changes) can all

change with time or with the lock point of the system. As such, this would require

K ′C to be constantly reconfigured and is not practical.

As an alternative approach, recall that the drop-port transmisivity (β) constitutes

a fraction of the light lost by the cavity and is proportional to γ through a factor,

which we will call Kd. As a result, the drop-port photocurrent is proportional to

γ(λ):

i0 = PL · β0(λ) (4.17a)

= PL ·Kd · γ0(λ) (4.17b)

i1 = PL · β1(λ) (4.17c)

= PL ·Kd · γ1(λ) (4.17d)
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Since L0 and L1 from the tracker are proportional to i0 and i1 through Equation 4.8,

we can rewrite γ0 and γ1 in terms of L0 and L1:

C

GA ·N · tbit
· L0 = PL ·Kd · γ0(λ) (4.18a)

C

GA ·N · tbit
· L1 = PL ·Kd · γ1(λ) (4.18b)

γ0(λ) = C

GA ·N · tbit · PL ·Kd

· L0 (4.18c)

γ1(λ) = C

GA ·N · tbit · PL ·Kd

· L1 (4.18d)

In light of this, the quantity γ1 − γ0 can be directly written as a function of Ld.

γ1(λ)− γ0(λ) = C

GA ·N · tbit · PL ·Kd

· Ld (4.19)

Ld is a measure of the difference in the amount of power resonating in the ring between

the 0 and 1 states. Intuitively, this would mean it is proportional to γ1 − γ0, the

difference in the power lost by the ring. Substituting this into the expression for PC
in Equation 4.16, we obtain:

PC = κ · PL
N
· C

GA ·N · tbit · PL ·Kd

· Ld ·N0 (4.20a)

= C · κ
GA ·N2 · tbit ·Kd

· Ld ·N0 (4.20b)

= KC · Ld ·N0 (4.20c)

Here, KC = C·κ
GA·N2·tbit·Kd

and is dependent only on static constants that do not change

with time, lock position, or laser power. By leveraging Ld in our calculation for PC , we

have allowed KC to be a configurable constant that only needs to be determined once.

Putting it all together, the self-heating cancellation circuitry can be implemented by

two multipliers.

So far, we have only considered the case of a modulator microring in the trans-

mitter. For completeness, we can perform the same analysis for the cancellation of

the receiver, to find ∆P ′L. Here, instead of different γ0 and γ1, we get a change in the
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laser power for 0 s and 1 s, corresponding to PL0 and PL1, respectively:

P ′L = κ · γ(λ) · [r0 · PL0 + r1 · PL1] (4.21a)

= κ · γ(λ) · [PL1 + r0 · (PL0 − PL1)] (4.21b)

∆P ′L = κ · γ(λ) · r0 · (PL0 − PL1) (4.21c)

In the receiver, the tracked photocurrent depends on the change in laser power:

i0 = PL0 ·Kd · γ(λ) (4.22a)

i1 = PL1 ·Kd · γ(λ) (4.22b)

and that PL1 − PL0 can be written in terms of Ld:

PL1 − PL0 = C

GA ·N · tbit · γ(λ) ·Kd

· Ld (4.23)

As such, the expression for PC can be similarly derived to be:

PC = C · κ
GA ·N2 · tbit ·Kd

· Ld ·N0 (4.24a)

= KC · Ld ·N0 (4.24b)

where the expression for KC is identical to that of the transmitter.

In both cases, we have only cancelled out the data-dependent portion (∆P ′L) of

self-heating power as opposed to the entirety of P ′L. We note that we can go a step

further and cancel out laser self-heating altogether. If appropriately tuned, this could

in theory nullify the full effects of self-heating and potentially stabilize blue-biased

rings.
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4.5 Other Considerations

4.5.1 Non-zero Rise and Fall Times on Integrated Voltage

Equation 4.2 and subsequent equations all implicitly assume that the photocurrent

transitions are instantaneous. This approximation has a negligible impact for the

longer integration windows, such as N = 64 or N = 128, but is significant in the case

of small N and rise and fall transition times (tR, tF ) comparable to tbit. If tR and

tF are smaller than tbit, we can account for this effect by counting the bit previous

to the start of the integration interval and the last bit of our integration interval

through a weighting factor to add to N0 or N1. This approach can be generalized to

ISI spanning across multiple tbit by adding the contributions of even more bits.

4.5.2 Cavity Losses in Depleted and Non-Depleted States

In a modulator ring, the free-carrier absorption loss (from the modulator junc-

tions) dominates the loss of the ring cavity. Switching the modulator into a reverse-

biased state on optical 1 s depletes the junction of carriers and lowers the loss of the

cavity. The fraction of optical power that couples into the drop port depends on both

the drop-port coupling coefficient (fixed by the spacing of the drop-port waveguide to

the ring) and the loss of the cavity; both the drop port and free carriers are ways for

the cavity to lose light, when the loss due to free carriers shrinks, the proportion lost

to the drop-port increases. Hence, even for the same amount of input power coupled

into the ring, the drop-port photocurrent will vary based on the bias across the ring.

This has the implication that Ld calculated using drop-port photocurrent is not an

entirely accurate measure of the eye-height. For a red-biased ring, this will lead to

an underestimation of Ld compared to the true eye-height as the fraction of power

coupling to the drop-port in the depleted state (optical 1 state) is higher than in

the unbiased (optical 0 ) state. This effect shows up as a constant offset to L0 and

L1 and does not affect the controller’s ability to lock on. Additionally, the point of

optimal Ld is still coincident with the point of maximum modulator eye-height so
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long as the modulation depth is high enough to overcome the change in drop-port

coupling coefficient. For our demonstrated modulator [88], the difference in drop-port

photocurrent for the optical 0 (0.6V) and 1 (−0.6V) states for the same input power

level coupled on resonance is less than 10%. Here, the change in cavity loss impacts

the tuner negligibly.
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Figure 4-6: Complete bit-statistical thermal tuning circuit with tracker, solver, con-
troller, self-heating power cancellation, shown for a transmitter-side implementation.
We note that the tuning implementations operates off of various divided clocks for
energy efficiency and the divided clock domains are also shown.

4.6 Summary

In this Chapter, we proposed a bit-statistical tracking method for tuning reso-

nant microring devices, culminating in a complete thermal tuning system, shown in

Figure 4-6. The bit-statistical tracker utilizes statistics of the number of 1 s and 0 s

in the datastream in order to efficiently track optical signal levels. The solver uses
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the technique of updating the signal levels (L0, L1) through an intermediate variable

corresponding to the eye-height difference (Ld). This allowed the proposed tracker to

become oblivious to changing 1/0 ratios, maintain correctness for long run-lengths,

and require only a low bandwidth integrating frontend. No other tracker from Ta-

ble 3.1 can fulfill these same requirements. We next complemented the abilities of the

tracker with a new controller design, which takes advantage of the additional infor-

mation that the tracker provides. In doing so, we enabled a controller that is able to

automatically determine the optical lock point and to enable the selection of a mono-

tonic error signal around this lock point. In order to eliminate transient eye closures

due to the data-dependent self-heating power, we proposed a self-heating cancellation

technique. This technique uses the eye-height information from the tracker (Ld) and

a count of the number of zeros in the data stream (N0) to create an appropriately

large heater power response to maintain eye opening, all without any manual inter-

vention from the user. The controller and self-heating cancellation circuit meet all

the requirements outlined in Table 3.2, which no other type of controller has been

able to accomplish. Combined, the proposed tracker, controller, and self-heating can-

celler fulfill all the requirements for an efficient, data-oblivious tracker suitable for

latency-critical non-encoded links.
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Chapter 5

A Monolithically-Integrated

Photonics Platform in Bulk CMOS

For reasons of cost, in order for photonics to be adopted into mainstream com-

modity parts, such as memory, we must demonstrate its viability in a bulk process.

Compared to an SOI process, a bulk process has to overcome additional challenges,

such as the need for a low-loss waveguide material and bottom-side cladding for

the waveguides. Because of these challenges, electro-optic transceivers and links in

monolithic bulk processes have yet to be demonstrated. This chapter introduces a

monolithically-integrated bulk photonics platform and presents the devices and cir-

cuits that form the components of a DWDM link, culminating in a chip-to-chip link

that demonstrates the feasibility of this platform. We take an existing bulk process

and enable photonics in the most CMOS-friendly way possible—all in polysilicon—

while identifying the best DWDM-suitable devices and circuits that can be built

effectively under these constraints.

We organize this chapter as follows, In Section 5.1, we introduce our bulk silicon-

photonic platform. Sections 5.2 and 5.3 describe the transmitter, receiver, and

DWDM transceiver macros. In Section 5.4, we present a data-conditioned tuning

circuit that makes microring resonators robust in a hostile thermal environment. Fi-

nally, we demonstrate a chip-to-chip electro-optic link in Section 5.5.
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5.1 Monolithic Photonics Platform in Bulk

The monolithic bulk platform is demonstrated in a 0.18 µm 3-metal-layer bulk

CMOS process. We construct all optical devices in polysilicon, including the pho-

todetector. Electronics are built from the power-optimized NOR flash periphery

transistors native to the process, with FO4 delays of approximately 80 ps and 65 ps

with 2V and 2.5V supplies, respectively. In contrast to standard logic processes,

the platform represents a low-cost high-volume application, such as memory, where

transistors are slower.

5.1.1 Process Integration

To enable photonics, we make three key modifications to the original CMOS pro-

cess [49], shown in Fig. 5-1. The first is the addition of a silicon implant amorphization

step for the polysilicon used in optical devices. This lowers the loss of waveguides built

using process-native gate polysilicon from 40 dB/cm to 18 dB/cm [50]. Further nitride

spacer optimizations bring the loss down to 10.5 dB/cm at process end-of-line [49].

The losses compare favorably to the 2 dB/mm (20 dB/cm) losses reported in [9] for

waveguides built using expitaxially grown crystalline silicon in an electronic-photonic

process flow.
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Figure 5-1: Photonics platform cross-section. The step-like shape of the polysili-
con ridge waveguide and vertical coupler grating teeth are enabled via the partial
polysilicon etch.
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The second is the inclusion of a deep-trench isolation step (DTI), which allows us

to achieve greater yield and robustness for bulk integration compared to a post-process

undercut [61]. DTI creates 1.2 µm trenches filled with SiO2 prior to polysilicon depo-

sition. The DTI serves as bottom cladding for the polysilicon waveguides, providing

optical waveguide mode confinement and isolation from the bulk silicon substrate.

The challenge of a DTI process is in the polishing step to ensure uniformity of thick-

nesses of both DTI and shallow-trench isolation (STI, used for transistor isolation)

across the wafer. However, its numerous additional benefits include enabling wafer-

level optical testing, improved process development efficiency, as well as enhanced

thermal isolation, since SiO2 is much less thermally conductive than bulk silicon.

Optical waveguides and devices can be placed as close as 2 µm from circuits.

The third is a partial polysilicon etch (PPE) step to break the vertical symmetry

of grating couplers. The PPE enables gratings to direct light either up or down, avoid-

ing the 3 dB ideal efficiency limit for vertically-symmetric gratings without having to

embed reflectors [28] in the trenches. The two different polysilicon heights addition-

ally enable ridge waveguide structures, convenient for forming electrically-contacted

optical structures such as microring modulators.

After these process changes, transistor performance remains within process cor-

ners, allowing use of existing process-native standard cells and simulation models in

the design. We note that we purposefully avoid the use of expitaxial crystallization

of silicon or the introduction of germanium or silicon-germanium in our platform.

Though these methods are adopted by prior art [4, 9, 43], they also introduce ad-

ditional high-temperature processing and frontend process interactions that impact

transistor properties. By constraining ourselves to only amorphized polysilicon and

minimizing high-temperature process steps, we incorporate photonics with working

transistors and improve the photonics platform’s compatibility with advanced pro-

cesses.

99



5.1.2 Microring Modulators and Polysilicon Photodetectors

The optical modulator device is a carrier-depletion microring modulator con-

structed using a polysilicon ridge waveguide (enabled by PPE) and doped with mid-

level implants as a pn junction (Fig. 5.1.2). The ridge structure confines the optical

mode to the center of the ridge, allowing electrical contacts on the sides to avoid over-

lap with the optical mode. The modulator ring has a radius of 7.25 µm with an FSR

of 1.6THz (9 nm). We pick this radius conservatively to make radiative tight-bend

losses negligible; rings with 3 µm radii and an FSR of 3.7THz have been demonstrated

previously in the same platform [80]. Measured optical transfer characteristics of this

device under different DC voltages (Fig. 5-3) shows a resonance shift of 2.7GHz/V

(15 pm/V) at 1280 nm and that weak forward-biases can be applied to increase the

total shift. The ring has a Q-factor of 8000 (28.8GHz FWHM) and an ERi of 15 dB.

Note the higher ERi under reverse bias and the lower ERi in forward-bias. This

is indicative of slight undercoupling, as the depletion of carriers (which lowers the

free-carrier loss) moves the ring closer to critical coupling.
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Figure 5-2: Structure of the carrier-depletion ridge waveguide modulator used in
the transmitter. We estimate a modulator junction capacitance of 20 fF and a series
resistance of 500 W, corresponding to a 15.9GHz device RC bandwidth.

To avoid the introduction of germanium—found in all custom photonics platforms

to date [3, 8, 9, 98]—we employ a completely polysilicon-based photodetector utilizing
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Figure 5-4: Structure of the resonant polysilicon defect-based photodetector used in
the receiver. The photodetector capacitance is estimated to be 15 fF.

absorption from defect states [51]. This photodetector is a ridge-waveguide microring

(with matching radius and FSR as the modulator device) doped with a p-i-n junction

(Fig. 5-4). When light resonates in the ring, sub-bandgap photoabsorption stemming

from defect states in the polysilicon generates free-carriers. Though this absorption is

nominally weak, the resonant structure significantly enhances the effective absorption

length, achieving a PD responsivity of 0.2A/W in both the 1280 nm and 1550 nm
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Note the linear scale in the transfer characteristic.

wavelength bands. The device exhibits 3 dB photoresponse bandwidths of 1.5GHz

and 7.9GHz at −1V and −10V biases, respectively. Due to much lower end-of-

line waveguide losses than expected during design time, all receive macros with the

best-performing receiver circuit topologies connect to PD-microrings that are severely

overcoupled (Fig. 5-5). These exhibit a Q-factor of only 4000 (60GHz FWHM) and

an ERi of 2.4 dB. This can be fixed in the layout by increasing the ring-to-waveguide

gap to weaken the coupling and the gap can be set appropriately at design time once

the waveguide loss is known. Critically-coupled, but otherwise identical, PD rings

appearing elsewhere on the chip achieve a quality factor of more than 9000 (26GHz

FWHM) and an ERi of 25 dB.

5.1.3 Technology Development Platform

We build the optical link components as part of a 24mm× 24mm technology

development reticle for testing a variety of optical devices and circuits. The reticle

is divided into standalone optical device regions and an array of 10 5mm× 5mm
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transceiver chiplets, which are individually wirebonded and packaged electrically.

Each chiplet hosts an array of 8 single-λ electro-optic transceiver macros (Fig. 5-6)

and 3 9-λ DWDM transceiver macros for a total of 5.5 million transistors and 100

optical devices per chiplet.
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Figure 5-6: Monolithically-integrated photonics platform in bulk. Shown here is an
example of a single-λ chip-to-chip optical link using a transmit macro from chip 1
and a receive macro from chip 2.

Each single-λ macro consists of a synthesized digital backend and custom high-

speed transmit and receive heads that connect to the optical devices. The backend

runs at one-fourth the data clock and interfaces with the custom heads through 8-

to-2/2-to-8 CMOS mux/demux tree SerDes. PRBS31 generators and bit-error-rate

(BER) checkers in the backend perform in situ characterization of the transceivers.

Heater driver and tuning components drive integrated ring heaters and contain pro-

grammable logic for closed-loop wavelength-locking. Transmit and receive macros

contain identical circuits and are configured into their respective roles via scan chain.
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Figure 5-7: Measured voltage and frequency shmoo plot of chips with (a) and
without (b) the introduced process changes. A red box indicates a test failure. Power
consumption of the digital backend at each voltage/frequency point is shown in each
box of the backend test. The combined transmitter and receiver power consumption
are shown in the boxes for the receiver loopback test.
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Optical waveguides, couplers, and active devices are instantiated in rows alongside

the circuits. Single-mode fibers (with a cleaved tip) are positioned over the VGCs (us-

ing probe positioners or mounted to the package) to couple light in or out of on-chip

waveguides. The 9-λ DWDM transceiver macros are similar to 9 adjacent single-λ

macros, but string together all 9 modulator- or receive-microrings on a single bus

waveguide to provide DWDM functionality.

To verify that the additional process steps did not significantly alter the electrical

performance of the original flash periphery process, we perform an electrical self-

test shmoo characterization, shown in Figure 5-7. We compare between chips on

wafers that go through only the electrical processing steps and chips on a wafer

that go through both the electrical processing steps and the additional changes to

enable photonic devices. The digital test measures the functionality of counters in

the digital backend, ensuring that they count properly for a given clock frequency.

The receiver loopback test tests the full path from the transmit PRBS generators,

through the serializer, to the receiver, through the deserializer and into the bit-error-

rate measurement modules. The receiver is placed in self-test mode, with the receiver

input driven by output of the serializer through a diode emulation circuit in the

receiver. The receiver passes the test if there are no bit-errors for 4 × 109 bits.

The differences in performance between the two cases are minimal, well within the

standard process corners. We note that for up to a 2.3V external supply, the internal

chip voltage remains below 2V. The voltage droop stems from insufficient power grid

density due to the availability of only 3 metal layers the process.

5.2 Microring-based Optical Transmitter

The transmitter consists of a depletion-ridge modulator device driven by a trans-

mitter frontend circuit, shown in Fig. 5-8. The frontend circuit consists of a 2-to-1

DDR serializer followed by an inverter-based push-pull driver. The NMOS pull-up

transistor in the final driver stage on the anode terminal is used to limit the ap-

plied forward-bias voltage. On logic 1s, the transmitter circuit applies a voltage of
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-VDD to the modulator junction, depleting the junction of carriers and red-shifting

the resonance. On logic 0s, the circuit weakly forward-biases the device to a voltage

of VREF − VTn to inject carriers into the junction and blue-shift the resonance.

2:1
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2-to-1 Serializer Driver VDD

Transmitter Circuit

Input

Coupler

Output

Coupler
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5
0

 μ
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Depletion 
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Figure 5-8: Carrier-depletion-based transmitter. The output impedance of the driver
is matched for both the pull-up and pull-down at approximately 700 W.

The choice of where to bias the laser wavelength relative to the resonance is a

degree of freedom for a ring modulator. We define an eye-height metric, ∆T , as the

difference in optical powers for modulated logic 1 and logic 0 levels, normalized by

modulator input optical power:

∆T = |T1 − T0| =
∣∣∣10−IL/10 − 10−(IL+ER)/10

∣∣∣ (5.1)

where IL is the modulator insertion loss and ER is the modulator extinction ratio

(10 · log10
T1
T0
), both given in dB. Using this metric, we perform an optimization to find

the maximum eye-height that this device can support, shown in Fig. 5-9. Note that

the optimal eye-height is not located at the same wavelength as the one that gives the

greatest ER; though T0 is supressed far below T1 at this point, the noticeably higher

IL degrades the level of T1. Conversely, bias points far away from the resonance

have low IL but provides too little ER to create sufficient modulation depth. The

optimum occurs at a point where IL and ER are balanced against each other, e.g.

IL = 2.0 dB and ER = 6.6 dB for the shown modulator, corresponding to ∆T = 0.49.

We measure the modulator under two sets of modulator operating voltages, case 1

and case 2, achieving open-eye data-rates of 4Gb/s and 5Gb/s, respectively, with a

PRBS31 sequence (Fig. 5-10). The maximum data-rate of the transmitter is limited
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Figure 5-9: Trade-off analysis between extinction ratio, insertion loss, and the eye-
height metric ∆T versus the laser wavelength. We use a a drive swing of −2.5V to
1.5V and the device in Fig. 5-3. Note that the polarity of the modulator flips when
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by transistor performance; At 5Gb/s, the higher voltage in case 2 is necessary to

maintain correct digital functionality in the 2-to-1 serializer and sufficient overdrive

on the pull-up NMOS transistor for a fast edge. Photon lifetime effects from the

microring linewidth itself (Q = 8000, 28.8GHz optical bandwidth) are negligible at

these data-rates. Note that the experimentally measured ER and IL are better than

what is expected from the DC wavelength scans. This is because under sufficiently

large forward bias (blue-shift), self-heating from diode on-current acts to red-shift

the ring slightly back, making the shift captured by the DC measurement appear

smaller. As data-transmission is at a much higher rate than the self-heating time

constant, the modulated eye captures the true extinction of the device. The measured

energy-per-bit of the modulator across data-rates is shown in Fig. 5-11. The clock

buffers driving the serializer dominate total power due to aggressive sizing for 3x

FO4 target bit-times and phase-matching of the inverted phase for the 2-to-1 CMOS

DDR multiplexer. At the VREF used in case 2, the driver applies a sufficiently large
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forward-bias voltage to weakly carrier-inject the modulator diode, drawing additional

static current on logical 1s. The static current is amortized at higher data-rates, hence

the small efficiency improvement with data-rate. Case 1 pushes the device into weak

carrier-injection to a smaller extent due to lower VREF . The driver energy efficiency is

200 fJ/bit at 4Gb/s and 350 fJ/bit at 5Gb/s for case 1 and case 2, respectively, with

an overall energy-efficiency of 0.7 pJ/b and 1.16 pJ/b for the full transmit circuit,

which includes the clock buffers and 2-to-1 serializer. Photon lifetime effects from

the microring itself (28.8GHz optical bandwidth) are negligible at these data-rates.

For the macro floorplan to be compatible across all types of optical devices on the

platform, we had to place the modulator device 60 µm away from the frontend circuit,

adding wiring capacitances of 13 fF and 14 fF (from layout extraction) on the anode

and cathode nodes, respectively. We estimate that an optimized device-to-circuit

placement using the minimum 2 µm spacing will reduce wiring capacitances down

to sub-2 fF and bring the total load on the modulator driver circuit down to 22 fF.

Avoiding speed-limitations due to other components in the driver chain, this should

increase the achievable data rate to 8Gb/s while lowering the energy cost even further.

7.6dB
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5 Gb/s Case 2

80 ps/div

6.8dB

4 Gb/s Case 1

Tx Macro

l1 Laser
l1  

Chip 1

Optical ScopeTx Optical 
Amplifier

Cleaved Single-
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Figure 5-10: Transmitter characterization setup. The eye-diagrams are shown for
case 1 at 4Gb/s and case 2 at 5Gb/s.
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wiring capacitances on the modulator anode and cathode (extracted to be 13 fF and
14 fF, respectively) and a 20 fF modulator junction capacitance.

We build the transmitter circuit as part of a 9-λ DWDM transmit macro, shown

in Fig. 5-13. The rings are spread across the 9 nm FSR and we step the radii to

achieve a nominal 1 nm channel-to-channel spacing (Fig. 5-12), achieving more than

20 dB of cross-talk isolation between adjacent channels. Across the 3.5mm span of the

rings, no ring experiences more than 0.5 nm deviation from its nominal resonance and

local variations are not large enough to flip the ordering of adjacent channels on any

measured chip or wafer. We use the tuning circuits in the backend to drive integrated

microring heaters to move rings back to the grid. We verify that the macro is capable

of an aggregate 45Gb/s of data transmission through a single waveguide or fiber by

individually capturing an open transmit eye on each of the 9 λ-slices at 5Gb/s (Fig. 5-

13). The spectral efficiency of the macro, given a 1.6THz FSR, is 0.028 bits/s/Hz.

The I/O density of the DWDM macro is approximately 110Gb/s/mm2, including all

transmitter circuits (120 µm× 50 µm per slice) and a conservative (3500 µm× 100 µm)

trench for the photonic devices. Note that the ring-to-ring placement pitch of 384 µm

and the overall size of DWDM macro (4000 µm× 900 µm) is limited by the area of the
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digital testing backend; the pitch can be as tight as 40 µm without violating design

rules.
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Figure 5-12: Optical thru-port transfer characteristic of the 9-λ DWDM transmit
bank. The tuned spectra is after coarse tuning to a 1 nm grid. Each resonance is
numbered with its corresponding ring.
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5.3 Polysilicon-based Resonant Optical Receiver

The receiver block is composed of a ring resonant defect-detector connected to a re-

ceiver circuit, shown in Fig. 5-14. To mitigate the slow speed of the process, we adopt

a split-diode technique [20]; each PD microring is separated into two electrically-

isolated PD-halves (PD-0, PD-1), each connected to a receiver-half (RX-0/1) running

at half-rate on opposite clock phases. In effect, each receiver-half gets 1/2 of the total

photocurrent (IPD), but is given twice the evaluation time. Each receiver-half circuit

consists of an inverter-based TIA followed by a clocked sense-amplifier and RS latch.

The TIA transimpedance gain can be adjusted by configuring the feedback resistor

to be 12 kW, 4 kW, or 12 kW || 4 kW. Current and capacitive DACs attached to the

sense amplifier provide offset compensation and eye-measurement capability for the

receiver. We design the circuit to accommodate a potentially large dark current range

across all PD variants on the platform reticle; the dummy PDs and TIAs serve as dark

current references, keeping the sense-amps balanced for large dark currents. Under

extremely high dark currents, the current DAC at the input of each TIA cancels dark

currents to keep the TIA biased in a linear regime. We note, however, that there

is less than 50 pA of dark current at a −10V bias for the defect microring PD [51].

Hence, the dark currents are low enough for the dark current cancellation DAC and

dummies to be removed in a receiver tailored specifically for this device.

A sense-amp undergoes two phases during evaluation time: a linear integration

phase in which vin is integrated onto the cap through the gm of the input transistor and

an exponential regeneration phase where the positive feedback of the cross-coupled in-

verters drives vout to the supply rails. The behavior of the sense-amp can be modeled,

to first-order, as:

vout = vin
gm
Cint
· tint · ·e

tregen
τinv (5.2)

where tint+tregen = teval The onset of regeneration (and the end tint) is triggered when

the voltage at the drain of the input transistor drops sufficiently low to trigger a loop-

gain > 1 in the cross-coupled inverters. In traditional sense-amps, this is set by the

sizing of the footer and the common mode of the input transistor and does not change
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Figure 5-14: Optical micrograph and schematic of the receiver architecture

automatically when teval shrinks with data-rate. Accordingly, a shorter evaluation

time will directly squeeze tregen, degrading the sense-amp sensitivity exponentially

once tregen is no longer sufficient to regenerate rail-to-rail. Like-wise, a tint that is

too short results in a tregen that is more than sufficient to fully regenerate rail-to-rail,

wasting time that could have been used to integrate a larger input. To minimize

sense-amp sensitivity vin, the tint should be traded off with tregen to balance linear

growth with exponential growth. We perform this optimization in the receiver by

switching on both sides of the current compensation DAC simultaneously. We size

the receiver for relatively long tint for better sensitivity at low data-rates and switch

on the current DACs to reduce tint and boost tregen for higher rates as teval shrinks.

This comes at a small cost in static power, but allows for an optimal split between

tint and tregen across a wide data-rate range.

We measure the receiver in a high-performance mode (VDD = 2.5V) and a

low-power mode (VDD = 2.0V), biasing the PD at VPD = −10V for all experi-

ments (Fig. 5-15). The receiver runs with no bit-errors up to 5Gb/s and 3Gb/s

for 2 × 1012 bits (1012 bits on each receiver-half) in the high-performance and low-
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Figure 5-15: Receiver measurement test setup (a), optical BER measurement at
5Gb/s (b), measured optical sensitivity (c), and measured receiver energy-per-bit
(d). Sensitivity is defined using the total peak-to-peak photocurrent (both halves)
necessary for error-free operation after 2×1012 total bits. The 5Gb/s receiver optical
BER measurement is performed using a laser power that results in IPD = 71 µApp.
The bottom of the curve indicates no bit-errors for 2× 1012 total bits. All measure-
ments are performed in situ using the on-chip digital backend.

power modes, respectively. Beyond 5Gb/s, the sense-amp is too slow to maintain

correct functionality. The high-performance mode achieves a 10−12 BER sensitivity

of 12 µApp (−15.2 dBm with a 0.2A/W PD) for 1–3Gb/s. At 5Gb/s, sensitivity

degrades to 126 µApp and 71 µApp (−7.5 dBm) before and after the sense-amp tint op-

timization, respectively. The low-power mode achieves comparable sensitivity at half

the power up to 3Gb/s, when the teval-limited sense-amp begins degrading sensitivity.
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A layout error resulted in the placement location of the dummy PD microring and

the active PD microring to be swapped, causing the active PD to be placed 150 µm

farther from the receiver than the dummy PD. The wiring capacitances at the active

PD input nodes are 32 fF for Rx-1 and 21 fF for Rx-0, compared to 11 fF for Rx-1

and 13 fF for Rx-0 at the dummy PDs, estimated using layout extraction. This error

lowers the TIA bandwidth by 33% from the original, causing the 12 kW feedback

resistor to have insufficient bandwidth to support data-rates beyond 3Gb/s. The

reduction of the TIA feedback resistance to 4 kW, coupled with the smaller sense-amp

teval, results in the degradation of sensitivity past 3Gb/s. Power consumption of the

full receiver is dominated by the static TIA power, which is amortized at higher rates.

Elimination of the dummy dark-current matching TIAs in future designs will halve

the TIA power component. The receive macro follows the same floorplan as that of

the transmit macro and can likewise be optimized to move devices closer to circuits

to lower wiring capacitances.
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Figure 5-16: Demonstration of the 9-λ DWDM receiver macro. The receive eye dia-
grams are generated by sweeping the receiver threshold using the offset compensation
DACs.

We verify receivers integrated into a 9-λ DWDM receiver macro by individually

aligning the laser to each λ-slice and measuring the BER (Fig. 5-16). We record error-
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Figure 5-17: Optical transfer characteristics of the measured DWDM receiver macro,
which has overcoupled PD rings, and a DWDM receiver macro with critically-coupled
PD rings. The rings are coarsely tuned to a 1 nm grid.

free receiver eye openings for 2×1010 bits on each slice at 5Gb/s, demonstrating that

the macro is capable of 45Gb/s aggregate receive bandwidth per waveguide or fiber

(114Gb/s/mm2). Figure 5-17 shows the macro’s optical spectrum. The macro is

FSR-matched to the DWDM transmit macro with the same channel spacing (1 nm).

PDs in the tested DWDM macro are also severely overcoupled with ERi < 3 dB

(Q = 4000, 15 dB crosstalk isolation at 1 nm spacing). A separate DWDM receiver

macro with critically-coupled PD rings exists elsewhere on the same chip (Q = 9000,

23 dB crosstalk isolation at 1 nm spacing), though it is connected to a different kind

of receiver.

5.4 Ring Resonator Wavelength Locking

In this section, we demonstrate an on-chip wavelength-locking circuit that main-

tains the receiver eye opening under changing temperatures. The synthesized receive-
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side tuning sub-system (Fig. 5-18) contains an optical power meter circuit, a config-

urable data path, a programmable lookup-table (LUT), and a ∆Σ-DAC circuit [80]

that drives an integrated microring heater.
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Figure 5-18: Architecture of the programmable tuning sub-system.

5.4.1 Heater Driver System

The open-loop heater driver system consists of a heater driver circuit and a a

microring resonator with an integrated heater. When current flows through the heater

resistor, the power dissipated by the heater heats up the ring and moves the ring

resonance. The driver circuit follows an all-digital ∆Σ architecture and consists of a

digital accumulator and a NMOS driver head. Given a binary-encoded digital input,

DH , corresponding to the desired heater output level, the accumulator produces a

pulse-density modulated (PDM) waveform. This waveform is a digital pulse train

with a duty-cycle corresponding to DH . This waveform drives the gate of the NMOS

transistor in the driver head. When the waveform is 1, the transistor turns on,

allowing current to flow through the heater from the supply, dissipating heat. When

0, the transistor shuts off and no current flows through the heater.

We rely upon the the slow thermal response to act as a low-pass filter, smoothing

the ripples in temperature (and ring transmission) introduced by the binary heater

drive waveform. This holds true provided that the driver’s clock frequency (and hence
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Figure 5-19: Heater driver architecture, which drives an integrated ring heater. The
accumulator keeps track of the error from the input, producing a 1 in the highest
carry-out bit and wrapping around back to zero when the count overflow.

the PDM’s oversampling ratio) is set significantly higher than the ring’s thermal

time constant. Since power consumption of the accumulator scales with the clock

frequency, driver power can be optimized by fine-tuning the oversampling ratio of

the PDM. Working together, the system forms a digital to analog converter (DAC),

converting a digital code, DH to a change in temperature, ∆T . We note that the duty-

cycled nature of the driver guarantees a monotonic and linear relationship between

heater power and input setting.

In Drop

Thru

Driver Head

Ring

1.2μm 

Figure 5-20: Layout view of the heater driver head and the connected adiabatic
microring resonator filter implemented on the bulk platform.

117



Wavelength [nm]

R
e

la
ti

ve
 T

ra
n

sm
is

si
o

n
 [

d
B

] Thru Off

Drop Off

Thru Max
Drop Max

Figure 5-21: Optical transmission vs. wavelength when driver is off and at max
power and total power consumed at various driver power settings. For reference, off
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of 255.

To evaluate the tuning efficiency of integrated tuners on the deep-trench bulk

platform, we implement an 8-bit design of the heater driver system driving two differ-

ent types of rings. On this platform, the 8-bit accumulator, and driver head occupy

28 µm2, 1500 µm2, and 2500 µm2 of area, respectively, including area used for de-

coupling capacitances and fill cells. The implementation shown here is aggressively

pipelined to hit frequency targets in excess of 400MHz and sized to drive more than

5mA of current. Design constraints can be relaxed to lower driver power and area.

The first type of ring we drive is a 6 µm diameter adiabatic microring resonator

(ARM), similar to the one in [91], fabricated to work at≈ 1290 nm, shown in Figure 5-

20. The integrated heater is formed by n type doping in the adiabatic region with n+

and silicided silicon tethers to minimize contact resistance and to insulate the tethers.

The fabricated resistance is ≈ 1.7 kW. Single radial mode propagation is preserved

through the adiabatic region, achieving an uncorrupted free spectral range (FSR) of

3.7THz (Figure 5-21). Here, the heater output power is 3.5mW at the max power
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Figure 5-22: Total tuning power, which includes the power dissipated by the heater
and the power overhead of the driver, vs. heater power setting at various driver
operating frequencies.

setting, limited by supply voltage (2.5V) and heater resistance (1.7 kW). We achieve

a maximum resonance shift of 1.9 nm (350GHz). At laser power levels low enough for

self-heating to be negligible, this corresponds to an LSB step size of 7.4 pm (1.37GHz).

Compared to the power delivered to the ARM’s heater, the power overhead for the

driver circuit is negligible at a clock frequency of 500 kHz but substantial at 200MHz

(Figure 5-22). The tuning efficiency of the ring is 0.55 nm/mW (10 µW/GHz).

The second type of the ring we drive are the polysilicon-based microrings used in

the receiver, for which we will use to demonstrate receiver wavelength locking. Here,

the ring uses a 1 kW integrated heater. With a 2.5V supply, the heater driver outputs

6mW of maximum power and achieves 0.5 nm (90GHz) of tuning range. Each LSB

step size corresponds to 2 pm (0.35GHz). The tuning range will increase by using a

lower heater resistance or by improving the tuning efficiency, which we estimate to

be 0.082 nm/mW (67 µW/GHz).

The Σ∆ converter in the heater driver produces a quantization noise power spec-

tral density of:

|HΣ∆(ω)|2 = ∆2

12 ·
1

2πfS
· 4
∣∣∣∣∣sin

(
ω

2fS

)∣∣∣∣∣
2

(5.3)
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where ∆ is the quantization level and fS is the sampling frequency of the heater driver.

We can calculate a variance on λ0 of the ring that the heater driver causes due to the

quantization noise and the oversampling ratios, with thermal effects factored in:

σ2 = 1
2π

∫ ∞
−∞
|HΣ∆(ω)|2 · |H ′T (ω)|2 dω (5.4a)

= 1
2π

∫ ∞
−∞
|HΣ∆(ω)|2 ·

(
1

1−GL(0)

)2

· 1
1 + ω2

(
τT

1−GL(0)

)2dω (5.4b)

In Table 5.1, we use Equation 5.4 to calculate the variance in wavelength at each of the

heater driver frequencies for both types of rings. From here, we see that operating

the heater driver at a 20MHz rate provides a minimal power overhead while only

adding a 3σ noise that is about 1 LSB. Note that these calculations are calculated

with GL = 0 (no self-heating). However, the evaluated values do not change much

for different GL as GL changes both the pole location and the magnitude of S(ω) and

the effects on σ2 mostly cancels out.

ARM Polysilicon Detector Ring
∆ = 1.9 nm, τT = 10 µs ∆ = 0.5 nm, τT = 10 µs

σ 10σ/LSB σ 10σ/LSB
500KHz 104 pm 140.5 27.5 pm 140.5
20MHz 2.7 pm 3.65 0.72 pm 3.65
50MHz 1.1 pm 1.49 0.29 pm 1.49
100MHz 0.55 pm 0.74 0.14 pm 0.74
200MHz 0.27 pm 0.36 0.07 pm 0.36

312.5MHz 0.18 pm 0.24 0.05 pm 0.24

Table 5.1: Variance in wavelength produced by the ∆Σ heater driver for both the
ARM and the polysilicon detector ring. We also show the ratio between 10σ value
and the LSB of the 8-bit heater driver DAC for comparison.

5.4.2 Tracker and Controller

As opposed to tracking an averaged photocurrent [40, 63, 82, 97], which can mis-

take changes in the 1/0-balance of the data (which is on-off encoded) for a drift in

resonance, the power meters are conditioned on the received data to track the one or

zero levels directly. Level-trackers were previously proposed in [2, 12, 75] to actively
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adjust receiver threshold levels given variances in signal power. Here, we use the

tracked photocurrent-level as an indication for how the ring’s resonance has drifted

in order to move the resonance back to its desired position. Due to area constraints

in the platform, we reuse the receiver-half circuit in a bang-bang loop to act as a 5-bit

sense-amp based ADC (with the capacitative offset compensation DACs serving as

the voltage DAC) in the power meter. During wavelength-locked receiver operation,

the power meter takes control of one receiver-half and uses the data stream from the

other half, which receives data normally, to use as the conditioning signal. The con-

troller consists of several registers and LUTs that provide flexibility in programming

a variety of control schemes, based on current and previous power meter outputs and

arbitrary threshold values. The output of the controller is an 8-bit binary value for the

the heater strength. A ∆Σ-DAC (described in [80]) drives the integrated heater. The

tracker and controller are clocked by the data-clock through a divide-by-64 divider.

5.4.3 Wavelength-Locking Demonstration
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Figure 5-23: Transient lock experiment with the tuning controller locked and without
lock. The estimated temperature change is calculated from the aggressor power profile
using 20K/W and a time constant of 1 s.

We perform a 2.5Gb/s single-rate transient wavelength-lock experiment, shown

in Fig. 5-23. We clock-gate on/off the various components in the digital backend

of adjacent transceiver macros to create a temperature aggressor. These induce a
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microring temperature change of approximately 20K for every Watt of power they

dissipate. In this experiment, we program the controller with a simple tuning scheme

where we simply heat more if the power meter reading exceeds a set threshold and

heat less if the readings are less.

During initialization (completed prior to t = 0), we begin at the maximum heat-

ing value and step-down, which keeps the ring in a stable red-biased regime. This is

in contrast to step-up initialization, which blue-biases the ring and enters a region

of self-heat instability. During this phase, the power meter ignores the conditioning

bitstream and updates continuously. Initialization continues until a sufficient power

meter reading threshold is crossed, at which point the power meter switches to normal

data conditioning mode The wavelength-locked receiver is completely error-free until

65 seconds into the test, when we apply a deliberately large temperature change (ap-

proximately 11K) to exceed the lock range to force failure. By contrast, we see that

an unlocked receiver fails immediately with any temperature perturbations caused by

the aggressor due to a drop in photocurrent caused by the drift in the ring’s resonance.

The tuning backend consumes 0.43mW at 2.5Gb/s (171 fJ/bit) and 0.024mm2, ex-

cluding the heater driver and the receiver. The area is largely dominated by the LUT

and data-path and the tuning algorithm can also be synthesized directly into gates

at design time to conserve power and area.

The lock range of the tuner is 0.5 nm (90GHz) [77], corresponding to a 9K change

in temperature. In the context of the 9-λ transmit and receive DWDM macros, this

range is marginally sufficient to tune out local process mismatch but is still less

than the total desired (1.5 nm); applying the ring-to-λ assignment shifting schemes

from [18], the tuning range needs to be around that of the channel spacing (1 nm)

plus the worst-case local process variation (0.5 nm) to guarantee that each ring can

be assigned and tuned to a laser channel λ across all temperatures.
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5.5 Monolithic Chip-to-Chip Link in Bulk

Using the transceiver macros, we build a chip-to-chip optical link through 5m

of single-mode fiber interconnecting the two chips (Figure 5-24). We note that this

demonstration uses a single λ and clocks are forwarded to both chips electrically.

Normally, in a DWDM configuration with multiple λs, the clock would be available

as a transmit-forwarded signal on one of the other wavelengths. We demonstrate a

full-rate 2Gb/s chip-to-chip link that is error-free for 2 × 1012 bits (Fig. 5-25). The

maximum data-rate of the link is currently limited by the degradation of receiver

sensitivity at higher rates and the 10mW maximum output power of the off-chip laser.

We currently hit this limit due to an extra 9 dB of optical loss caused by a sub-optimal

permutation of optical devices in the transceiver macros; VGCs in the transceiver

macros contribute 5 dB of loss per coupler, compared to the 3 dB loss VGCs present

elsewhere on the platform. Additionally, the severely overcoupled photodetector rings

(2.4 dB ERi) effectively results in another loss of 3.7 dB. To overcome the loss with the

current combination of devices, we insert an optical amplifier between the transmit

chip and the receive chip, which adds approximately 8 dB of optical gain and enables

5Gb/s operation for the link. The optical power at each point in the link is shown

in Figure 5-26 for both cases. The link consumes 4 pJ/b electrical and 5 pJ/b optical

energy at 2Gb/s. At 5Gb/s, the link consumes 3 pJ/b electrical and 12 pJ/b optical

energy.

We perform a link power analysis across a range of data-rates using the metrics

from the measured circuits (Fig. 5-27). We calculate the wall-plug laser power of the

link as

PL = 1
ηe
· Si
Rpd

· 1
1− 10−ER/10 · 10

∑
L/10 (5.5)

where ηe is the laser wall-plug efficiency, Si is the receiver sensivity (in App), Rpd is

the photodetector responsivity, ER is the modulator extinction ratio and ∑L is the

total optical loss in the path from the laser to receiver. For this analysis, we assume

an ηe = 25%. We show a case using devices currently in the transceiver macros and a

case using best-known devices on the current platform. In both cases, the link is most
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Figure 5-25: 2Gb/s (a) and 5Gb/s (b) link BER measurements for 2× 1012 bits.

energy-efficient at a data-rate of 3–4Gb/s. Static power (microring heating/tuning,

receiver TIA, the receiver) is amortized at higher rates. Energy-per-bit from the

laser also decreases initially from 1–3Gb/s, where Si (and hence PL) remains flat.

At the higher rates, Si increases drastically and offsets the electrical energy-per-bit

improvement from the higher data-rate. For the case using the current set of devices

in the transceiver macros, the laser wallplug power dominates the energy-per-bit,

reaching an optimal wall-plug link energy of 18.3 pJ/b at 3Gb/s. In the second case,

the better devices reduce optical loss by more than 9 dB. As such, the laser is no

longer dominant for 1–4Gb/s and an optimal energy-efficiency of 6.5 pJ/b is reached
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Figure 5-26: Estimated optical power breakdowns of the 2Gb/s and 5Gb/s chip-to-
link links.

at 4Gb/s. We note that the demonstrated bandwidth density of 110Gb/s/mm2 and

energy cost of 6–18 pJ/bit far exceeds these same metrics for traditional memory

modules.

5.6 Summary

To facilitate the adoption of photonics for mainstream CMOS applications, we

must first remove its intimidation factor: prove that the technology is viable for

electronics integration without exotic processing steps, customized SOI wafers, or

complicated packaging. To this end, we demonstrate a polysilicon-only monolithic

photonics platform in bulk CMOS, to show that low-loss waveguides and active op-

tical structures can be integrated through a minimal number of process changes. By

avoiding epitaxially grown crystalline silicon for waveguides and finding an alternative
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to germanium integration for photodetectors, the polysilicon-only photonics module

minimizes risks to process-native transistors and improves technology portability.

We build a portfolio of DWDM link components–a DWDM transmitter and a

DWDM receiver–each demonstrating competitive performance and efficiency despite

the early stage of platform development. We further improve the robustness of the

wavelength-locking techniques by resolving the data-dependency challenge, demon-

strating that robust DWDM ring tuning is feasible in a hostile temperature environ-

ment. We compose an optical chip-to-link, which, to the knowledge of the authors,

is the first demonstration of a monolithically-integrated optical link in a bulk CMOS

process. The unique polysilicon aspects of this photonic platform make it indepen-

dent of the front-end integration processes, enabling deployment in more advanced

bulk CMOS process nodes to further scale the link performance and energy-efficiency.
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Chapter 6

A Monolithically-Integrated VLSI

Photonics Platform in SOI CMOS

Monolithic integration of photonic devices is a promising approach to unlocking

the full energy-efficiency and bandwidth density advantages of silicon-photonic inter-

connects. So far, however, monolithic efforts have been primarily restricted to older

customized processes; the quest for the most optimal optical devices possible have

lead to process customizations that conflict conflict with advanced transistor design.

In order to enable photonics in advanced process nodes, we can alternatively adopt a

zero-change approach, whereby photonics devices are designed to fit within an exist-

ing electronics flow. Though the optical device designs are more constrained, access

to superior transistors allows this drawback to be compensated for through circuit

techniques. In addition, the ability to leverage existing IP available for a mature elec-

tronics process process, combined with a high-volume volume manufacturing, yields

a platform immediately capable of supporting a VLSI electronic-photonic system. As

an embodiment of the zero-change approach, this chapter presents a monolithically-

integrated photonics platform in a high-performance commercial 45 nm CMOS SOI

process. We describe the platform in detail in Section 6.1 and present the transceiver

components in Sections 6.2 and 6.3, including the demonstration of an integrated

bit-statistical thermal tuner. Using the transceivers, we demonstrate a chip-to-chip
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link in Section 6.4. Finally, in Section 6.5, we evaluate the potential of this platform

for DWDM.

6.1 Zero-Change Monolithic Photonics Platform

The monolithic SOI platform is a 45 nm CMOS SOI process with 11 metal layers,

fabricated in a commercial IBM foundry. Compared to the bulk platform of Chap-

ter 5, the SOI process represents a higher performance (and potentially higher cost)

platform designed to support flagship performance-oriented products. Notably, this

45 nm SOI process was also used to fabricate the Playstation 3 Cell processor, the

WiiU Expresso processor, and the IBM Power 7 [30]. Photonic devices are integrated

into the process through a “zero-change” approach where the designs to conform to

an existing (purely-electrical) design flow. We submit our designs as part of a multi-

project shuttle run and the design is integrated alongside other purely electronic chips

without affecting the yield of the process. From the point of view of the foundry, the

integration method is seamless; to them, we are just submitting another electronics

design, as no extra processing steps, mask sets, or special handling is required to

enable our devices.

6.1.1 Platform Overview

The process frontend consists of a crystalline silicon layer, patterned to form the

body of transistors. The crystalline silicon layer is sandwiched between the buried

oxide layer and the interlayer dielectric layer. Layers of nitride used for spacers

and strain engineering are also present on top of the silicon layer. The high-quality

crystalline silicon body layer enables a high-index waveguide core. To form vertically

asymmetric structures, such as vertical grating couplers or ridge-shaped waveguides,

we can deposit the polysilicon layer used for transistor gates on top of the silicon layer.

The dimensions of each layer are representative of a scaled microelectronics process

in SOI and a number of process specifications can be found in published articles from

IBM [30, 37, 57].
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Figure 6-1: Cross-section of the SOI platform. Transistors and waveguides are
formed by patterning the crystalline silicon layer. A layer of thin-buried oxide sepa-
rates the crystalline silicon layer from the chip substrate. We keep the region around
optical waveguides clear of any metal interconnect by adding metal fill blockages
during design time.

On the top of the high-index silicon waveguide core, the lower-index interlayer

dielectric and the nitride layer provide optical mode confinement, provided the lower

metal layers are clear. Below the waveguide core, the buried oxide layer (BOX) in

a scaled SOI process is not sufficiently thick to provide confinement; the thin-BOX

layer cannot completely isolate the silicon waveguide core from the silicon substrate.

To enable a suitable waveguide undercladding, we perform a post-process substrate

removal step to remove the substrate [22, 62]. After substrate removal, waveguides

built using the crystalline silicon layer demonstrate a waveguide loss of approximately

3 dB/cm [62]. Waveguides built using the polysilicon transistor gate layer demonstrate

a loss in excess of 50 dB/cm, which is consistent with the unoptimized polysilicon loss

from [61].

As a substrate-less chip is both difficult to handle and fragile to work with, the

post-processing step must take into account the method for electronics packaging.

For chips undergoing wirebonded packaging, the substrate removal step is performed

prior wirebonding. First, the chips are flipped upside down and mounted (pad-side
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down) to a silicon wafer, leaving the backside of the chip exposed. Next, the chips are

placed inside an XeF2 chamber so that the gas etches away the silicon substrate. As

XeF2 has a 1000-to-1 etching selectivity between silicon and SiO2, the BOX forms a

natural stopper for the etching process. The etch leaves behind a thin film containing

just the buried oxide, the silicon layer, and the metal stackup. To maintain structural

integrity of the die during the wirebond process, we attach a silicon-carbide or glass

handle to the film using an optical adhesive prior to detaching from the mounted

silicon wafer. Finally, we wirebond the part to a package.

Si Handle (100μm)

FR4 Printed Circuit Board

Solder balls (75μm)

BOX (150nm)

Metal Interconnects (12μm)

Si Layer (80nm)

FR4 Printed Circuit Board

XeF2

XeF2 etch of the 
chip’s silicon 
handle

Electrically packaged chip

Optically-enabled chip

Exposed Area

(a) Die cross-section and substrate removal (b) Substrate Removed Die

Figure 6-2: The C4 flip-chip package structure, where the chip is flip-chip-attached
to a printed circuit board, with post-processing steps to remove the substrate to
enable on-chip photonic structures (a). A backside die-photo of a substrate-removed
chip (b). Normally, the substrate would block the view of the chip from the back and
we would not be able to see the structures on the chip.

The flip-chip packaging approach is more attractive due for high-performance

parts due to better power delivery, pin counts, and signal integrity of the I/O pins.

In a flip-chip package, the final packaged part is mounted pad-side down to a ceramic

package or circuit board using controlled collapse chip connection (C4) balls, which
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form the electrical pin connections. Epoxy encapsulation is added to the mounted part

for additional mechanical support. We incorporate substrate-removal post-processing

for a flip-chipped part, shown in 6-2, where the pad-side down orientation of the chip

post-packaging enables a package-first substrate removal strategy. Here, we package

the chip first and place the packaged chip into the XeF2 chamber. The epoxy encap-

sulation prevents the etchant from attacking the sides of the chip while the backside is

etched away. The board or package provides the mechanical support and there is no

need to attach a new handle. The package-first approach avoids putting mechanical

stress (from the packaging steps) on post-processed die, when it is far more more frag-

ile. In addition, we can electrically test the dies both before and after the substrate

removal process. As a result, the post-processing yield is above 80%, which is consid-

erably higher than the package-last approach of wirebonded packages of < 50%. We

expect the post-processing yield to improve even further once we more precisely define

the conditions for when to stop the etch (currently through just visual inspection)

and once the pump cycling procedures for the etch are optimized. Substrate removal

is a commercially viable technique and can be performed at wafer-level, as shown

previously to make suspended-layer microphones in standard CMOS [68]. In addition

to providing the necessary waveguide isolation, substrate removal also improves the

tuning efficiency of the platform’s resonator structures [88].

To verify that the electrical performance of the platform is not degraded by the

substrate removal process, we measure the oscillation frequency of a ring oscillator,

shown in Figure 6-3 and extract the delay value of the logic stages. The measure-

ments show that the removal and transfer steps had a negligible impact on transistor

performance. Notably, a stage delay of 5 ps at the nominal process voltage of 1V

makes this the fastest electrical performance of any monolithic photonics platform to

date. As transistor performance is unaffected, all foundry IP are compatible with the

platform, a fact we leveraged highly to accelerate the development of sophisticated

digital electronics on the platform.
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Figure 6-3: Stage delay of a ring oscillator versus supply voltage before and after
substrate removal, calculated from the measured oscillation frequency. The nominal
voltage of the process is 1V. We observed no change in ring oscillator stage delays
from the substrate removal step.

6.1.2 Electro-Optic Modulators and Photodetectors

The modulator is a multimode microring structure supporting the “whispering-

gallery” modes [73, 88], shown in Figure 6-4. The fundamental mode is constrained

to the outer radius of the modulator. As such, electrical contacts to the device along

the inner circle edge will not introduce free carrier absorption to the fundamental

mode. To avoid exciting the higher-order modes, a propagation length-matched cou-

pler with a long interaction length is used to couple the ring to the bus waveguide.

Modulation of carriers in the device is performed through interdigitated lateral p-n

junctions constructed using mid-level p and n implants. Advanced 45 nm process

lithography enables fine definition of the junctions, allowing 84 junctions to fit across

the circumference of a 5 µm radius ring. The “spoked ring” modulator operates as

a carrier-depletion modulator. Shown in Figure 6-5, the free spectral range of the is

3.02THz with a measured quality factor of ≈ 10, 000. The ring embeds a resistive

heater with an approximate resistance of 400 W, enabling thermal adjustment of the
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ring resonances. A monitoring photodetector can be connected to the weakly coupled

drop-port for a closed-loop tuning solution.

(a) Modulator structure

Vertical Grating Coupler

Modulator Ring

(b) Modulator micrograph

Figure 6-4: Structure (a) and test-site micrograph (b) of the “spoked ring” modulator
device.

Compared to the carrier injection modulator designs earlier in the platform’s his-

tory [54, 62], the depletion-based design of the spoked ring modulator does not con-

sume forward-biased static current, enabling greater energy efficiency. The design

also avoids the previous carrier-lifetime-limited modulation speeds. The multimode

design also enables the device to be contacted effectively without resorting to the use

of ridge-waveguides of the rings in [54, 62]; ridge-waveguide rings in this platform

require the use of the lossy polysilicon layer and severely degrades ring resonator

Q-factor.
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Figure 6-5: Optical spectrum plots of the “spoked ring” modulator device, showing
both the device free spectral range and the quality factor.

Nominally, advanced processes introduce SiGe as a material to strain engineer elec-

trical transistors for improved performance. In this platform, we can use the same

SiGe to form photodetectors, shown in Figure 6-6. Currently, the native process

places two constraints on the efficiency of the detector. First, unlike pure germa-

nium detectors, which can absorb light at wavelengths in the 1550 nm range, the low

mole fraction of germanium in the SiGe limits the absorption band to a far lower

wavelength. Though the compressive stress created by the SiGe reduces the bandgap

and extends the absorption band, the photodetector is still limited to about 1200 nm

and is weakly absorbing, requiring longer photodetectors to completely absorb the
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light. Second, as the SiGe material is used only in PMOS source drain regions to

apply compressive stress to the PMOS transistor channel, the SiGe material is in-

herently heavily p-doped. As such, the maximum efficiency of the detector is limited

by the balance between light lost to free-carrier absorption and light absorbed for

photogeneration of carriers.

n+ Si n Si
p+ SiGe

p+ Si

NiSiNiSiGe

poly Si

W W

M1

2.1 μm

M1

(a) Photodetector structure

50μm

Vertical Grating Coupler

Taper

Photodetector

(b) Photodetector micrograph

Figure 6-6: Structure (a) and test-site micrograph (b) of the photodetector con-
structed using SiGe available in the process for compressive stress engineering of
PMOS transistor channels.

The long straight detector shown in Figure 6-6 has a responsivity of 0.02A/W at

1180 nm. As shown in Figure 6-7, the device exhibits a bias-dependent bandwidth

with a gentle roll-off. When reverse-biased at 5V, the device has > 4GHz of band-

width. We note that at a length of only 50 µm, the responsivity of this detector is

limited by the length of this device.

135



Figure 6-7: Bandwidth measurements of the SiGe photodetector, applied under
different bias voltages.

Interestingly, a spoked-ring modulator, when used as a resonant photo-detector,

exhibits an optical responsivity of 0.1A/W, shown in Figure 6-8. Though the resonant

structure certainly helps with absorption, the device does so without any use of SiGe.

There are two possible explanations to this behavior. First, as the entire spoked-ring

modulator is doped, the dopant atoms may create a sufficient number of defect states

in the crystalline silicon lattice, which cause photoabsorption in a similar manner as

the detectors in Chapter 5. However, this is unlikely; defect states lower minority

carrier lifetimes and, as a result, are kept to a minimum in the crystalline silicon (the

transistor body) through various annealing processes in advanced processes. The

second (and more likely) cause of the behavior may be bandgap narrowing effects;

the absorption coefficient of silicon at 300K drops off rapidly beyond ≈ 1100 nm,

where the photon energy is equivalent to the 1.12 eV bandgap of silicon. An reduction

in bandgap energy of less than ≈ 100meV will move the drop-off to 1200 nm. The

bandgap energy reduction could be caused by the presence of silicon-nitride stress
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Figure 6-8: Optical responsivity plot at different bias voltages at different wave-
lengths of the spoked ring modulator, used as a photodetector. Each measured wave-
length corresponds to a different resonance of the measured device.

liners [57], which are used for aggressive strain engineering of transistors and can cause

a reduction in bandgap energy [10, 31, 55]. In addition, the dopants used to form

the spoked ring junctions will also cause dopant-based bandgap narrowing [34, 89].

Both effects combined can result in a sufficiently large reduction in bandgap energy.

If these effects can be taken advantage of, we can potentially build novel silicon-based

photodetector designs. Such work, however, is outside the scope of this thesis.

6.2 Bit-Statistical Wavelength-Locked Transmitter

We integrate the modulator device with a modulator driver circuit, consisting of

a 2-to-1 serializer, a voltage level-shifter, and a push-pull driver head. The serializer

and driver head use VDD and VDDH , respectively, as their supply voltages, while the

voltage level-shifter interfaces between the two voltage domains. Both the level-shifter
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and driver head use thick-oxide transistors (used in this process for I/O transistors)

to enable voltage drives above the process nominal logic voltage of 1V. We use VREF
and VDDH to control the modulator drive voltages in the forward and reverse regimes,

respectively. On data zeros, NMOS transistor N1 drives the device anode terminal to

0V while the thick-oxide inverter I2 brings the cathode cathode to VDDH , applying a

voltage of −VDDH across the device. On data ones, the NMOS pullup N2 pulls the

anode voltage up to VREF − VTn (where VTn is the threshold voltage of the NMOS

N2), while I2 drives the cathode to 0V, providing +(VREF − VTn) across the device.

The level-shifter gate is ratioed and draws significant amount of current when

it switches as the pull-down NMOS transmit fights the pull-up PMOS. In addition,

the device achieves reasonable extinction ratio even under voltages compatible with

standard digital logic. As such, the thick-oxide transistors are unnecessary. These

insights allow us to simplify the design of the driver to that of a simple chain of

standard logic inverters, shown in Figure 6-10. The driver now drives the device single-

ended from the cathode terminal, providing a peak-to-peak voltage swing equivalent

to the modulator supply voltage, VDD. The anode terminal of the device is connected

to a bias voltage, VBIAS. On data zeros, the voltage across the modulator device is

VBIAS. On data ones, the voltage across the device is VBIAS − VDD.

We integrate the inverter-based driver with the wavelength-locking thermal tuner

we proposed in Chapter 4 and comes complete with the bit-statistical tracker, a op-

timizing controller design, and the self-heating cancellation logic. We separate the

implementation of the tuner into a frontend and a backend. The frontend implements

the integrator which integrates drop-port photocurrent for a configurable interval of

16-128 transmitted bits. A 6-bit successive approximation register (SAR) ADC con-

verts the integrator output to digital values. An aligner FSM in the backend coordi-

nates the start and reset times of the integrator and counter to match the integration

window with the counted bits. Using the ADC output and the counts of 1 s and

0 s counts, the solver implements the bit-statistical tracker calculations, outputting

the power levels of optical 1 s and 0 s (L1 and L0) as well as the modulation depth

(Ld = L1 − L0). The tuning controller auto-lock the ring using the eye-maximizing
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Figure 6-9: Implementation of the push-pull modulator driver. Thick-oxide devices
were used to enable higher voltage operation. The driver circuit consumes an area of
65 µm× 30 µm.
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Figure 6-10: Implementation of the inverter-based modulator driver. The driver oc-
cupies only a 7 µm×7.5 µm area footprint. The driver is integrated with a wavelength-
locking thermal tuner. Implementation of the photocurrent integrating frontend of
the thermal tuner is shown.

method of Chapter 4. The self-heating canceller nullifies the data-dependent self-

heating power changes to keep the resonance stable. The backend of the system

operates on aggressively-divided clock domains to minimize power consumption.

In Figure 6-11, we demonstrate the capabilities of the wavelength-locking trans-

mitter. In this test, the tuning circuitry auto-locks the modulator ring (with a non-

heated resonance at ≈ 1187.2 nm) to a non-tunable 1189 nm laser outputting 2mW

of power. During the lock-on process, the controller finds and locks to the point that

maximizes Ld, the maximum eye height. A PRBS31 sequence is used as both the

lock-on training sequence and as the signal for the eye-measurement. Under a swing

of −0.7V to 0.5V, (VDD = 1.2V, VBIAS = 0.5V) at 5Gb/s, we achieve a 6.5 dB

extinction ratio (ER) at an insertion loss (IL) of 4 dB. With forward-biased voltages,

electrical junction characteristics limit the data-rate to 5Gb/s. An open modulator

eye can be maintained up to 8Gb/s using fully reverse-biased swings (−1.2V to 0V),

though ER degrades to 2.3 dB. The driver energy cost is 30 fJ/bit with VDD = 1.2V

for all data rates. We note that the limited achievable data-rate is likely due to an

implant mask error; the contacts to the p-type junctions were doped with a mid-level

p-implant as opposed to a p+ implant. As a result, the resistance to the modulator

junction is very high and degrades modulator transition times.
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Figure 6-11: Test-setup (a) and optical eye diagrams (b) of the demonstration of the
wavelength-locking transmitter.

We use a controller decision rate of 76 kHz. The upper-bound on lock time is

7ms, assuming a 1 LSB step size for search and a worst-case PH−init from the final

lock position. The lock time can be decreased by using a larger step size during the

search state. The tuner frontend sensitivity is < 500 nA, though the drop-port PD

provides ≈ 3.5 µA of current for the laser power used. The Σ∆ heater driver DAC pro-

vides 600GHz (2.7 nm) of tuning range (≈ 60K of temperature change) and delivers

3.8 µW/GHz overall tuning efficiency. The DAC has 9 bits of resolution, correspond-

ing to 1.18GHz per LSB of resolution. At the laser power used to test the modulator,

however, self-heating enhances the DAC resolution to approximately 12 bits when

the laser wavelength is close to λ0. The frontend (integrator, SAR ADC) and back-

end consume 39 fJ/bit and 152 fJ/bit, respectively. De-embedding from simulation,

we note that approximately 80% of the backend power comes from the synchronous

1/0 bit counters (to produce N0), the aligner FSM, and the associated clock buffers.

These components are all on the least divided clock and were synthesized for a much
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Figure 6-12: 5Gb/s eye diagrams for the auto-locking transmitter when transmitting
data with arbitrarily changing ratios of 1 s to 0 s. Each diagram shows the controller
used in a different mode. To use the controller in the average photocurrent tracking
mode, we force Ldiff = 0, such that the controller cannot distinguish the different
levels for 1 s and 0 s.

higher frequency (3.125GHz on a slow-slow corner) than intended, leading to aggres-

sive gate size-ups and logic for timing closure. To support a 5Gb/s, these components

only need to run at 625MHz. In addition to using the correct clock frequency during

synthesis, a higher deserialization ratio or an asynchronous counter can both reduce

the energy overhead of the bit counters.

To demonstrate the full capabilities of the level-tracking circuitry and the self-

heating canceller, we randomly change the 1/0 balance (uniform distribution) of the

transmitted data every 200ms, including the all 0s and all 1s cases. The resultant eye

diagrams are shown in Figure 6-12 With the tuning circuit operating in average power

lock mode (tracking average photocurrent only), the modulator eye is completely

closed as the controller is unable to discern a change in 1/0 balance from a drift in

resonance. Independent 1/0 level tracking enabled by the bit-statistical tracker allows

the controller to lock correctly. However, the sudden change in heating from the laser

when the 1/0 balance changes causes transient eye closure until the controller can

react. When enabled, the self-heating canceller compensates for this effect, allowing

the eye to remain open.
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6.3 Data Receiver

The receiver consists of a SiGe photodetector connected to a TIA, followed by two

data slicers operating on opposite clock phases. The low parasitic capacitance afforded

by monolithic integration enables high-bandwidth and sensitivity from a single-stage

inverter TIA design with a high feedback resistance of 5 kW. The achieved TIA

bandwidth is approximately 7GHz for a combined PD and wiring cap of 10–20 fF.

Capacitive and current DACs in the two data slicers and the current DAC at the TIA

input allow for adjustment of the receiver decision threshold, providing a method for

offset compensation and eye-monitoring sweeps.
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Figure 6-13: Implementation of the data receiver circuit.

In Figure 6-14, we demonstrate the optical receiver using the 50 µm long lin-

ear photodetector (the resonant detector is not connected to any receiver circuits).

We externally modulate a 1185 nm laser with a PRBS31 sequence using an external

modulator and couple the modulated data sequence into the chip directly into the

photodetector. For higher data rates, we use the current DACs in the data slicers to

apply the sense-amp integration time adjustment technique from Section 5.3 to scale

the receiver sensitivity appropriately with data-rate. At the nominal 1V supply, the

receiver achieves a maximum data rate of 10Gb/s for a < 10−12 bit-error-rate at a

peak-to-peak photocurrent sensitivity of 15.5 µApp (−21.1 dBm normalized sensitiv-

ity). At 8Gb/s and 6Gb/s, the BER < 10−12 sensitivity improves to 7.8 µApp and
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Figure 6-14: Test-setup (a), 10Gb/s bit-error-rate eye diagrams of each of the slicer
outputs of the receiver (b), and statistical eye shape measured using the output of the
data receiver (c). Each point in the BER eye diagram is measured for 1010 bits for
each data slicer output and the centers of the eyes are error-free during this interval.
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5.9 µApp (−24.1 dBm and −25.3 dBm normalized sensitivity), respectively. Using the

0.02A/W detector, the achieved optical sensitivity is −4.1 dBm at 10Gb/s. If paired

with the 0.1A/W spoked ring detector, the optical sensitivity becomes −11.1 dBm.

The power consumption of the receiver consists of both a static power component

from the TIA as well as a dynamic power component from the slicer and clock buffers.

At 10Gb/s, the receiver consumes 2.97mW of power, split between 0.59mW for

the TIA and 2.37mW for the slicers and clock buffers. The energy efficiencies are

297 fJ/bit, 313 fJ/bit, and 336 fJ/bit at 10Gb/s, 8Gb/s, and 6Gb/s, respectively.

Energy efficiency is worse for lower data-rates as the static TIA power consumption

is amortized over fewer bits.

6.4 Chip-to-Chip Link

We demonstrate the full functionality of the transmitter, receiver, and bit-statistical

thermal tuner in a chip-to-chip optical link. The chip-to-chip link runs at 5Gb/s

with a < 10−10 BER, shown in Figure 6-15. The link uses the 50 µm SiGe linear

photodetector with a 0.02A/W responsivity and vertical grating couplers with a loss

of approximately 4 dB. The modulator is biased at a point which provides 7.3 dB of

on-off extinction and a 3 dB insertion loss. In this link test site, we use an input laser

power of 3.8 dBm. In order to overcome the very limited responsivity from the con-

nected photodetector, we insert an optical amplifier between the two chips to bring

the incident laser power at the photodetector to a level sufficient that is sufficient for

the receiver to function. The amplifier provides approximately 8 dB of optical gain,

though it also degrades the extinction ratio by 0.6 dB. Figure 6-16 shows the power

breakdown of the circuit components in the link.

Note that we could, in theory, omit the amplifier and simply increase the input

laser power by 8 dB to 11.8 dBm to obtain sufficient power to complete the link.

This would, however, couple approximately 7.8 dBm of laser power into the transmit

ring, causing the self-heating power from the laser to completely dominate over the

power output of the embedded heaters in the microring’s thermal tuning circuitry.
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Figure 6-15: Demonstration of the optical chip-to-chip link with the amount of
optical power annotated at each point of the link. We show the combined receiver
BER eye diagram (from both data slicers). The center of the eye is bit-error-free for
> 2× 1010 received bits.

Experimentally, the strong feedback behavior from self-heating (very high GL) would

leave the heaters with very little control over the ring’s resonance (λ0). Furthermore,

the strong self-heating would result in significant eye closure from increasing baseline

wander noise and the power output from the heaters would be insufficient to cancel

the self-heating transients. As a result of these practical limitations, an amplifier was

necessary to complete the link using the current set of devices.

We note, however, that the link test site did not contain the optimal combination

of circuits and devices experimentally demonstrated on the platform due to the limited

number of device and circuit combinations we could place on the chip, In particular,

the photodetector used in the link has a responsivity that is five times worse than the

spoked ring (0.1A/W) and the 4 dB loss couplers are far worse than the 1 dB couplers
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Figure 6-16: Circuit energy per bit breakdown of the 5Gb/s link demonstration.
The heater power corresponds to a tuning range of 1.8 nm. The aggregate circuit cost
of the link is 882 fJ/bit.

we showed in [86]. With the optimal set of devices used in the link, we expect the

laser power requirement to drop by 16 dB. This would eliminate the amplifier and

require only −4.2 dBm of input laser power for the full link.

We can next calculate the link’s total optical energy per bit. Using the current set

of devices and the optical amplifier, we obtain a total optical power of 2.4mW from

the laser and 0.73mW from the amplifier. The total optical energy per bit in this

configuration is 626 fJ/bit. Hypothetically, if we omit the amplifier and use a single

11.8 dBm laser, the optical energy per bit is 3.02 pJ/bit. If we use the optimal set of

devices, the total laser power is 0.38mW, corresponding to a total optical energy per

bit of 76 fJ/bit.
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6.5 Towards DWDM Transceivers

6.5.1 DWDM Filter Bank Alignment

We fabricated a filter bank alignment test structure, shown in Figure 6-17. The

inputs to the 8-bit DAC heater driver cell (Figure 6-17a) are externally set through

scan-based serial I/O and drives the heaters of an 8-channel WDM filter bank (Fig-

ure 6-17). The heater driver cell successfully tuned all 8 ring filters to a 250GHz

grid on a 2THz free spectral range (Figure 6-18) while consuming a total ring tun-

ing power of 10.3mW and achieving an overall filter tuning efficiency of 2.6mW/nm

(14.2 µW/GHz).

(a) Heater Driver Cell

(b) Fabricated 8-channel WDM filter bank

Figure 6-17: Picture of the fabricated all-digital Σ∆ heater driver cell and wavelength
transfer characteristics of a fabricated filter bank before and after tuning. Note that
the size of the heater driver cell is oversized for ease-of-floorplan reasons. More than
60 heater drivers can actually fit in the 300 um-by-100 um region.

6.5.2 DWDM Transmitter Macro Demonstration

We use the wavelength-locked transmitter components to construct an 11 − λ

DWDM transmitter macro in this platform, shown in Figure 6-19. Each modulator

microring couples to the bus waveguide which spans across the entire macro. The

radii of the microrings are stepped, such that each ring is resonant at a different wave-

length, shown in Figure 6-20. Using the auto-locking circuitry, we demonstrate the
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Figure 6-18: Wavelength transfer characteristics of the fabricated filter bank before
and after tuning

functionality of each of the transmitter sites, one at a time individually, in Figure 6-21,

demonstrating an open eye at 8Gb/s on each of the 11 channels. The DWDM trans-

mitter bank can achieve up to 11× 8Gb/s aggregrate transmit data rate, potentially

enabling 88Gb/s of throughput on a single on-chip waveguide or optical fiber. Given

a 3.06THz FSR, the macro achieves a spectral efficiency of 0.029 bits/s/Hz. The full

macro, which includes the digital backend, thermal tuning logic, and transceiver fron-

tends, is 1450 µm× 200 µm, corresponding to a bandwidth density of 303Gb/s/mm2.

Microrings are placed at a pitch of 128 µm but can be made as tight as approximately

20 µm before becoming fill density limited.

Input  
VGC

Output 
VGC

0 1 2 3 4 5 6 7 8 9 10

Backend Circuits100 μm

Figure 6-19: An 11λ DWDM transmitter.
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Figure 6-20: Optical transmisivity measurements of the DWDM transmitter, with
the resonant wavelengths of each ring labeled.

Slice 0 Slice 1 Slice 2 Slice 3

Slice 4 Slice 5 Slice 6 Slice 7

Slice 8 Slice 9 Slice 10

Figure 6-21: 8Gb/s eye diagrams on each of the 11 channel slices that make up the
DWDM transmit macro. The eyes are taken one at a time using a tunable laser.
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6.6 Summary

If photonics are to adopted as a next-generation interconnect technology, we must

demonstrate a seamless method for integrating it within a larger electrical system,

ideally without introducing any additional cost. There are two major hurdles to this.

The first is the challenge of photonic-electronic process compatibility and the second

is the difficulty of tuning sensitive microring resonantor devices. In this Chapter,

we have overcome these two hurdles through the demonstration of a zero-change

optical transceiver platform and a bit-statistical thermal tuner suitable for general-

purpose high-speed optical communications. Despite the zero-change constraint, the

transceivers demonstrate a level of performance and energy-efficiency, along with the

potential for DWDM, that makes the platform a compelling milestone for VLSI-

compatible photonics. The possibilities for such a platform are quite limitless, and

we shall explore one such application in the next chapter.
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Chapter 7

Monolithically-Integrated

Processor with Photonic

Interconnects

At the beginning of this thesis, we set out to remove the barriers towards adop-

tion of VLSI electro-optic systems. Up to this point, however, the work may still

be considered incomplete; Chapters 5 and 6 demonstrate only the potential of the

zero-change SOI and bulk platforms for supporting electro-optic transceivers, falling

short of showing that these same platforms can yield a reliable electro-optic system

of a reasonable scale. Our demonstrations of microring stabilization techniques still

use artificially-generated data patterns and temperature stimuli, and have not yet

been subject to real temperature fluctuations or data pattern workloads. To show

that these techniques are applicable in a real system, this chapter combines the pro-

posed designs and methodologies to demonstrate a true VLSI electro-optic system:

a monolithically-integrated processor with optical interconnects. We focus on the

components of the processor’s optical memory system, which enables communication

to main memory located an arbitrary distance away by optical fiber. We conclude

this chapter with the demonstration of the entire system, which to the best of our

knowledge, is the world’s first processor chip with integrated optical interconnects.
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Independent 
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Receiver Test Sites

RISC-V 
Processor
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Figure 7-1: Die photo taken of the back-side of the 3mm× 6mm chip, with important
features labeled. The optical transmitters and receivers belong to the processor and
memory blocks enable optical chip-to-chip communication.

7.1 Processor Chip Overview

We show the processor chip in Figure 7-1. The dual-core processor executes the

RISC-V [38, 90] instruction set architecture (ISA). The individual cores incorporate

a 64-bit scalar core, floating-point unit, vector accelerator, and private L1 instruction

and data caches [38]. The microprocessor runs at a maximum speed of 1.65GHz,
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and executes arbitrary compiled programs compiled to the RISC-V ISA, including

modern operating systems such as Linux. A 1MB bank of static random access

memory (SRAM) serves as the processor’s main memory. The processor accesses

the main memory memory bank through an integrated memory controller. The the

SRAM memory bank implements an emulated DRAM interface, modeling timing,

bank conflicts, and states of a DDR3-like interface. Together, the memory controller

and the memory bank implement a DRAM memory access interface.

We use two sets of low-speed electrical I/O interfaces to control and configure the

chip. We communicate to the processor through the host target interface (HTIF),

a full duplex parallel bus (16 wires each way) with valid/ready flow control and a

forwarded clock with a roughly 100MT/s maximum transaction rate. We configure

the transceiver blocks through a 1-bit serial I/O interface. Both the memory controller

and memory bank connect to integrated optical transceivers on the chip, enabling

optical communication between them. In parallel, an additional set of on-chip wires

directly link the ports of the memory controller to the ports of the memory bank.

We may also configure the processor to not use the SRAM memory bank entirely;

the processor can time-multiplex memory traffic onto the HTIF interface used for

the processor control interface. This way, the processor can utilize an external bank

of memory to execute programs that require more than 1MB of storage, such as a

full Linux kernel. To summarize, the processor chip has several modes of operation

depending on the means to access memory:

• Extended memory mode – The processor uses an external bank of memory ac-

cessed through the HTIF control interface. This bypasses both the memory

controller and the SRAM memory bank entirely.

• Electrical bypass mode – The memory controller communicates directly to the

SRAM memory bank on the same chip using the on-chip electrical wires that

directly link the two together.

• Optical loopback mode – The memory controller communicates to the SRAM

memory bank optically using the integrated optical transceivers. The optical
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Figure 7-2: Functional diagram of the processor chip, showing electrical and optical
I/O ports and the connectivity between parts.

input and output ports of the processor’s optical transceivers are looped back

to the optical output and input ports of the SRAM memory bank on the same

chip through a set of optical fibers.
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• Optical processor/memory mode – The memory controller communicates to the

SRAMmemory bank on a different chip using the integrated optical transceivers.

This mode involves two separate chips: chip A is configured to be in memory

mode, where we use it only like a memory chip, chip B is in processor mode,

where it functions only as a processor chip. The optical I/O ports of the pro-

cessor on chip B connect to the optical I/O ports of the SRAM memory bank

on chip A through optical fibers.

The chip is fabricated in the thin-BOX SOI platform introduced in Chapter 6. As

opposed to the full substrate removal process, we perform selective substrate removal

on the chips after electrical packaging to only etch away the silicon substrate under

regions with optical devices, shown in Figure 7-3. We retain the silicon handle over

the microprocessor and memory, which dissipate the most power, to allow a heat sink

to be contacted to them. As electronics are not sensitive to the substrate removal

process, the definition of the removed and non-removed regions can be done very

coarsely. In our process, we just used klapton tape applied manually by hand.

7.2 Optical Memory Scheduler

Here, we describe the design and implementation of the processor’s optical memory

scheduler, which enables the processor to communicate to memory located a distance

away through an optical fibre. A memory scheduler takes read/write requests from

the cache refill state-machine of the last-level processor cache. Using these requests,

the memory controller schedules the read/write accesses to the connected DRAM

memory, taking into account bank conflicts and data bus scheduling.

An electrical DRAM system typically shares the same set of wires for both DRAM

read data and write data, implemented as a bidirectional DQ bus. This is architected

around a pin-constrained design and we pay additional bus-reversal latencies whenever

we transition from a read request to a write request or the other way around. A

DRAM system with DWDM optical I/O will have dedicated read and write buses.

This is not only because there is now sufficient bandwidth density for dedicated buses,

157



Si Handle (100μm)

FR4 Printed Circuit Board

Solder balls (75μm)

BOX (150nm)

Metal Interconnects (12μm)

Si Layer (80nm)

FR4 Printed Circuit Board

Si Handle (100μm)

XeF2

Apply tape 
over processor 
and memory 
regions

XeF2 etch of the 
chip’s silicon 
handle

Remove tape

Electrically packaged chip

Optically-enabled chip

Tape

Exposed Photonics Area

(a) Selective substrate removal processing steps

Epoxy 
Encapsulation 

Si Handle

Exposed 
Photonics 

Area

FR4 Printed 
Circuit 
Board

(b) 10Gb/s bit-error-rate eye

Figure 7-3: The selective substrate removal process (a) and backside view of a
packaged processor chip after selective substrate removal (b).
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Figure 7-4: Optical memory controller architecture supporting simultaneous reads
and writes and re-ordering of requests to different banks.

but also because it is difficult to reverse the directionality of an optical bus without

an optical switch network.

We design a memory controller implementing dedicated read/write bus function-

ality, shown in Figure 7-4. The request and response handler modules present a

valid/ready interface to the last level cache. The data buffer holds write data prior

to being written to DRAM. The scheduler will re-order requests to different banks to

maximize throughput, while guaranteeing read-after-write and write-after-read con-

sistency. The DRAM status maintains bus and bank states and the PHY packetizer

issues the DRAM commands to the optical PHY (physical layer optical links). To

159



minimize engineering time, we adopted a minimalistic approach to the design of the

memory controller and omit additional features available in a commercial memory

controller, such as low-power modes and DRAM refreshes.

Due to a lack of a real photonic DRAM part, we design a 1MB bank of emulated

DRAM (Figure 7-5 to allow testing of the full system. The DRAM emulator mimics

behavior of a real DRAM with configurable DRAM timings. The storage cells are

implemented using SRAM arrays available from the foundry.

7.3 DWDM-Enabled Optical PHY

A DRAM PHY abstracts away the physical realities of DRAM links and presents

a clean synchronous digital interface to the memory controller. Here, we design a

DRAM PHY that targets an optical physical medium, shown in Figure 7-6.

The DWDM transmit PHY is reponsible for transmitting optical data using 10

data wavelengths and 1 clock forwarding wavelength. The PHY is divided into 11

transmit wavelength slices. Each slice consists of a ring modulator, its driver, thermal

tuning circuitry, all from the components described in Chapter 6. In addition to

the data-path components, The PHY includes PRBS31 data generators and can be

switched into a link test mode. The PHY presents an 80-bit interface to the memory

scheduler or the DRAM emulator and has a bandwidth of 80-bits per input clock

cycle (memory scheduler or DRAM emulator clock cycle). A variable ratio serializer

serializes the 80-bits down to the 10 data wavelengths for a nominal 8-to-1 serialization

ratio. The choice of the number of wavelengths to use can be configured by changing

the serialization ratio. For example, if we use only one wavelength, the serializer

performs an 80-to-1 serialization. Naturally, the input clock rate must also be slowed

appropriately to rate-match the lower total bandwidth.

The receive PHY is responsible for outputting 80 bits per output cycle of optically

received data using 10 data wavelengths and 1 clock wavelength. Each wavelength

slice in the receive PHY consists of a receive filter microring and two photodetectors

coupled to the drop-port of the filter. The photodetector that is strongly coupled (and
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Figure 7-5: Architecture of the DRAM emulator.

receives more drop-port power) connects to the data receiver. The photodetector that

is weakly coupled is used by the thermal tuner for stabilizing the filter ring’s resonance.

In addition, the ring filter may be bypassed completely through the bypass coupler
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Figure 7-6: DWDM Optical PHY for both transmitters and receivers

port, which enables light to be directly coupled into the data receiver photodetector.

The PHY has a dedicated clocking subsystem designed to receive and distribute the

clock forwarded by the transmitter. Like its transmit counterpart, the receive PHY

can also be configured to use an arbitrary number of wavelengths and supports in

self-test or real data modes.

7.4 Optically-Connected Memory Demonstration

We setup the processor’s chip-to-chip optical memory system demonstration in

Figure 7-8 and the block diagram is shown in Figure 7-7. Here, we configure one chip

to be in processor mode, allowing it to communicate optically to the 1MB memory

array on a second chip in memory mode, located an arbitrary distance away. The

processor mode chip sends requests (a read or write), the memory address (location

in memory to read or write), and write data (for write requests) via the microprocessor

to memory (P2M) link. The memory to microprocessor (M2P) link returns read data

for read requests. For this demonstration, we use only a single laser wavelength (as

we currently do not have equipment to multiplex different wavelengths together).

For both links, the laser light first couples into a transmit PHY; laser light arriving

in a single-mode (SM) fiber couples into the bus waveguide through a vertical grating
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together by a full duplex optical link with a round-trip distance of 40m by fiber.

coupler (VGC). The optical modulator, driven by circuits, modulates light in the

waveguide and imprints it with on-off keyed binary data from the source. The light

then exits the chip through a second vertical grating into an SM fiber bound for

the other chip. Once there, the light couples into the receive PHY through a VGC,

illuminating a photodetector connected to a data receiver. We use a single 1183 nm

continuous wave (CW) off-chip solid-state laser as the laser source and split its output

power 50/50 to share it across both the P2M and M2P links. Since we use only one

wavelength, we bypass the filter ring of the receive PHY and couple directly into

photodetector. To overcome the 4–6 dB coupling losses on each VGC and the low

photodetector sensitivity, we insert an optical amplifier, which provides about 8 dB

of gain, to get sufficient optical power at the receiver to resolve the signal. With a
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Figure 7-8: Test setup of the demonstration. One chip serves as memory and is
configured in memory mode and the other chip configured in processor mode. Each
chip sits on a microscope and 3-axis fiber positioner setup, which are used to position
optical fibers over the optical ports (vertical couplers) of both chips. In this demo,
we require 3 fibers coupled into each chip.

single wavelength, both the transmit and receive DWDM PHYs operate in a 80-to-

1 serialization/deserialization ratio mode. As such, the input clock, and hence the

processor and DRAM emulator clocks, are divided down by a factor of 80 from the

link data rate.

We demonstrate a fully working optical processor-to-memory system in Figure 7-

9, which shows the processor terminal output for two test programs we run. For each

test program, the FPGA connected to the processor chip uses the HTIF interface

to directly access the processor’s memory controller. In doing so, the FPGA writes

the program’s contents (which flows to the memory through the P2M optical link)

into the memory bank on the memory chip. Once program loading is complete, the

FPGA resets the processor. When reset, processor begins to read instructions from

the memory starting at an initial program counter value and begins executing these
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(a) The optically-connected processor executing “Hello World”

(b) The optically-connected processor executing a memory test and the STREAM
memory benchmark

Figure 7-9: The processor executing the “Hello World” (a) and STREAM memory
benchmark (b) programs. In both demonstrations, the processor uses the optical links
to communicate to main memory to both fetch the instruction data of the program
and for memory requests made by the program.
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Figure 7-10: Optical eye diagrams from the P2M and M2P optical links during the
execution of the STREAM benchmark.

instructions. During the execution of the program, the processor will perform accesses

to memory to both read additional instructions and to read and write memory data

necessary for program execution. In all demonstrations, we run both P2M and M2P

optical links at 2.5Gb/s, corresponding to a processor and DRAM emulator clock

frequency of 31.25MHz.

Figure 7-9a shows the successful execution of a “Hello World” program, which

tests the basic functionality of the processor through the optical link. Figure 7-9b

shows the successful execution of a memory test and a STREAM memory benchmark

application [48]. The memory test simply writes to and reads from all addresses of

the optically-connected 1MB memory array, verifying that there are no bit-errors.

The STREAM memory benchmark application, compiled to the RISC-V ISA, tests

the memory bandwidth of the system and performs a check to make sure all memory

locations are correct. Figure 7-10 shows the transmitter eye diagrams for both the

P2M and M2P links simultaneously as STREAM was being executed. We note that

the system is quite stable and can execute an arbitary number of programs. The

time to failure is between 30 minutes to an hour, limited by the stability of the 3-

axis mechanical fiber positioner stages, which drift away from the desired spot over
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time, causing the fibers to become misaligned from the grating couplers and adding

insertion loss. A properly packaged part with fixed fiber locations will remove this

limitation.
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Chapter 8

Final Thoughts and Conclusions

Almost five years ago, when I just started work on my PhD, we proposed a pho-

tonically interconnected DRAM memory system (PIDRAM). This system leveraged

monolithically-integrated silicon photonic transceivers to overcome the bandwidth

density and energy-efficiency bottlenecks of chip-to-chip memory I/O, creating a scal-

able memory interconnect to support an era of aggressive many-core computing [6].

At that point in time, however, integrated silicon photonics was still in its infancy;

while architectural proposals leveraging the technology proliferated, actual practical

demonstrations of the technology in silicon were rare or nonexistent. With a goal

to eventually build a PIDRAM memory system, I embarked on this five-year long

journey (Figure 8-1) to overcome the hurdles of electronic-photonic integration.

The work in thesis resolved the two gating issues that currently prevent the realiza-

tion of VLSI electronic-photonic systems: microring resonator stability and photonic

integration. To address the former issue, this thesis developed a model of the thermal

variations experienced by microring resonators – the key building blocks of integrated

DWDM systems. Using the insights gained from this model, I proposed bit-statistical

tuning and self-heating cancellation as techniques necessary to properly tune micror-

ing resonances, enabling them to be used in generic, unencoded data links. To address

the latter issue, I presented a low-cost polysilicon-only bulk photonics platform and

a zero-change SOI platform. In both platforms, we adopted a minimal-change ap-

proach to integrate photonics that aimed to create the least amount of disruption
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Figure 8-1: A five year long journey of electronic-photonic integration across multiple
different photonics integration platforms. Chip die photos are shown for the chips
that marked important project milestones. A total of 15 tapeouts were done over the
course of this PhD.

to existing electronics, overcoming the challenges associated with electronic-photonic

process compatibility and potentially accelerating photonics adoption by the main-

stream electronics industry.

I concluded the work in this thesis with the demonstration of a processor chip with

photonically interconnected memory, which is the first demonstration of a photoni-

cally interconnected processor chip and perhaps the first demonstration of a silicon

photonic VLSI system. In doing so, this thesis answers the question of whether elec-

tronics and photonics can coexist alongside each other as a system on a chip, and

the answer is a resounding yes. When compared to the technology specifications we

projected in our initial architectural study almost five years ago (Figure 8-2), the

platforms demonstrated in this thesis are not just functional, but also competitive in

performance and efficiency, despite using only first or second generation circuits and
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Metric [Beamer ISCA 2010]
Conservative Estimates

45nm SOI 
Platform

Bulk Photonics 
Platform*

Waveguide Loss 4 dB/cm 3.7 dB/cm 10.5 dB/cm

Vertical Coupler Loss 1 dB 1 dB 3 dB

Tx Data Rate 10 Gb/s 8 Gb/s 5 Gb/s

Tx Energy Per Bit 120 fJ/b 30 fJ/b 350 fJ/b

Rx Data Rate 10 Gb/s 10 Gb/s 5 Gb/s

Rx Energy Per Bit 80 fJ/b 297 fJ/b 1700 fJ/b

Rx Sensitivity 10 μA 8.3 μA 36 μA

PD Responsivity 0.9 A/W 0.1 A/W 0.2 A/W

Thermal Tuning Efficiency 1.6 μW/GHz 3.8 μW/GHz 10 μW/GHz

Figure 8-2: Comparison between the technology projections used in [6] and the
demonstrated platforms of Chapters 5 and Chapter 6. Note that the bulk platform
is on a significantly older transistors node than what was assumed in [6], hence the
big difference in energy efficiency between them.

devices. Interestingly, this means that even the current platforms are not too far off

from the point where a photonic memory system could gain an order of magnitude

advantage over conventional electrical memory systems. Nevertheless, such a memory

system is but one of a virtually limitless number of emerging photonic applications.

Therefore, it is my hope that this thesis serves as a catalyst for an era of integrated

electronic-photonic systems.
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