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Abstract

Quantum computers employ quantum mechanical effects, such as superposition and
entanglement, to process information in a distinctive way, with advantages for sim-
ulation and for new, and in some cases more-efficient algorithms. A quantum bit
is a two-level quantum system, such as the electronic or spin state of a trapped
atomic ion. Physics experiments with single atomic ions acting as "quantum bits"
have demonstrated many of the ingredients for a quantum computer. But to perform
useful computations these experimental systems will need to be vastly scaled-up.

Our goal is to engineer systems for large-scale quantum computation with trapped
ions. Building on established techniques of microfabrication, we create ion traps in-
corporating exotic materials and devices, and we investigate how quantum algorithms
can be efficiently mapped onto physical trap hardware. An existing apparatus built
around a bath cryostat is modified for characterization of novel ion traps and devices
at cryogenic temperatures (4 K and 77 K).

We demonstrate an ion trap on a transparent chip with an integrated photodetec-
tor, which allows for scalable, efficient state detection of a quantum bit. To under-
stand and better control electric field noise (which limits gate fidelities), we exper-
iment with coating trap electrodes in graphene. We develop traps compatible with
standard CMOS manufacturing to leverage the precision and scale of this platform,
and we design a Single Instruction Multiple Data (SIMD) algorithm for implementing
the QFT using a distributed array of ion chains. Lastly, we explore how to bring it
all together to create an integrated trap module from which a scalable architecture
can be assembled.

Thesis Supervisor: Isaac L. Chuang
Title: Professor of Physics
Professor of Electrical Engineering and Computer Science
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Chapter 1

Trapped ion qubits

We are living in the Information Age, a time when lives and economies are driven by

computerized information. A single unit of information is a binary state: "true" or

"false", "0" or "1", known as a binary digit, or "bit". Physically, a bit is captured

by the state of a two-state device, most often a transistor.

The Digital Revolution has brought us exponential growth in computing power,

with transistors-the basic building blocks of digital technology-shrinking towards

the nanoscale. What happens when these basic building blocks have miniaturized to

just one atom per bit? At this scale, the bits behave according to quantum mechan-

ics, and a new model of computation, "quantum computation", becomes possible,

expanding capabilities for simulation and for new, potentially more efficient algo-

rithms.

This thesis documents the development of technology to enable a large-scale quan-

tum computer, focusing on the electronic state of a trapped atomic ion as a basic unit

of information. This first chapter provides some context for the work presented in

the thesis. First, the basic idea of quantum computation is introduced in Section 1.1,

along with a description of some of the different physical systems currently under

study. Next, experimental progress with trapped ion qubits is described, and poten-
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tial architectures for building up a large-scale computer are discussed in Section 1.2.

Finally, a summary of the results documented in this thesis is presented in Section

1.3.

1.1 Quantum computation

A quantum computer is a machine that performs calculations through the control

and manipulation of quantum objects and their quantum dynamics. By harnessing

unique properties of quantum mechanics such as entanglement and superposition,

a quantum computer can process information in a profoundly different way than a

familiar "classical" computer. For certain problems, like factoring large numbers into

primes [Sho94] or searching large databases [Gro96], quantum algorithms exist which

are asymptotically more efficient than the best known classical algorithms for the

same problems.

1.1.1 A new computing paradigm

A classical bit of information exists in one of two possible states. A quantum bit

of information (known as a "qubit") is a quantum mechanical two-level system; it

exists in a two-dimensional, complex Hilbert space, in a state represented by a unit

vector. Typically, the qubit levels are denoted 10) and 1), so the state of a qubit

can be represented as a110) + a2 11) (where ci, a2 are complex numbers satisfying

I a112 + Ja 2 1 2 = 1). A quantum gate, like a classical logic gate, can act on one or

more qubits, and is represented by a unitary matrix. Unlike a classical bit, a qubit

can exist in a superposition state (ai,2 # 0); and as quantum mechanical objects,

multiple qubits can form entangled states. n qubits combine (via a tensor product)

to form a Hilbert space of dimension 2n. This exponential growth in the size of the

system description is required to capture all the potential correlations between the
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amplitudes and phases of the different qubits.

The unique properties of qubits (superposition, entanglement) have inspired en-

tirely new kinds of algorithms (quantum algorithms), which take advantage of these

properties to solve problems more efficiently. This began in 1981, with Feynman's

suggestion that a quantum machine might be more effective than a classical computer

at simulating quantum physics [Fey82]. Feynman, and later Deutsch [Deu85], realized

that a "quantum computer" could potentially surpass a classical computer at solving

certain problems [DJ92]. In 1994, a quantum algorithm to factor large numbers into

primes, known as Shor's factoring algorithm [Sho94], was introduced. This algorithm

outperforms the best known classical algorithm for factorization with an exponen-

tial improvement in speed. Prime-factorization is important for cryptography; its

difficulty (for a classical computer) is responsible for the security of many current

encryption schemes [Bru96]. Other quantum algorithms providing a speed up over

the best known classical solution include Grover's algorithm for unstructured search

[Gro96], and a recent algorithm for solving linear systems of equations [HHL09].

1.1.2 Physical qubits

Modern computers based on integrated circuits have transistor counts in the billions.

The greatest transistor count in a commercially-available CPU chip is over 5.5 billion

(the Intel 18-core Xeon Haswell-EP). To build a quantum computer capable of tackling

intractable problems for a classical machine, the qubit implementation chosen needs to

be scalable to thousands of qubits at least [Sho95, Ste02], with each qubit manipulable

and measurable with sufficient fidelity. The physical system must also be designed

such that interactions with the environment do not erode the quantum information

stored in the qubits before computation is complete. The essential ingredients for

a quantum computer are expressed succinctly in DiVincenzo's criteria [DiVOO]; they

are:
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1. A well-defined, scalable qubit array

2. The ability to initialize the qubits to a well-defined state (such as the 1000...)

state, where all qubits are in the 10) state)

3. A universal set of quantum gates (meaning the available gate operations on the

qubits can be combined to yield any arbitrary quantum operation)

4. The ability to "readout" (measure) the state of each qubit

5. Coherence times much longer than the gate time (the coherence time is the

delay before the quantum state of a qubit is lost due to interaction with its

environment)

For a classical computer, the concept of a Turing machine [Tur37] can be invoked

to determine an analogous list of requirements. A Turing machine is a hypothetical

device, made up of four components:

1. A "tape" made up of cells, each containing a symbol from some finite alphabet

2. A "head" that can read/write symbols on the tape, and move the tape (or itself)

cell by cell.

3. A "state register" that stores the state of the Turing machine

4. A finite table of instructions that control the action of the head

Any classical computer algorithm can in principle be simulated on a Turing machine.

The elements of a Turing machine can be recast to be parallel to DiVincenzo's criteria,

creating an analogous list of requirements for a general-purpose classical computer:

1. A physical bit implementation scalable to a larger architecture

2. The ability to take in instructions/information from the outside world
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3. A universal set of logic gates (such as {NAND, FANOUT})

4. The ability to transmit information to the outside world

5. The ability to store information (memory)

Viewed this way, it is clear that the requirements for a quantum computer are similar

to those for a classical computer, with the exception of details related to quantum

effects.

In essence, a qubit can be any quantum two-level system or two-level subspace

of a system. Early implementations used nuclear magnetic resonance (NMR), in

which the nuclear spins of molecules in liquid solution form the qubits, controlled

using radio frequency (RF) pulses [VSB+00]. Other early demonstrations employed

optical photons, in which the polarizations or spatial modes of the photons form the

qubits, controlled using optical elements (such as beamsplitters or phase shifters)

[PM009]. However, neither of these implementations show promise for scaling-up to

a large computer. In NMR quantum computing, the ability to prepare the qubits in

a well-defined initial state decreases exponentially with the number of qubits, and in

photon-based quantum computing, it is prohibitively difficult to interact the qubits

(photons), precluding a universal gate set.

Quantum computers based on solid-state technologies, in which the qubits are

built from physical systems such as superconducting circuits [RDN+12] and semicon-

ductor quantum dots [PJT+05], are being widely explored. The ability to leverage

fabrication techniques used for classical computing technology makes these systems

nominally scalable, but imperfections in fabrication make repeatability a challenge.

Because they are embedded in solid-state systems, the qubits are also difficult to

isolate from the environment, limiting their coherence times (although this has im-

proved dramatically for superconducting qubits over the past few years) [DS13]. So

far, quantum computing systems based on trapped ions, in which the qubits are either
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the electronic or the nuclear spin states of atomic ions, have made the most progress

towards satisfying the DiVincenzo criteria.

1.2 Trapped ion qubits

The electronic or nuclear spin states of trapped atomic ions make for good qubits be-

cause of their long coherence times (ranging from ms to s) relative to the gate times

(typically pts or less), strong inter-ion interactions (via the Coulomb force), long life-

times (single ions can remain trapped for hours or days), and natural reproducibility

(for example: to the best of our knowledge, all SSSr+ ions are identical).

1.2.1 Demonstrations with ions

Many of the essential ingredients for quantum computing have been demonstrated in

toy systems of several trapped ions. In pioneering experiments [WMI+97], a small

qubit register was formed by a chain of ions confined within a trap of oscillating

electromagnetic fields (called a Paul trap), constructed from precisely-machined metal

rods or blades in ultrahigh vacuum (see Figure 1-1). The ions' internal (electronic)

and external (motional) states were manipulated using laser or microwave pulses

to carry out quantum gates [NC02], which were then read-out via the fluorescence

emitted by the ions. With this hardware, quantum protocols such as teleportation

[BCS+04, RCB+07, OMM+09], state mapping from an ion to a photon [SCB+13],

and quantum simulation [KCK+10, BMS+11, LHN+11, GLK+11, BSK+12, BR12,

ISC+13] have been realized.

A complete methods set for scalable quantum computing with ions has been de-

scribed [HHJ+09] and toy computers based on trapped ion qubits have provided proof-

of-principle demonstrations of the essential ingredients [Hug01], including: high-

fidelity quantum state preparation [RZR+99, MMK+95b, KWM+98], single qubit ro-
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tations [RZB+99, NLR+99], multi-qubit operations [MMK+K95a, SKK+00, LDM+03,

SKHR+03, MKH+09b], and state read-out [RZR+99, RFKM+01, MSW+08]. Addi-

tionally, a number of quantum algorithms including the quantum Fourier trans-

form [CBL+05, SNM+13], the Deutsch-Josza algorithm [GRL+03], Grover search

[BHL+05], and quantum error correction [SBM+11] have been realized.

Yet, it is a formidable technical challenge to extend these results much beyond

the current experimental record of 14 qubits [MSB+11]. In these demonstrations,

the qubits are chains of ions trapped in machined 4-rod style Paul traps (as shown

in Figure 1-1), which are likely limited to computations with 10s of ions [WMI+97].

Designing a massive, versatile ion system that can retain coherence through a quan-

tum computation necessitates exploiting new manufacturing platforms and devices,

and understanding the microscopic behaviors of different trap materials. Hence, the

challenge faced by researchers in recent years has been in crafting cohesive ion trap

systems: combining diverse parts into a more powerful whole which achieves the

ultimate performance from each component simultaneously.

(a) (b)

Figure 1-1: The canonical four-rod Paul trap has been a workhorse for early demon-
strations of quantum information processing with ions. (a) Schematic of a Paul trap
consisting of four radiofrequency (RF) electrodes and two end-cap (DC) electrodes to
confine ions in a linear chain. A laser beam is shown applying a gate pulse to a single
ion. (b) Camera images of few ions in a Paul trap. The spacing between adjacent
ions is 2 to 5 pm. Images courtesy of University of Innsbruck.
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1.2.2 Potential architectures

An important development towards scaling-up ion systems was the invention of the

surface-electrode ion trap (or "surface trap") [CBB+05], in which a single ion or chain

of ions can be confined 20 ptm to 2 mm above a trap chip [SCR+06]. Surface traps

can be constructed using standard printed circuit board manufacturing [BCL+07], or

microfabrication techniques [SHO+06], making them far simpler to build than their

precisely-machined, three-dimensional counterparts. As such, surface traps are more

amenable to being shrunken in size and replicated to create an array of trapping

sites. This compactness comes at the cost of shallower trap depths and greater an-

harmonicity of the trapping potential. Nonetheless, this convenient platform has

allowed researchers to incorporate a variety of useful devices into ion traps.

Building on surface trap technology, a scalable quantum computer could poten-

tially be constructed by interconnecting a large number of traps-which are individu-

ally limited to computations with 10s of ions [WMI+97]-to form a densely-populated

chip, or "quantum charge-coupled device" (QCCD) [KMW02], capable of computa-

tions with 100s or 1000s of ions. In such an architecture, there are a number of

modular "trap zones" in which a small number of interacting ions are confined, and

gates can be performed between all possible ions by shuttling ions between the differ-

ent zones to mediate interactions, as pictured in Figure 1-2. Because of its array-like

structure, this architecture is naturally suited to parallel operation.

An alternative proposal seeks to connect a large number of trapped ions by form-

ing a "quantum network", composed of quantum nodes for processing and storing

quantum states connected by quantum channels for distributing quantum informa-

tion [CZKM96, MRR+14]. This is illustrated conceptually in Figure 1-3. In such an

architecture, the quantum state of one ion qubit can be converted to the quantum

state of a photon that will carry this information through space to another trapped

ion qubit. Coupling distant ions in a quantum network can be accomplished through
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Memory region Electrode segments

Jneaton region

Figure 1-2: Diagram of the quantum charge-coupled device (QCCD). Ions are stored
in the memory region and moved to the interaction region for logic operations. Thin
arrows show transport and confinement along the local trap axis. Reproduced from

Ref. [KMW02].

strong coupling of single photons and ions in the setting of cavity quantum electrody-

namics (QED) [Kim08] or through a probabilistic ion photon mapping (not requiring

strong coupling) [DBMM04]. This architecture has the advantage of being able to

transmit quantum information between distant computers as well as between nodes

in a single machine.

1.2.3 Challenges to scaling-up

Creating a scalable ion system for quantum information processing is a formidable

technical challenge. There are many intricacies to address: incorporating devices for

qubit manipulation and readout; obtaining precise control over errors and noise; and
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Quantum
node

Quantum channel

Figure 1-3: A notional quantum network composed of quantum nodes for pro-
cessing and storing quantum states and quantum channels for distributing quantum
information. Reproduced from Ref. [Kim08].

efficiently mapping quantum algorithms onto practical hardware.

One important aspect of a cohesive system is optical read-out of many trapped ion

qubits. The efficiency of fluorescence collection from an ion sets the rate of quantum

state detection of the qubit. Typically, fluorescence is captured using a bulk objective

close to the ion and a photomultiplier or charge-coupled detector located outside the

vacuum chamber, which results in collection from a small solid angle (~ 5%) and

is not scalable to many ions. Read-out of dense arrays of trapped ions will require

efficient light collection from many ions in parallel. For a distributed architecture,

with remote atomic nodes connected by photons, light collection is also a critical

factor determining the efficiency of remote entanglement generation [LHM+09].

A second challenge to scaling-up is the presence of increasing electric field noise

as ions are brought closer to the electrode surface, which limits gate fidelity and

coherence time [TN K 00]. Electric field noise couples to the trapped motion of the

ion, resulting in heating of the motional state. An efficient method of performing

gates on multiple ions in the same trap is to use their shared motional state as a
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"quantum bus", but if the motional state is altered by noise during the gate, this

limits the fidelity. The physical origin of this noise, and effective ways to mitigate it,

are yet to be understood.

Another line of inquiry asks how the performance and scale of technologies em-

ployed by conventional "classical" computers can be leveraged for quantum infor-

mation processing with trapped ions. Repurposing existing computer hardware for

ion systems requires trap designs to incorporate new materials and size constraints.

Additionally, the computational power of a trapped ion system is dependent on how

quantum algorithms are actually implemented within its hardware. Designing opti-

mal trap geometries and orchestrating how ions will be moved among different zones

during computation poses a significant challenge.

1.3 This work

This thesis explores how we can engineer better ion traps towards a scalable quantum

computer architecture. Our work is concerned with creating a complete, cohesive ion

system through addressing several important challenges:

1. Achieving efficient fluorescence collection from many ions in parallel;

2. Understanding the mechanisms responsible for motional heating in ion traps,

so that excessive heating can be mitigated;

3. Harnessing the capabilities of the CMOS platform for quantum information

processing with trapped ions;

4. Establishing techniques to efficiently map quantum algorithms onto a planar

trap array, like the QCCD;

5. Analyzing and proposing an integrated trap module capable of serving as a

building block for a larger quantum system.
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Our results are described in Chapters 4 through 8, and are briefly summarized

below:

* Chapter 4

We demonstrate a novel ion trap with transparent electrodes, which allows flu-

orescence to be transmitted through the trap. As a proof-of-concept prototype,

we sandwich a commercial photodiode with a transparent trap, and detect the

fluorescence emitted by trapped ions through the electrodes. This work illus-

trates one possibility for efficient, parallelized fluorescence collection.

" Chapter 5

To better understand the causes of motional heating, we create a trap with

a qualitatively different surface. We implement an ion trap passivated with

a monolayer of graphene, which we hypothesize will result in lower motional

heating because graphene will protect the trap electrodes from oxidation and

other contamination. Surprisingly, the heating rate we measure in the graphene-

coated trap is significantly higher than would be expected in a comparable,

uncoated trap.

" Chapter 6

We design an ion trap suitable for fabrication using a standard CMOS foundry

process. Experimental testing reveals that the trap functions favorably, with a

measured heating rate similar to that seen in other surface-electrode traps of

similar size.

" Chapter 7

We show that many quantum algorithms (such as Shor's factoring algorithm)

can be realized efficiently using the quantum Fourier transform (QFT) as an

algorithmic primitive. Further, we develop a protocol for implementing the

QFT in a planar trap array (made up of multiple trap zones) that is SIMD
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(Single Instruction Multiple Data). The SIMD algorithm greatly simplifies the

hardware required for ion movement.

* Chapter 8

Lastly, we combine the results of Chapters 6 and 7 to envision a fully-integrated

trap module capable of implementing the SIMD QFT introduced in Chapter

7. We examine the requirements for such a module, and explore how CMOS-

compatible devices could be integrated to create a scalable building block.

These investigations focus on microfabricated, surface-electrode ion traps experi-

mentally verified in a bath cryostat at cryogenic temperatures (4 K and 77 K), where

low pressure is achievable within a short time frame, and heating of the ion's motional

state is suppressed [LGA+08].
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* A. M. Eltony, H. G. Park, S. X. Wang, J. Kong, and I. L. Chuang. Motional

Heating in a Graphene-Coated Ion Trap. Nano Letters 14, 5712 - 5716 (2014).

" K. K. Mehta, A. M. Eltony, C. D. Bruzewicz, I. L. Chuang, R. J. Ram, J.
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1.3.2 Contributions of co-workers

The work presented in this thesis is stronger for having been undertaken collabora-

tively. The contributions my co-workers made to this thesis are summarized below.

The cryogenic ion trapping experiment has developed through several genera-

tions of students, starting with the original builders: Waseem Bakr and Paul Antohi,

followed by Jaroslaw Labaziewicz and Shannon Wang. Likewise, the laser systems

originally constructed by Jaroslaw Labaziewicz and Ruth Shewmon have continued

to evolve through work by Jeffrey Russom, Peter Herskind, and Michael Gutierrez.

Many co-workers have contributed to creating the ion traps tested: Shannon Wang

and Gleb Akselrod fabricated the indium-tin oxide (ITO) ion traps, David Meyer and

Molu Shi fabricated niobium and gold traps, and Yufei Ge fabricated the copper traps

used for graphene synthesis.

Shannon Wang suggested developing an ion trap with indium-tin oxide electrodes,

and Peter Herskind conceived of the compact entanglement unit introduced in Chap-

ter 4. Hyesung Park developed the graphene growth process described in Chapter

5, and synthesized graphene on each of the traps tested. Karan Mehta adapted my

trap layout to conform to CMOS design rules and created the final mask presented

in Chapter 6. Colin Bruzewicz, Jeremy Sage, and John Chiaverini characterized the

resulting ion traps in a cryogenic experiment they have developed at Lincoln Labo-

ratories, as discussed in Chapter 6. Rich Rines created the shuttling patterns, and

contributed significantly to the QFT algorithm developed in Chapter 7. Discussions

with Colin Bruzewicz, Jeremy Sage, John Chiaverini, Rajeev Ram, and especially

Karan Mehta provided inspiration for the outlook presented in Chapter 8.

Finally, I gratefully acknowledge support from the MQCO Program with funding

from IARPA, and the National Science and Engineering Research Council of Canada's

Postgraduate Scholarship program.
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Chapter 2

Introduction to ion trapping

This chapter introduces the fundamental mechanisms and interactions required to

turn an atomic ion into a qubit. First, the basics of how an ion can be confined in

space using electromagnetic fields is introduced in Section 2.1. Next, the internal

structure of the "8Sr+ trapped ion qubit is described in Section 2.2. Following this,

we explore control of the ion's internal degrees of freedom using lasers in Section 2.3.

Finally, we describe laser cooling techniques used to reduce the kinetic energy of a

trapped ion and place it in the ground state of its external degrees of freedom (its

trapped motion) in Section 2.4.

2.1 Spatial confinement

Owing to its net charge, a single atomic ion can be isolated and held in place using

relatively simple technology: the Paul trap, now in use for many decades. Driven by

applications in quantum information science, there has been a push to miniaturize

this technology and adapt it to become compatible with modern microfabrication

processes.
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2.1.1 Paul traps 

One of the advantages of trapped-ion qubits is the ease with which they can be kept 

localized in space. Owing to their net charge, atomic ions can be confined for hours 

using only electric fields , though a static electric field will not do. Because it must 

satisfy Laplace's equation, V7 2V = 0, the curvature of a static potential V will have 

an anti-confining component , meaning that a static electric field cannot form a stable 

ion trap. Intuitively though, this can be circumvented by rapidly switching between 

confinement in one direction and another , such that viewed on a slower timescale, the 

particle is stably trapped. This is the idea at work in a Paul trap (named for Wolfgang 

Paul, who was awarded the Nobel Prize in Physics for its invention [PH53 , Pau90]), 

which employs an oscillating electric field to form a dynamically stable trap. 

(a) 

Figure 2-1: (a) Electrode geometry of a generic 4-rod Paul trap (with the ion posi­
tion indicated in blue) , as discussed in the text. The voltages applied to diagonally­
opposed rods are the same. (b) A cross-sectional view of the 4-rod Paul trap showing 
electric field lines and the coordinates used in the text. 

A Paul trap confines charged particles at the center of a radio-frequency (RF) 

electric quadrupole potential. A simple trap geometry, known as a four-rod Paul 

trap, is pictured in Figure 2-1. An RF potential is applied between diagonally opposite 

rods, which are fixed in a quadrupole configuration, to provide confinement along the 

central axis of the rods. Static electric potentials are applied to plug the ends of 

the rods , creating a trap in the center. Traps of this kind, which are constructed 

from precisely-machined metal rods , have been widely used for experiments in areas 
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ranging from mass spectrometry to quantum information science.

Typically, the amplitude of the ion motion is small relative to the spacing between

electrodes (R), so only the lowest-order (harmonic) terms in an expansion of the

electrode potentials need be considered. Near the central axis of the trap (along the

z-axis in Figure 2-1), the RF potential is well approximated by [WMI+97]

VD(x, y,Z) 1 KDVRF COs(QRFt) 1 + ,2 (2.1)
2 R

where 1D is a geometric factor (of order 1). The DC potential is approximately

x2 +y 2 \
Vs(x, y, Z) = ISVDC (Z2 _ X (2.2)

2

where again Ks is a geometric factor (of order 1).

In the z-direction (often called the "axial direction"), a static harmonic well is

formed, resulting in an oscillation frequency for a single ion of

w = 2KSQVDC 
(2.3)

(where M is the ion's mass and Q is the ion's charge). There is no force along , so

all vectors can be restricted to the x-y plane. In the x and y directions, the potentials

VD and VS combine to yield the equations of motion:

d2 r + (aj + 2qj cos(2()) rj = 0, (2.4)

j = {x,y},

(where r-' = [r,, ry] is the position of the ion in the x-y plane), which take the form of

the canonical Mathieu equation. Here, t- is the dimensionless time, and the
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dimensionless Mathieu parameters aj and qj are given by

4IKsQVDC
ax = a= = RF', (2.5)

RF

2KDQVRF
= -qy= MQ2RFR2  (2.6)

For certain regions of the Mathieu parameter space defined by a and qj, the ion

follows bounded trajectories, so a stable trap is formed [Gho95].

In practice, the stable trajectories chosen most often satisfy a3 < qg < 1, in which

case the solution to Equation 2.4 is well approximated by

rj(t) = r cos(wjt) (1+ cos(QRFt) , (2.7)

j = {xy}.

Here, the oscillation frequencies in the x and y directions (often called the "radial

directions") are given by

QRF 2

2i= R a3  2'q (2.8)

and r9 depends on initial conditions. So, we see that the ion movement is made up of a

large amplitude, harmonic motion at frequency wj called the "secular motion", and an

amplitude modulated, fast driven motion at frequency QRF called the "micromotion".

In the limit that qi is small, we can neglect the micromotion and treat the ion as

if it were confined in a three-dimensional harmonic potential (known as a "pseudopo-

tential") of the form

Q ! MW2X2 + 1 m2Y2 +_M 2. (2.9)

The oscillation frequencies wx, wy, wz (defined above) are known as the "secular

frequencies" because they describe the secular motion of the ion; they are usually on



the order of a 1 MHz for a trap frequency QRF of about a 20 MHz. The resulting

depth of the pseudopotential well in the radial and axial directions (known as the "trap

depth") is typically ~ 2 eV. When sufficient vacuum is obtained (usually < 1010

Torr), the lifetime of a trapped ion can be on the order of days.

2.1.2 Surface-electrode traps

The quadrupole potential used for trapping can also be produced by a combina-

tion of two-dimensional RF and DC electrodes [CBB+05]. For example: visualize

squashing three of the rods into a plane (RF-ground-RF) and pulling the fourth elec-

trode up to form a distant ground above the plane with the ion trapped in between.

Traps of this form, known as "surface-electrode" or "planar" ion traps, can often be

constructed using standard printed circuit board (PCB) manufacturing, or microfab-

rication techniques, making them far simpler to build than their precisely-machined,

three-dimensional counterparts. Because planar traps are more amenable to being

shrunk in size and replicated, they are better suited for scaling up to dense arrays of

ions [KMW02]. Planar traps may also better facilitate integration of optical compo-

nents [VCA+10, BEM+11, KHC11] or electronic devices [KPM+05].

A generic surface-electrode trap is pictured in Figure 2-2. The central three RF

electrodes provide confinement in the radial directions (the x and y directions), and

the outer DC electrodes add confinement in the axial direction (the z direction).

Typically, an ion is trapped on the order of 100 pm above the surface.

The equations of motion describing an ion in a planar trap are similar to those for a

4-rod trap (as discussed in Section 2.1.1). However, determining the electric potential

generated in the space above the trap plane due to an arbitrary electrode configuration

can be considerably more difficult. This amounts to a boundary-value problem for

the Laplace equation in three dimensions with Cauchy boundary conditions. Often,

the solution is obtained numerically using finite element methods [SPM+10]. But, in
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2.2 Trapped ion qubit

As we will see, the electronic or nuclear spin states of an atomic ion confined in a

Paul trap form a viable qubit. The trapped-ion qubit can be manipulated using laser

or microwave pulses, and read-out by analyzing emitted fluorescence.

2.2.1 88 Sr+ atomic ion

Our preferred ion is SSSr+, chosen for its mostly visible-wavelength atomic transitions.

All the atomic states of interest are accessible using diode lasers, streamlining the laser

systems required for experiments. 88Sr+ is a hydrogen-like atom, with no nuclear

spin; a simplified level structure is shown in Figure 2-3. The strong transitions to

the P states (at 422 nm and 408 nm) can be used for efficient laser cooling and state

detection. The metastable D states (4D3/2 and 4D5 /2) have long lifetimes, so are

well-suited to encoding quantum information. We choose to use the 5S1 /2 ++ 4D5 /2

transition as a qubit, with 5S1 /2 =10) and 4D5 /2 = 1).

5P3/2 -

5P1/2 " 9

-- 4S/2

408 nm
(7 ns) 422 nm 4D3/2

(8 ns)

5S1/2

Figure 2-3: Level structure of SSSr+, simplified to show only transitions relevant for
cooling and state-detection. Air wavelengths are indicated for each transition, as well
as the transition lifetime (shown in brackets).
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2.2.2 Quantized ion motion

The kinetic energy of a trapped ion can be reduced by laser cooling so that it is

comparable to hwi, at which point the motion of the ion in the confining potential is

quantized. If we define (standard) creation/annihilation operators by

M 
-Wj rj +i 1 (2.10)2h r 2Mhws a

a = 2 r - 1 i pj (2.11)
2h r- Q2Mhwg "

then we can write the Hamiltonian of the trapped ion in the standard form of a

quantum harmonic oscillator:

H=Y ut)w (&,ij + .) (2.12)

The complete Hilbert space for the trapped ion is then composed as a tensor product

of the atomic (2-level) states and the motional (Fock) states. This is illustrated

diagrammatically in Figure 2-4.

2.2.3 Quantum state detection

To perform state detection on the qubit transition (5S1 /2 ++ 4D5 /2 ), the 5S1 /2 +

5PI/ 2 transition (at 422 nm) is continuously driven; if the ion is in the 5S1 / 2 state,

this will result in photon scattering (at 422 nm), and fluorescence will be detected,

meanwhile if the ion is the 4D5 /2 state, no photons can be scattered (at 422 nm)

and no fluorescence will be detected. This state detection method is called "electron

shelving" and is illustrated in Figure 2-5.
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atomic state: motional state:

12)

*1) II

I O)I

combined state:

ID, 0)

15,0 -

ID, 2) -
ID, 1) -

?(WO+ W)

,( - WI)

Ii, 1)-

S, 2)

Figure 2-4: The tensor product of the atomic and motional states of the trapped ion
result in a ladder of combined states. A transition which affects only the atomic state
is known as a "carrier transition" (shown in black); a transition which increases the
number of motional quanta by one is known as a "blue sideband transition" (shown
in blue); and a transition which decreases the number of motional quanta by one is
known as a "red sideband transition" (shown in red).

5P1/ 2 -

4Ds/2)

422 nm
(detection)

674 nm
(qubit)

5-1/2 0)

Figure 2-5: Relevant atomic transitions for quantum state detection using the elec-
tron shelving method. Light scattered (or not) on the 5S1 /2 ++ 5P1 /2 transition
indicates the state of the qubit.
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2.3 Basic laser-ion interactions

The internal (atomic) state of a trapped ion can be controlled through interaction

with coherent light sources (lasers).

2.3.1 Hamiltonian

The Hamiltonian representing a two-level atom in a harmonic trap, interacting with

the traveling wave of a single mode laser, is [VvL03]:

H =fto + $t,

Ho = hwoz + hwj& dj,

H1  =hQ (&+ + &-) (ei(kr-wt++) + ei(kriw-t +)) , (2.13)

where the state of the ion is contained in Ho, and the laser-ion interaction is contained

in H1 . For simplicity, we are only considering one of the three trap modes (equivalent

to a one-dimensional harmonic oscillator). The operators 6r, &+, &- are the usual

Pauli spin operators, and 6j, &t are the annihilation/creation operators for the chosen

trap mode (described in Section 2.2.2). As before, wj is the oscillation frequency in a

particular trap direction rj, k is the laser wavenumber, WL is the laser frequency, and

# is the laser phase. The coupling constant Q, known as the Rabi frequency, fixes the

interaction strength.

For an ion in a harmonic trap, the spatial extent of the zero-point wave function

(in a chosen direction j) is given by

-a= (01(rj)210) = Mh (2.14)
2Mwj 2.4

which is typically ~ 10 nm. The ratio of this length scale to the wavelength of the

atomic transition is known as the "Lamb-Dicke" parameter. For a particular trap
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mode j = x, y, z, the Lamb-Dicke parameter is given by

h
k<D ,j (2.15)

2Mwj

where k is the laser wavenumber, and 0 < <D < 1 is a geometric factor which takes

into account the angle of the laser to the oscillation axis. The Lamb-Dicke regime is

defined by the condition that

j(2n + 1) < 1. (2.16)

Written in terms of the Lamb-Dicke parameter, (and making the rotating wave ap-

proximation) the interaction term in the Hamiltonian becomes:

H = 3 e6- + (2.17)

2.3.2 Sideband transitions

Experimentally, it is advantageous to work in the so-called "Lamb-Dicke regime",

in which qj < 1 (meaning that the atomic wavepacket is confined to a space much

smaller than the wavelength of the atomic transition). In this regime, the interaction

Hamiltonian can be expanded to obtain the three lowest order terms [Roooo]:

H, = h~nn (&+ + &-) + ihQn_1 ,n (a.&+ - &_+ ih)+ 1, (&;&+ - &_). (2.18)

The first term in this interaction Hamiltonian, with coupling strength: Qn,n _ Q(1 -

l 2n), corresponds to absorption/emission events that do not change the motional

state of the ion, known as "carrier" transitions. The second term, with coupling

strength: Qn-in (q/n), corresponds to absorption events that decrease the

motional quantum number, n, of the ion by one quanta, known as "red sideband"

transitions. Likewise, the third term, with coupling strength: Qn+1,n % Q(,q jn + 1),
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corresponds to absorption events that increase the motional quantum number, n, of

the ion by one quanta, known as "blue sideband" transitions. These transitions are

shown in Figure 2-4. In the Lamb-Dicke regime, processes that change the motional

quantum number n by more than one are strongly suppressed.

2.4 Laser cooling

Laser cooling encompasses those techniques in which laser-ion interactions are ex-

ploited to reduce the kinetic energy of trapped atoms. The method of laser cooling

chosen depends on the properties of the transition and the trap [RooOO]:

When the trap frequency wj is much smaller than the decay rate IF of the atomic

transition, the motional sidebands are spaced more closely than the linewidth of the

transition. The velocity of the ion (due to the confining potential) changes much

more slowly than the time required to absorb or emit a photon. So, the ion acts like

a free particle exposed to a laser frequency with a time-dependent Doppler shift. In

this regime, the laser can exert a velocity-dependent radiation pressure to cool the

ion. This is known as Doppler cooling [HS75]. For an "8Sr+ ion, Doppler cooling

is performed on the 5SI/ 2 + 5P1/2 transition (at 422 nm). Because there is some

probability (~ 1/20) of decay to the 4D3/ 2 state during each cooling cycle, this state

needs to be continuously repumped as well (using a laser at 1091 nm) to maintain

continuous cooling (see Figure 2-6).

Conversely, when the trap frequency wj is much larger than the decay rate F of the

atomic transition, the motional sidebands are spaced further apart than the linewidth

of the transition. This is known as the "resolved sideband regime", in which the laser

can be tuned to address primarily one chosen sideband (see Figure 2-7). When this is

done such that the energy of the emitted photon is greater than that of the absorbed

photon, cooling is possible. This is known as sideband cooling [W179]. For an 88Sr+

ion, sideband cooling is performed on the qubit transition, 5S1 / 2 ++ 4D5 / 2 (at 674 nm).
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5P1/2 -

422 nm
4D 3/2

551/2

Figure 2-6: Relevant atomic transitions for Doppler cooling of SSSr+. During each
cooling cycle on the 5S 1/ 2 -+ 5PI/ 2 transition (at 422 nm), there is some probability
(- 1/20) of decay to the 4D 3/2 state, so this state is continuously repumped using a
laser at 1091 nm.

To speed-up the cooling cycles, the lifetime of the upper level (4D5 /2) is artificially

shortened by coupling it to the the 5P3/ 2 state (which has a much higher decay rate)

using a laser at 1033 nm.

2.4.1 Doppler cooling

For simplicity, we will consider Doppler cooling of a two-level atom (with atomic

frequency wo) interacting with a traveling wave laser field (of frequency WL). Each

photon making up the laser field carries momentum:

hk = h W, (2.19)
C

and these photons are scattered on the atomic transition at a rate of Fpee, where F is

the decay rate of the cooling transition and Pee is the excited state probability. For

an atom moving with velocity v, the excited state probability depends on the velocity

via the Doppler shift [VvL03]:

Pee =) (2.20)
ee 2+ 4(A - kv)2
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'U

0.

M0""WX WO W0+WX
Laser frequency

Figure 2-7: This cartoon spectrum illustrates what we mean by the "resolved side-

band regime". Two peaks in the spectrum due to sideband transitions (corresponding
to a trap mode with secular frequency w,,) are distinguishable from the peak due to

the carrier transition (at frequency wo). By adjusting the laser frequency, it is possible

to address an individual sideband transition (not drawn to scale).

(assuming low saturation) , where A = WL - WO is the detuning of the laser, and

Q = IF is the Rabi frequency. This results in a radiation pressure force on the

atom of

F = hk Fp,,. (2.21)

For small velocities, we can expand the excited state probability to first order in

V:
Q2 -I 8 Ak

Pee r2 +4A2 ]F2+ 4A2) (222

resulting in a force that is (approximately) made up of a constant, radiation pressure

component:

00

Feonstan = hk]F Q2, (2.23)
]p2+ 4A2



and a viscous damping term (provided the detuning A is negative):

Fdamping = hkF 8AkQ 2  V. (2.24)
(r2 +4A)

Cooling is most efficient when we set A = -, in which case the damping force is

F2

Faaping -- 2 -2 V. (2.25)

The lowest temperature reachable by Doppler cooling is constrained by the re-

coil velocity induced by the photons scattered (photon recoil). For optimal settings,

Doppler cooling can reduce the energy of a trapped ion to a limit of [DCT99, Ste86]

i F (2.26)
2wj

where h is the mean occupation number in the harmonic trap. The corresponding

temperature: TD = [ (where kB is Boltzmann's constant) is known as the Doppler

temperature. Because the regime where this cooling method works is defined by:

wj < F, the mean quantum number is typically at least 10 following Doppler cooling.

Due to photon recoil, it is not possible to cool to the motional ground state using

only Doppler cooling methods.

2.4.2 Sideband cooling

Doppler cooling is typically used to efficiently cool an ion from an initial temperature

(on the order of hundreds of quanta) to 10s of quanta. At this point, sideband cooling

can be used to further cool the ion to the motional ground state [DBIW89]. To gain

intuition about how sideband cooling works, it is useful to visualize the combined

motional and atomic states of the ion as a ladder of states, as shown in Figure 2-8.

A single sideband cooling cycle proceeds as follows: first, a red sideband pulse is
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Figure 2-8: Illustration showing sideband cooling of a trapped ion. Red sideband
pulses (shown in red) excite the atom to the upper state, while reducing the number
of motional quanta by one. Then, spontaneous emission occurs (shown in black),
which does not change the motional state. After repeated cycles, the ion is left in the
motional ground state.

applied, resulting in an excitation to the upper atomic state, and reduction by one

of the motional quantum number. In the Lamb-Dicke regime (described in Section

2.3.2), spontaneous decays in which the motional state is changed are strongly sup-

pressed, so the following spontaneous emission will most often leave the ion's motional

state unchanged. Hence, every cycle will remove one motional quantum until the ion

has reached the bottom of the "ladder" of states (the ground state of the motion)

at which point it is no longer affected by the red sideband pulses and cooling to the

ground state is completed. In practice, because the lifetime of the upper atomic level

is long (by choice), it is usually coupled to another atomic level with a higher decay

rate to speed up each of the sideband cooling cycles.

2.4.3 Motional state detection

Most laser cooling techniques (including Doppler cooling and sideband cooling) leave

the ion in a thermal state. For a thermal distribution, the probability of occupying
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the nth Fock level is:
-in

P = (h+ n+, (2.27)

where h is the mean motional quantum number. In the Lamb-Dicke regime (described

in Section 2.3.2), the transition probability on the blue sideband is well-approximated

by [LMM+97]:

P(0 ) T), 6 = +w) = P sin2  , (2.28)

where 6 = WL - wO is the detuning of the qubit laser frequency from the atomic res-

onance. Rewriting the expression for the transition probability on the blue sideband

as

P(| 4.) -+ 7), = +w) = - (- _ _ (A cos (Qn+,nt) , (2.29)
P0 I ) 6=+W) 2 h+11 h+1

we see that with the qubit laser frequency fixed at 6 = +wj , ii can be extracted by

scanning the pulse length t and fitting the resulting data in either the time domain

or the frequency domain [WMM+96]. This is one way of characterizing the motional

state of an ion.

Similarly, the transition probability on the red sideband is given by:

00

PO 1)- T)16= -wj) =ZEPn sin 2  2 (2.30)
n=1
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Shifting indices, this can be rewritten as:

P( I) -+ , = -wE) = P+1 sin2 (nn+t
n=O

n 1 Pn sin 2  ( Qn+ nt

n=+ 2

n+- ~ Pt)= t) 6 +Wj).- (2.31)

Hence, for any (fixed) Rabi frequency Q and pulse length t, the average number of

quanta in a thermal distribution can be obtained through:

1 (2.32)
r -1'

P(4) -+ t),6= -W)

So, by comparing the transition strengths of the blue and red sidebands, we can

extract the mean motional quantum number [DBIW89]. This is a second, often

simpler, way to determine the motional state of an ion, but it requires the sidebands

to be resolvable.
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Chapter 3

Experimental apparatus

This chapter describes the experimental system in which this thesis work was un-

dertaken. Because this apparatus has previously been documented in Refs. [Bak06,

LGA+08, ASA+09, Wanl2], this chapter will focus on changes made during this

work. First, the planar trap geometries employed are introduced, with a focus on a

new geometry tested, in Section 3.1. Next, the experimental cryostat and associated

hardware are described in Section 3.2. Changes to the optics used for laser delivery

to the ion and for fluorescence collection are discussed in Section 3.3. Following this,

the electronics and software systems required for experimental control are described

in Section 3.4. Finally, some baseline measurements for the system are presented in

Section 3.5.

3.1 Planar ion traps

This work focuses exclusively on microfabricated, surface-electrode ion traps. Two

trap geometries have been explored: the (so-called) "Tower of London" trap geometry

and the "Quanta Classic" trap geometry.
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3.1.1 The "Tower of London" trap geometry

The Tower of London trap geometry is pictured in Figure 3-1, along with the dimen-

sions required to set an ion height of about 150 pm above the surface. The two RF

electrodes are usually directly connected together. This electrode geometry creates a

linear Paul trap with the possibility for shuttling ions over a short distance (~ 1 mm).

The relative sizes of the electrodes are chosen such that the ratio of the RF electrode

width to the ground electrode width is ~ 1.19, which maximizes the trap depth. The

absolute electrode widths are chosen to set a trap height of ~~ 150 pm, which is con-

venient for laser access to the ion. The width of the DC electrodes is chosen to be

~ 4 times the ground electrode width, which is optimal for shuttling ions (this allows

for minimal change in the potential curvature with changing ion position). The length

of the RF electrodes is chosen to be as long as possible (to minimize edge effects that

would create micromotion in the axial direction), while not so long that the trap

capacitance becomes very high (making it difficult to drive RF using a resonator).

The DC electrodes break out into wires to match the ceramic pin grid array (CPGA)

connections (to simplify wirebonding and avoid wirebonds intersecting laser beams).

Some typical trap voltages and the resulting trap parameters can be found in Table

3.1. The pseudopotential (computed using the model from Ref. [HouO8]) generated

for these trap voltages is shown in Figure 3-2.

3.1.2 The "Quanta Classic" trap geometry

The Quanta Classic trap geometry is pictured in Figure 3-3, along with the dimensions

required to set an ion height of about 100 1um above the surface. This electrode

geometry creates a linear Paul trap with a single trapping zone. The notch in the

central electrode defines a point where the RF field is zero, such that there exists

a single, well-defined trap site. The RF electrode width is also asymmetric in the

trapping region, which serves to create a tilt of the principal trap axes such that the
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(a) (b) 

Figure 3-1: (a) Schematic showing the trap electrodes in the Tower of London 
geometry. The RF electrodes are shown in red , the ground electrodes are shown in 
blue, and the eight DC electrodes are shown in green. (b) The central trapping region 
of the Tower of London geometry with key dimensions indicated (for an ion height 
of about 150 µm). Dimensions are shown net of gaps between electrodes (which are 
15 µm). The small marking visible in the outer ground electrode (in the bottom 
right of this image) is an alignment marking, used to align imaging optics to the trap 
during installation in the vacuum chamber. 

cooling lasers (confined to lie in a plane parallel to the trap) have a projection onto 

all the axes and hence can cool all three degrees of motion of the ion. For more details 

about this trap geometry, and ideal trap voltages , see the theses [Lab08] and [Wan12]. 

3.1.3 Packaging traps 

Details of trap fabrication will be discussed in Chapters 4, 5, and 6. Finished ion 

trap chips are packaged in a 100-pin ceramic pin grid array carrier (CPGA, Kyocera 

Corp. KD-P90171). Connections to the trap electrodes are made with aluminum wire 

bonds. To reduce RF pick-up and noise , 1 nF bypass capacitors (100 V, Skyworks 

SC99906068) are connected to each DC electrode and grounded on the CPGA using 

electrically-conductive, silver epoxy (EPO-TEK H20E). The amorphous ceramic ma­

terial of the CPGA does not conduct heat well , so for good thermal contact the trap 

must be explicitly heat-sunk to the 4 K baseplate of the cryostat. To accomplish this , 

a thermally conductive trap substrate was chosen: sapphire, which has excellent ther-

61 



62 CHAPTER 3. EXPERIMENTAL APPARATUS

Electrode:

DC1

DC2
DC3

DC4

DC5

DC6

DC7

DC8

RF

Voltage applied:

0 V

+19.326 V

-9.862 V

+19.326 V

-9.778 V

+0.823 V

-9.778 V

0 V
150 V (amplitude)

Table 3.1: Computed voltages to create a trap centered between DC electrodes 3
and 6 with a tilt of the principal axes of 150. For an RF frequency of 28 MHz, this
corresponds to secular frequencies: w, = 1.2 MHz, wy = 1.5 MHz, wz = 0.43 MHz,
and a trap depth of 56 meV.

mal conductivity at low temperature (orders of magnitude better than quartz, and

comparable to copper). A copper spacer beneath the trap can then make a strong

thermal contact to the substrate and provide a thermal bridge to the baseplate via a

copper tab. A packaged, and heat sunk trap can be seen in Figure 3-4.
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Figure 3-2: Computed pseudopotential in the - -
ion would ideally be trapped at (x, y, z) = (0, 150, 0)

(a)

plane at the trap center. An
pm.

(b)

Figure 3-3: (a) Schematic showing the trap electrodes in the Quanta Classic geom-
etry. The RF electrode is shown in red, the ground electrodes are shown in blue, and
the DC electrodes are shown in green. The labels LM, RM, BE, FE are the names
given to the four DC electrodes. (b) The central trapping region of the Quanta Clas-
sic geometry with key dimensions indicated (for an ion height of about 100 pm).
Dimensions are shown net of gaps between electrodes (which are 10 pm).
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Figure 3-4: A surface-electrode trap packaged in a CPGA and installed in the
cryostat. A copper tab connected to a copper spacer sitting below the trap can be
seen, which provides a thermal contact to the 4 K baseplate. Bypass capacitors are
also visible which are connected to each of the 8 DC electrodes with wirebonds.
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3.2 Experimental chamber

Traps are tested at cryogenic temperatures (4 K and 77 K), where low pressure is

achievable within a short time frame, allowing for rapid trap characterization. Heating

of the ion's motional state is also suppressed at cryogenic temperatures [LGA+08].

3.2.1 Bath cryostat

The simplest system for trapping at cryogenic temperatures is a bath cryostat, in

which a vacuum enclosure is thermally anchored to one or more insulated tanks

of cryogens. We use a commercial liquid helium bath cryostat (QMC Instruments,

Model TK 1813), depicted in Figure 3-5. The trap and other required components are

mounted to the 4 K baseplate. There are three viewports on the chamber, allowing

laser access to the trapping region, and one 55-pin electrical feedthrough. The base

pressure at room temperature is only a 10-6 Torr, but cryosorption, aided by two

activated charcoal adsobers (mounted on the helium baseplate and at the top of

the nitrogen shield to increase the effective surface area), results in sufficiently low

pressure (estimated to be ~ 10-12 Torr [BakO6] in this system) for stable trapping.

A filter board containing low-pass filters (2nd order, 4 kHz corner frequency) for each

of the DC electrodes is heat sunk to the 4 K baseplate. To reduce the heat load on

the LHe tank, the neutral oven (used to produce a beam of neutral Sr atoms at the

trap site for subsequent photoionization and loading) and the helical resonator (used

to step-up the RF trap voltage) are thermally anchored to the 77 K shield. Further

details about the construction of the cryostat can be found in Ref. [ASA+09] and

Ref. [Bak06].
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neutral oven 

charcoal 
adsorber 

viewport 

Figure 3-5: (a) Schematic of the bath cryostat, with liquid helium (LHe) and liquid 
nitrogen (LN2 ) tanks labeled. The 77 K shield attached to the LN2 tank encloses the 
LHe tank and the 4 K baseplate. The working area (where the trap is mounted) is 
built around the 4 K baseplate, directly below the LHe tank. (b) Photograph of the 
4 K baseplate with major components labeled. 

3.2.2 Vacuum assembly 

The vacuum assembly for the cryostat has been improved from Ref. [Wanl2]. The 

turbo pump is now connected via the pumping line connection on the cryostat, which 

has a gate valve to seal-off the chamber once base pressure is reached. The spare 

vacuum port (previously connected to the turbo pump) is now being used for a wide­

range gauge (Edwards, WRG-S-NW25). This allows us to measure the pressure at the 

chamber, as opposed to a distance away at the turbo pump (as before). The switch 

to using a wide-range gauge (which has a Pirani gauge for the upper pressure range, 

and an inverted magnetron gauge for the lower range) instead of an ion gauge (as 

before) also allows us to monitor the pressure during the entire process of pumping 

down the chamber. Multiple gate valves have been added to the vacuum lines, as can 

be seen in Figure 3-6. 



wide-range
gauge / turbo pump roughing

turl auge pum p

vacuum
chamber

Figure 3-6: Diagram showing the vacuum apparatus for the cryostat (all the indi-
cated valves are gate valves).

3.3 Light delivery and collection

There are three viewports on the side of the cryostat used to deliver laser beams

to the trap, and one large window below the vacuum chamber (on the bottom of

the cryostat) used for ion imaging. Along with the lasers used for cooling and qubit

manipulation, two additional lasers at 461 nm and 405 nm are input to ionize neutral

strontium atoms.

3.3.1 Laser delivery optics

The optics for light delivery to the cryostat have been completely redesigned from

Ref. [Wan12] in order to simplify loading of the trap and improve the stability of

beam alignment. The Doppler cooling light (at 422 nm) is now co-propagating with

the photoionization light (at 461 nm and 405 nm) as well as the repumper light (at

1033 nm and 1092 nm), which greatly simplifies alignment of these laser beams to

the ion, and hence initial loading of the trap. The three blue beams (at 422 nm,

405 nm, 461 nm) are combined into a single fiber on a separate optical breadboard,

also housing the double-pass AOM used to frequency-shift and shutter the Doppler

cooling beam. As shown in Figure 3-7, all of the beams enter the cryostat from
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periscopes adjustable in two-dimensions using motor-controlled stages. This allows

for improved repeatability and precision of laser alignment to the ion (the resolution

of the motor-controlled stages is ~ 5 gim). Physically, the new optics are set-up in a

modular fashion on separate optical breadboards which are bolted to the experiment

table. All of the laser beam parameters are collected in Table 3.2.

405, urm stage HWP 422
461, PBS filter

422 pm stage
EJ1 Upm stage

fiber port HWP fiber port
2D stage 674

2D dichroic HWP
stage

1064

13dichroic stage

1033, F500
1092 I
fiber port

Figure 3-7: Diagram showing optics for laser beam delivery to the cryostat. The
orientation of the trap axis within the chamber is indicated by a green line. A single
Thorlabs achromatic doublet pair (FAC1025-A) is used to focus the two Doppler
cooling beams (at 422 nm) to a waist at the position of the ion. A half-wave plate
(HWP) is used to adjust the power ratio between the two beam paths, and a single-
axis translation stage in the 422-only path (the photoionization light is filtered out)
is used to assure the path lengths are equal. Additional half-wave plates in the other
422 nm beam path and the 674 nm beam path assure that the correct polarization
is set. Another achromat (FAC1025-A) is used to focus the 674 nm beam to a waist
at the trap. The 1033/1092 nm beam is reduced in size and collimated using two
lenses with focal lengths of 45 and 500 mm, respectively, while the 1064 nm beam is
unaltered from its free-space, collimated waist size. Each beam enters the cryostat
via a periscope adjustable using two motor-controlled stages.

Although not used in this work, an Nd:YAG laser is also installed on the optics
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Laser purpose: Wavelength: Beam waist: Power:

Doppler cooling 422 nm 30 pm 10 pW

Photoionization 461 nm 35 pm 100 pW

Photoionization 405 nm 40 pm 100 pW

Repumper (Doppler cooling) 1092 nm 200 pm 50 pW

Repumper (sideband cooling) 1033 nm 200 pm 50 pW

Sideband cooling (qubit) 674 nm 40 pm 1 mW

Laser desorption (pulsed) 1064 nm 3 mm variable

Table 3.2: Summary of laser beam parameters at the cryostat. The beam waist is
measured at the position of the ion. The power is a typical experimental value (which
is variable), measured at the input of the light-delivery optics on the experimental
table (just outside of the vacuum chamber).

table. This laser is intended for laser desorption cleaning of the trap surface. Laser

pulses at 1064 nm are emitted into free-space, co-propagating with the 674 beam

so that the 1064 nm beam position on the trap can be imaged (the camera is not

sensitive to infrared light).

3.3.2 Imaging

The overall design of the imaging optics has not substantially changed from Ref.

[LGA+08]. We simply modified the way the PMT was mounted to be more stable,

and to decouple it from the pinhole used to spatially filter light from the ion. Now,

a pinhole with a variable diameter, and an adjustable distance from the ion has been

installed. Another improvement to light collection resulted from adding alignment

markings on the trap so that the lenses inside the cryostat can be better aligned to

the trap zone before closing and pumping down. The chamber and imaging optics

are now enclosed in black acrylic and cloth to reduce background counts due to stray

light.
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3.4 Control electronics

The experiment relies on a diverse set of control electronics and software systems.

Custom-built electronics based on FPGAs or microcontrollers are complemented by

commercial electronics (function generators, power supplies, and so on) to run the

experimental apparatus and perform data acquisition. These elements are controlled

by a master computer via GPIB and network interfaces.

3.4.1 DC voltages: SuperDAC

Another major upgrade since Ref. [Wan12] has been the switch to DAC-driven DC

electrodes on trap. This has allowed for better voltage resolution (which translates

into better resolution with which the ion can be positioned in space) and opened

up the possibility for shuttling ions. Previously, power supplies with a resolution

of 25 mV set the DC trap voltages, corresponding to an ion positioning accuracy

of ~ 0.4 pm; a DAC system (with resolution better than 100 pV) allows for ion

placement with an accuracy of ~ 1 nm.

A new hardware system, dubbed "SuperDAC" has been designed for this purpose

(schematics in Appendix A). SuperDAC is comprised of three printed circuit boards

(PCBs):

1. DAC board: used to set DC voltages in the range of -10 V to +10 V with a 20-

bit resolution; provides 4 buffered outputs per board; based on Analog Devices

AD5791 DAC (more details in Appendix A.1);

2. Amplifier board: used as a gain stage following the DACs to increase the output

voltage range to -20 V to +20 V (or -75 V to +75 V); provides 4 gain stages per

board; based on Analog Devices OP42 op amp (more details in Appendix A.2);

3. ADC board: used to measure the SuperDAC outputs with between 20- and

24-bit resolution (depending on the speed) to allow for precise calibration (in
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software); provides 4 inputs for measurement; based on the Texas Instruments

ADS1248 ADC (more details in Appendix A.3).

These three boards can function completely stand alone, or can be snapped together

(using connectors on the front and back sides of each board) to make a 3-layer stack

with the DAC board on the bottom, the ADC board in the middle, and the amplifier

board on the top (since it may get warm). Owing to this modular design, the different

boards will likely find many other uses in the laboratory. A complete three-board unit

can drive four DC trap electrodes (and simultaneously measure the voltages applied).

Digital control can be achieved using either an FPGA or a microcontroller. The

SuperDAC PCBs provide isolation of all of the digital inputs/outputs using digital

isolators (Analog Devices, ADUM1402 and ADUM1300).

To drive a "Tower of London" style ion trap with 8 DC electrodes, a microcontroller-

based (Arduino Mega2560) version of SuperDAC with 2 DAC boards, 2 ADC boards,

2 amplifier boards, and 8 voltage outputs has been constructed. Figure 3-8 shows

the completed unit. The voltages can be set and monitored via the laboratory data

acquisition software, or through a stand-alone user interface, which is pictured in

Figure 3-9.

The SuperDAC unit was calibrated using a multimeter (Agilent 34401A), and then

characterized. First, we investigated how repeatable voltage setting of SuperDAC is,

and how repeatability changes over time after SuperDAC has been calibrated. We

reset the voltage 50 times and measured the resulting output and ADC reading for

20 different voltage settings (in the range of -10 V to +10 V). We took this data

immediately following calibration of SuperDAC and also after 8 hours and 24 hours.

We used an Agilent 34401A, 6- digit multimeter to measure the output voltage and

calculate the errors; the accuracy of the multimeter is specified to be: t (0.002% of

reading) + (0.006% of range), which amounts to about 100 pV for a reading of 5 V.

Based on the specifications of the DACs (Analog Devices AD5791), we expect an
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(b)

(a)

Figure 3-8: Photographs of a SuperDAC unit with 8 outputs. (a) The front of the
box, showing the BNC connections for power ( 25 V), the BNC connections for the
outputs (1 to 8) and the USB connection for computer control. (b) The inside of
the box, showing the top of the two 3-PCB stacks (the amplifier board is on top),
the regulator board (which is used to convert the 25 V input power to the various
voltages required by the other boards, and the Arduino MEGA microcontroller.

output voltage accuracy of about 20 [W. The ADCs (Texas Instruments ADS1248)

were operated at a rate of 5 samples per second (5 SPS) during characterization, for

which the specified readout accuracy is about 10 pV. The results are tabulated in

Table 3.3 and Table 3.4. We are likely limited by the resolution of the multimeter

for these measurements. Nonetheless, the average root-mean-square output errors

(~ 30 pV) are very close to what we would expect based on the specifications

of the DAC, and there is almost no change over 24 hours, which suggests that the

calibration is good for more than a day. The average root-mean-square readout errors

(~ 50 pV) are a bit higher than predicted from the specifications of the ADC, and

after 24 hours the root-mean-square error has increased by about 15 AV, so (depending

on the application) it may be necessary to calibrate the ADC board daily.

Next, we investigated how stable the output voltages are over time (when not

reset). To do this, we measured the output voltage once every second (again using

the Agilent 34401A multimeter) for 12 hours. We used a small voltage set-point

(50 mV) to obtain better accuracy from the multimeter; in this range, the voltage

CHAPTER 3. EXPERIMENTAL APPARATUS72



3.4. CONTROL ELECTRONICS 73

Figure 3-9: Screenshot showing the user-interface for SuperDAC. For each channel,
the left box shows the ADC reading, and the right box allows the user to set the

voltage (the hardware had not been calibrated yet, which is why the ADC readings
are not as close as expected).

accuracy is specified to be 5 pV. The results are shown in Table 3.5. As before, the

measured values are possibly limited by the accuracy of the multimeter. It looks like

the voltage stability of the outputs over time is extremely good; there is almost no

change measured over a period of 12 hours.

The noise spectrum of one of the SuperDAC outputs is shown in Figure 3-10.

AC noise near the secular frequencies is problematic because it can cause heating of

the ion's motional state. For SuperDAC, we find the noise level is below -80 dBm

for frequencies less than 3 MHz, which is sufficient (the output voltages are low-pass

filtered in the cryostat before they are applied to the trap).

3.4.2 Trap RF voltage

The RF electronics are as depicted in Ref. [Wait 12]. A helical resonator mounted on

the 77 K shield is used to step up the RF voltage by factor of ~ 20, at a resonant

frequency of about 30 MHz. The input signal to the resonator is provided by a
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Output: Voltage error

after calibration:

1 19 PV

2 18 PV

3 21 pV

4 33pV
5 34 pV

6 67 pV

7 24 pV

Voltage error

after 8 hours:

19 /I

20 pV

21 pV

32 /N

33 piV

66 /N
24 pV

Voltage error

after 24 hours:

29 tV

20 pV
21 tV

31 pV

34 pV
68 pV

27 pV
8 22 pV 21piV 21piV

Average 30 pV 30 piV 31 pV

Table 3.3: Root-mean-square voltage error for the SuperDAC outputs, averaged over
the range -10 V to +10 V, with 50 trials per point. Comparison with a multimeter
(Agilent, 34401A) is used to compute the errors.

frequency generator (Agilent, 33250A) and a power amplifier (Mini-Circuits, T1A-

1000-iR8). A bi-directional coupler outside the chamber is used to measure the

reflected power from the resonator and trap, allowing us to determine the resonant

frequency. Typical RF voltages at the trap are between 100 and 300 V (amplitude).

3.4.3 Data acquisition software

We have built on the data-acquisition software developed in Ref. [LGA+08] to in-

corporate virtually all of the equipment required to trap ions and take data. With

the addition of servo-controlled shutters, and motor-controlled optical stages, the ex-

periment can now be fully controlled from a single computer console. Compared to

several years ago when running the experiment entailed dashing up and down ladders

to turn knobs and jogging to a computer near the lasers to adjust frequencies, this

has made a big difference to experimenter stamina.
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Output: Readout error Readout error Readout error

after calibration: after 8 hours: after 24 hours:

1 46 pV 48 pV 73 pV

2 56 pV 56 pV 74 pV

3 48 pV 51 pV 70 pV

4 57 pV 58 pV 67 pV

5 45 pV 51 pV 84 /V

6 66 pV 60 pV 83 pV

7 46 pV 48 pV 47 /V

8 56 pV 56 pV 56 tV

Average 53 pV 54 /V 69 piV

Table 3.4: Root-mean-square readout error for the SuperDAC ADCs, averaged over
the range -10 V to +10 V, with 50 trials per point. Comparison with a multimeter
(Agilent, 34401A) is used to compute the errors.

Output: Fluctuation Fluctuation Fluctuation

over 2 minutes: over 1 hour: over 12 hours:

1 3[MV 3 pV 4/W

2 2 pV 3pV 6[pV

3 2pV 2ptV 2 1 V

4 3p/V 2p/V 2NV
5 3pV 3pIV 3 pV

6 2NV 5 pV 3p/V

7 2 pV 3 pV 3piV

8 2 pV 2 pV 3tV

Average 2 pV 3 pV 3 pV

Table 3.5: Fluctuations (standard deviation) in the SuperDAC output

(measured once per second) for different time intervals. A multimeter
34401A) is used for measurement.

voltages
(Agilent,
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3-10: Noise spectrum of SuperDAC unit (channel 1); the noise floor is shown
and the signal is shown in red. The resolution bandwidth was set to 3 kHz
input impedance was set to 50 Q.
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3.5 Baseline measurements

With a single ion, the first, essential elements of any measurement are placing the

ion at the RF null (micromotion compensation), optimizing laser cooling (Doppler

cooling and/or sideband cooling) and assuring accurate qubit rotations. This section

presents typical experimental scans, acquired with a single ion in a Tower-of-London

trap, in order to provide a baseline for measurements taken in this experiment.

3.5.1 Micromotion amplitude

Micromotion amplitude is measured by detecting photon counts from the ion that are

in phase with the RF drive [BMB+98]; it is normalized to the total number of photon

counts. Figure 3-11 shows the micromotion amplitude as a function of the compen-

sation voltage applied to the DC electrodes. The compensation voltage is applied

differentially to the electrodes so that changing the compensation voltage results in

translation of the ion in a chosen direction (in this case, in the i-direction). This

data was obtained while running a script to minimize the micromotion amplitude.

Usually, the micromotion amplitude is ~ 0.02 following compensation.

3.5.2 Blueline spectrum

The spectrum of the transition used for Doppler cooling (5S1 /2 +-+ 5P1 / 2) is measured

because it is a useful diagnostic for Doppler cooling efficiency. For optimal cooling,

the laser power should be set as close to the saturation intensity as possible, and

the frequency detuning from resonance should be set to half the linewidth [RooOO].

Because the transition frequency is blue (422 nm) this type of data is referred to as

a "blueline" scan; a typical scan is shown in Figure 3-12. The measured linewidth

usually exceeds the natural linewidth of 22 MHz (full width at half maximum). After

adjusting the power level, the measured linewidth (full width at half maximum) is
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Figure 3-11: A typical scan obtained while compensating micromotion in the s
direction. The micromotion amplitude is normalized to the total number of photon
counts.

typically about 40 MHz and the maximum photon count rate is close to 100 kHz.

3.5.3 Sideband spectrum

The transition probability (quantified experimentally by measuring the shelving rate

into the 4D5/2 state) for each of the three first-order red sidebands and the three first-

order blue sidebands (corresponding to the three trap modes) constitutes a sideband

spectrum. From this, the average motional state occupation, ii, can be inferred for

each trap mode. A typical sideband scan is shown in Figure 3-13. Following sideband

cooling, we can reach temperatures with ii < 0.1 motional quanta.

3.5.4 Rabi oscillation

With zero detuning from resonance, we drive carrier transitions on the qubit line,

5SI/2 ++ 4D5/2 (at 674 nm). Depending on the laser pulse length applied, we may
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Figure 3-12: Spectrum of the 5S1/ 2 + 5PI/ 2 transition (at 422 nm). When the

frequency offset from the atomic resonance becomes positive, the ion is heated by the

laser. The data points (shown in black) are fitted to a Lorentzian (shown in red),

which has a linewidth (full width at half maximum) of 42 MHz.

leave the ion in the 4D5 / 2 state, or in a superposition of the 5S 1 / 2 and 4D5 / 2 states. The

resulting oscillation in the measured shelving rate as the pulse time is varied (known

as Rabi oscillation) can be seen in Figure 3-14. The time for a population inversion

(for the population to be completely transferred to the 4D5 / 2 state) is known as the

"Pi time". For typical laser intensities (approximately 2 x 105 W/m 2 at 674 nm), the

Pi time is 5 - 6 ps. The contrast (representing how fully population transfer occurs)

is typically close to 99%.
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Figure 3-13: Sideband spectrum of the qubit transition, 5S1 /2 ++ 4D5 /2 (at 674 nm)
following sideband cooling of all three modes close to the ground state. The lowest
frequency sidebands correspond to the axial mode, and the two higher frequency
sidebands correspond to the radial modes. Because the tilt of the trap axes is small,
there is only a small projection of the laser beam onto the highest frequency radial
mode, which is why this line is much narrower.
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Figure 3-14: Rabi oscillations on the qubit (carrier) transition, 5S1 / 2 -+ 4D5 / 2 (at

674 nm), following sideband cooling. Each data point (shown in black) represents
100 experiments, and is fitted to a sinusoid (shown in red), which has a Pi time of
5.3 ps and a contrast of 99%.
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Chapter 4

Transparent ion traps

Fluorescence collection sets the efficiency of state detection and the rate of entan-

glement generation between remote trapped ion qubits. Despite efforts to improve

light collection using various optical elements, solid angle capture is limited to ~ 10%

for implementations that are scalable to many ions. In this chapter, we present a

new approach to light capture, which is based on fluorescence detection through a

transparent trap using an integrated photodetector. We begin by summarizing prior

art, then we introduce our idea, which combines collection efficiency approaching 50%

with scalability. We describe fabrication of transparent surface traps with indium tin

oxide and experiments to verify stable trapping of single ions. As a proof-of-principle

demonstration, the fluorescence from a cloud of ions is detected using a photodi-

ode sandwiched with a transparent trap. Finally, we propose a highly-efficient and

compact "entanglement unit" based on this design.

4.1 Fluorescence collection from ions

Efficient fluorescence collection is essential for fast, high-fidelity state detection and

ion-photon entanglement [LHM+09], but is largely still implemented with bulk optics



and conventional photomultipliers (PMTs) or image-intensified charge coupled detec-

tors (CCDs). In the typical apparatus, a high numerical aperture objective is placed

near to the ion within the vacuum chamber, and relay optics are used to direct the

light to a detector outside the chamber, as shown in Figure 4-1. The resulting solid

angle capture is less than 5% of the fluorescence emitted from the ion. Scaling-up to

dense arrays of trapped ions will require more efficient fluorescence collection from

many ions in parallel.

trap objective photodetector(s)

100 gm 2 cm

vacuum air

Figure 4-1: Diagram outlining the conventional approach to fluorescence collec-
tion, which places a high numerical aperture objective near to the ion, and detects
light emitted with a photomultiplier or charge-coupled detector located outside of the
vacuum chamber. Dimensions shown are typical for experiments with surface traps.

There are various proposals to enhance fluorescence capture within a scalable

architecture. An array of microfabricated phase Fresnel lenses in place of a bulk lens

can provide more efficient light collection from multiple ions [SN'J+ 11, JSN+1 1]. Or,

a micro mirror embedded into a planar trap can improve solid angle collection from

an ion trapped above [HWS+11, NKM+ 10] to as much as ~ 10% [MVL*F 11]. Greater

solid angle capture is possible, at the cost of scalability, by placing the trapping site

at the focus of a spherical [SCK+ II] or parabolic [MGF+ 12] mirror. Similarly, the ion

can be trapped within a high-finesse optical cavity for enhanced light collection into

a single mode [MKB+02, IKLH+04]. Integration of a planar ion trap with an optical

fiber has been demonstrated [KHC 11, BEM+ 11], although the solid angle collection
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is low: ~ 3.5% [VCA- 10].

4.2 New idea: transparent traps

Because the emission pattern of a trapped-ion qubit is isotropic under most conditions,

efficient fluorescence collection means capturing the largest solid angle possible. Yet

in a surface trap, the 27 solid angle obstructed by the trap is typically inaccessible

(with the exception of trap designs incorporating a micromirror embedded into the

trap beneath the ion [HWS+-11, MVL+11, NKM+10]). This can be circumvented by

collecting fluorescence through a planar trap via the underutilized 27 solid angle below

the ion. A surface electrode trap made of transparent materials would in principle

allow for collection efficiency approaching 50%. This concept is illustrated graphically

in Figure 4-2. Combining such a transparent trap with an array of detectors beneath

opens up the possibility of massively parallel light collection.

photodetector

Figure 4-2: Conceptual drawing showing how an ion trap with transparent elec-
trodes would allow fluorescence typically obstructed by the trap to be transmitted to
a photodetector below. For the (typical) dimensions shown, the solid angle capture
possible approaches 50%.

Indium tin oxide (ITO), an electrical and optical conductor commonly used for ap-

plications such as touch screens and LCD displays, is a natural choice for transparent

electrodes. But trapping ions with ITO electrodes poses significant difficulty because

ITO has a resistivity about 1000 times higher than metals typically used for trap elec-

trodes, which makes it difficult to apply sufficient RF voltage on trap. Because ITO is
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an oxide, it may also be susceptible to laser-induced charging of its surface, which re-

sults in strong and difficult-to-control forces on the ions, inducing micromotion, large

displacements, or even making the ions untrappable [HBHB10, WHL+11, SLM+12].

Motivated by these challenges, we have created a transparent surface trap fabricated

with ITO, and collected ion fluorescence through it. We observe stable trapping in

a first ITO trap. We then demonstrate a proof-of-principle prototype for scalable

fluorescence detection in a second ITO trap by collecting light from a trapped ion

cloud using a standard photodiode mounted below.

4.3 ITO trap fabrication

The Quanta Classic trap geometry is chosen (as described in Section 3.1.2), with trap

frequencies in the range of 0.8-1.3 MHz for an RF frequency of 35 MHz, and a trap

depth of about 300 meV. Trap fabrication begins with optical lithography using NR9-

3000PY photoresist on quartz substrate. Next, ITO is deposited by RF sputtering

with argon gas at a rate of 0.5 A/s. Finally, the resist pattern is transferred to

the ITO via lift-off with RD6. The resulting optical transmission of the ITO samples

(including the polished quartz substrate), measured over a 4 mm 2 area with a 422 nm

light source at room temperature, averages to - 60%, which is about 10% lower than

expected for commercial films [KPH+99]. The measured resistivity of ITO varies from

1 x 10-5 Qm to 2 x 10- 5 Qm for different sputtering runs. To improve the conductivity

of the RF electrodes, an additional lithography step is performed to deposit a thin

gold layer on the RF electrodes only.

The first ITO trap, ITO-4K (see Figure 4-3(a)), has 400 nm of ITO for all trap

electrodes, and an additional 50 nm of gold on the RF electrodes only, bringing the

resistivity down to ~ 2 x 10-8 Qm, which is comparable to a fully-metal trap. The

second ITO trap, ITO-PD (see Figure 4-3(b)), also has 400 nm of ITO for all trap

electrodes, but only 5 nm of gold on the RF electrodes for improved transparency
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(~ 60% for 5 nm of Au [SNTIK03]) with a resistivity of ~ 3 x 10-8 m.

This second trap is sandwiched with a photodetector. For a proof-of-concept

demonstration, a commercially available PIN photodiode (Advanced Photonix PDB-

C613-2) is used. This photodiode has an active area of 86.4 mm 2 , corresponding to

light collection from approximately 50% of the solid angle. The photodiode efficiency

drops significantly at cryogenic temperatures due to carrier freeze-out. Measurements

at 422 nm reveal that the photodiode responsivity changes little from ~ 0.1 A/W as

it is cooled from room temperature to 77 K, but plummets to ~ 0.01 A/W at 4 K.

For this reason, measurements with the photodiode are performed at 77 K.

(a) (b) (c)

Figure 4-3: (a) ITO-4K trap mounted in a CPGA; 50 nm of Au is visible on the
RF electrodes and contact pads for wire bonding. (b) ITO-PD trap mounted on
photodiode in a CGPA; with only 5 nm of Au on the RF electrodes, the photodiode
is visible through the trap. (c) Diagram of trap geometry showing RF electrodes

(red), ground electrodes (blue), and DC electrodes (green).

4.4 Trap verification and proof-of-concept proto-

type

Two ITO traps (ITO-4K and ITO-PD) have been tested at cryogenic temperatures

(4 K and 77 K), where low pressure is achievable within a short time frame, and
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heating of the ion's motional state is suppressed [LGA+08]. SSSr+ ions are trapped

100 pm above the trap surface, which is heat sunk to the 4 K stage of a bath cryostat.

The fluorescence emitted on the Doppler cooling transition (5S1 /2 ++ 5P1 /2 ) at 422 nm

is collected for state detection.

For ITO-4K, the estimated trap-surface temperature was 6 K. Single SSSr+ ions

were stably trapped with a lifetime of several hours, comparable to metal traps. No

significant change in the micromotion amplitude was measured after crashing either

a 405 nm or a 461 nm laser beam with intensity ~~ 5 mW/mm 2 into the center of the

trap[WHL+ II] for 10 minutes, indicating that charging is not a major problem for

ITO traps operated at cryogenic temperatures.

ITO-PD has an estimated trap-surface temperature of 77 K. Because the photodi-

ode used has no internal gain mechanism, the resulting picoAmp-scale photocurrent

is difficult to distinguish from electrical noise, making lock-in detection essential. The

intensity of the laser addressing the 4D3/2 ++ 5P3/2 transition is chopped at 300 Hz,

resulting in modulation of the ion fluorescence as population is successively trapped

then pumped from the metastable 4D3/2 state during Doppler cooling. Inside the

cryostat, a custom preamplifier circuit mounted to the 77 K shield amplifies the sig-

nal with low added noise before it is input to a lock-in amplifier (Stanford Research

Systems SR530) outside the chamber, as shown in Figure 4-4.

repumnper
.beam

ion AOM
tc lock-in amplifier

-1. reference frequency

A M > __i -nput

photodiode preamplifier
at 77 K

Figure 4-4: Apparatus for detection of ion fluorescence through a transparent trap
using a photodiode mounted below. The acousto-optic modulator (AOM) is used to
modulate the repumper for lock-in detection.
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The preamplifier circuit consists of a transimpedance amplifier followed by a volt-

age gain stage, resulting in a net gain of ~~ 2 x 10 V/A. The compact design is

based on a low noise op amp (Analog Devices, AD745R); as shown in Figure 4-5 (the

schematic) and Figure 4-6 (the board layout). The circuit was characterized for op-

eration at 77 K where Johnson noise is suppressed. Figure 4-7 shows how the circuit

is mounted to the 77 K shield using a copper spacer which fits in between the top of

the shield and the plate sealing the inner vacuum chamber. The expected signal for

~ 50 ions in this setup is estimated in Table 4.1 and compared with our conventional

bulk optics and photomultiplier (PMT) setup.

87758-1016 IIN
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X14 +1V GND

X8 -10V
x1-10 VOUT
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Figure 4-5: Schematic for the preamplifier circuit.

The pressure in the cryostat when operated at 77 K is insufficient (~ 1 x 10-7 Torr)

for stable trapping, so a cloud of ions was continually loaded. Figure 4-8(a) plots the

photodiode voltage during initial loading of an ion cloud against the photon counts

for light collected at the same time using bulk optics and a photomultiplier, indicating

that the photodiode response is proportional to the fluorescence rate. Variation in the

photodiode signal is likely due to scatter from the modulated repumper beam. Figure

4-8(b) compares the photodiode voltage before and after an ion cloud was loaded,
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(a) (b)

1.6 Inches

1.1 Inches

Figure 4-6: (a) The PCB artwork for the preamplifier circuit. The top layer routing
is shown in red, the bottom layer routing is shown in blue, and the drill locations are

shown in green. (b) The populated preamplifier circuit board before installation in

the cryostat.

showing that the ion cloud fluorescence is distinguishable from the background. Over

a measurement interval of a few minutes, the detected signal from the ion cloud

averages to 175 49 mV, which is consistent with the signal predicted above for

50 ions.

These experiments indicate that significant improvements in quantum state de-

tection are possible using transparent traps with integrated detectors. Assuming a

noiseless amplifier, our photodiode signal could be used to distinguish between quan-

tum states with greater than 99% fidelity with a 1 ms integration time. More gener-

ally, nearly 50% solid-angle collection is possible by using a photodiode with a large

active area or focusing fluorescence onto the photodiode using additional optics below

the trap. Then, the only losses before the detector occur in the ITO film and in the

substrate. For commercially available ITO films these losses could be as low at 10%

[KPH+99]. Replacing the photodiode by a device with an internal gain mechanism

such as the Visible Light Photon Counter (VLPC), which has a quantum efficiency of

88



4.4. TRAP VERIFICATION AND PROOF-OF-CONCEPT PROTOTYPE 89

(b)(a)
j

16 cm

Figure 4-7: (a) Photograph showing how the preamplifier circuit is mounted to
the 77 K radiation shield. The top of the chip packages make thermal contact to
the copper mount. (b) Close-up view showing how the preamplifier circuit board is
attached.

Light Power Detector Photodiode Lock-in

collection at the quantum current amplifier

efficiency detector efficiency output

ITO-PD 30% 60 pW 30% 6 pA 120 mV

PMT 5% 10 pW 20% n.a. n.a.

Table 4.1: Comparison of photodiode and photomultiplier (PMT) collection efficien-
cies, with expected signal values for 50 ions, assuming a scattering rate of ~ 107 pho-
tons/s per ion at 422 nm, resulting in 200 pW of total fluorescence into 41T solid
angle.

88% at 694 nm and 4 K [MKH09a], would allow a total detection efficiency of nearly

40%, compared to the typical 1-5% possible with a conventional photomultiplier and

bulk optics. For our system, this would mean reducing the time required for quantum

state detection with 99% fidelity from the current 200 ps to only 5 ps.
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Figure 4-8: (a) Photodiode voltage and photomultiplier count rate, both background

subtracted, during loading of an ion cloud. Each point is averaged over 30 seconds.

(b) Histogram of photodiode voltages over a period of several minutes without ions

(red), and after loading an ion cloud (blue).

4.5 Conclusion

photo
detector 2

ion I
ITO trap

Fresnel
lens

ion 2

photo
detector I

Figure 4-9: Diagram of proposed compact entanglement unit (see text).

Our measurements establish that ITO is a viable material to use for microfabri-

cated traps, and provide a first demonstration of light collection from ions through a

trap with an integrated photodetector. The ability to form transparent traps opens up

many possibilities to integrate ions with devices to transfer and detect light efficiently

in a scalable architecture. One particularly interesting application is a compact entan-
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4.5. CONCLUSION

glement unit, as shown in Figure 4-9. Here, transparent traps mounted on adjacent

faces of a beam splitter house two (or more) ions to be entangled. Diffractive optics

below the traps overlap the images of the two ions on detectors at the opposite faces of

the cube, allowing for heralded entanglement generation between the ions [LHM+09].

For current state-of-the-art experiments, relying on bulk optics and light transmission

in fibers, the total coupling efficiency for photons is only ~ 0.004 [MOH+09], result-

ing in an entanglement generation rate of only ~ 2 x 10' s- 1 (when the experiment

is repeated at 100 kHz, assuming a branching ratio of 0.005, and a photodetector

quantum efficiency of 15%). For the proposed compact entanglement unit (neglect-

ing losses due to reflection at interfaces, and absorption in materials other than ITO),

the coupling efficiency is ~~ 0.45, resulting in a probability of entanglement generation

of ~ 30 s-1, which is ~ iO3 times higher than the best rates achieved to date.
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Chapter 5

Graphene-coated ion traps

Electric field noise originating from metal surfaces is a hindrance for a variety of micro-

engineered systems, including for ions in microtraps, but is not well understood at

the microscopic level. For trapped ions, it is manifested as motional-state heating

inexplicable by thermal noise of electrodes alone, but likely surface-dependent. In

this chapter, we investigate the role of surface properties in motional heating by

creating an ion trap with a unique exterior. We describe the fabrication of an ion

trap coated with graphene, a material free of surface charge and dangling bonds,

and our experiments to characterize the trap. Surprisingly, we measure an average

heating rate of 1020 30 quanta/s, which is about 100 times higher than is typical

for an uncoated trap operated under similar conditions. Lastly, we discuss potential

mechanisms to explain this result.

5.1 Motional heating of trapped ions

Miniaturization of traps is a natural first step towards realizing trapped-ion quantum

computation at scale. But trap miniaturization comes at a cost: ions are exposed

to worsening electric field noise with proximity to the trap surface (typically metal).
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Noise near the motional frequency of the trapped ion couples to its charge, resulting

in motional-state heating and gate error [TKK+00]. This is problematic because the

shared motional state of ions in a trap forms a convenient "bus" used for nearly all

multi-qubit gates; if the motional state is altered by noise during a gate operation,

this will limit the fidelity. Perplexingly, the heating rates observed in experiments

are larger than expected due to thermal (Johnson) noise from resistance in the trap

electrodes or external circuitry [TKK+00, DK02].

Electric field noise is an obstacle shared by other micro- and nanofabricated de-

vices incorporating metal surfaces and interfaces, including field-effect transistors

[SDA+12], superconducting circuits [PAY+09], and microtraps for ultracold atoms

[LTCV04]. It also poses a challenge to precision measurements ranging from stud-

ies of non-contact friction [SMS+01] and measurements of the Casimir-Polder force

[KSDL10] to gravitational wave experiments [PSG08]. Because of their charge, and

the exactness with which their motional state can be controlled and measured, trapped

ions are exquisite probes for studying electric field noise near surfaces.

The origin of the excessive noise seen in ion traps still eludes researchers, but the

heating rate has been observed to diminish by about 100 times when trap electrodes

are cooled from room temperature (295 K) to 4 K, suggesting that it is thermally

activated [DOS+06, LGA+08, LGL+08]. Termed "anomalous" [DK02], the heating

rates observed are still orders of magnitude higher than expected from Johnson (ther-

mal) noise in trap electrodes and connecting circuits [TKK+00]. The observations are

consistent with an unfortunate d-- scaling law (where d is the distance from the ion to

the nearest electrode), as would be expected for a random distribution of fluctuating

charges or dipolar patch potentials on the electrode surfaces [DHL+04].

Experimental evidence indicates that surface effects play a significant role in mo-

tional heating. An increased heating rate was measured near the loading zone of a

trap [DNM+11], and no observable change in heating rate was measured as the bulk
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of the trap electrodes transition to the superconducting state [WGL+10]. Further,

the heating rate was recently shown to be insensitive to the trap material over a large

temperature range [CS14]. Theoretically, a correlation length associated with surface

disorder has been shown to characterize electric field noise generated near the surface

[DCG09, LHC11]. A possible microscopic model points to fluctuations of the electric

dipoles of adsorbed molecules on the trap surface as the source of excessive noise

[DNM+11, SNRWS11]. This model is physically feasible; after exposure to the atmo-

sphere, the trap surface typically develops at least several monolayers of adsorbates,

and depending on the electrode material, a native oxide layer may also form.

5.2 Our approach: engineered surface

With the observations about motional heating described in Section 5.1 in mind, we

became interested in creating a trap with distinctly dissimilar surface properties from

metal. In particular, we were intrigued by the surface attributes of graphene-a mate-

rial which exhibits an exterior free of dangling bonds and surface charge. The surface

of graphene prepared by standard peel-off method is so pristine that atomic layer

deposition (ALD) of metal oxide onto graphene fails because there are no dangling

bonds or surface groups for ALD precursors to react with [WTD08]. Moreover, large

graphene films grown on metal by chemical vapor deposition (CVD) have been shown

to protect the underlying metal surface from oxidation and reaction with air, even

following heating [SACS10, CBL+11]. These properties make graphene a compelling

ion trap material to explore.

In this work we investigate motional heating in a surface trap with graphene-

coated copper electrodes. Graphene-covered metal is chosen instead of wholly graphene

in order to enhance conductivity of the RF electrodes. We hypothesize that such

a trap will induce lower motional heating, because graphene will act as a field-

transparent coating free of dangling bonds or surface charges, and may also help
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by reducing contamination of the metal electrodes with potentially noise-generating

oxides and surface adsorbates. We develop a fabrication process to synthesize mono-

layer graphene on a surface-electrode ion trap, and measure the resulting heating rate

of a single ion confined above the trap surface.

5.2.1 Graphene as a protective coating for metals

Among its many unique properties [GN07], graphene has recently been shown to act

as an extremely thin protective coating for metals [CBL+11]. Graphene is a sin-

gle atomic layer of carbon atoms forming a tightly-packed, 2D honeycomb lattice.

With complete internal sp2 bonding in each sheet, graphene has exceptional thermal

and chemical stability [dHBW+07]. These surfaces of sp2 carbon allotropes form a

natural diffusion barrier, allowing graphene to act as a thin-only 0.34 nm per layer

separation barrier to reactants. Early studies showed that even with defects, a closed

graphene membrane ("balloon") is impermeable to standard gases (helium, argon

and air) [BVA+08]. A graphene coating has also been shown to inhibit reaction of an

underlying metal with oxygen. For an intercalation layer of thin Fe film underneath

graphene on Ni, the X-ray photoelectron spectroscopy (XPS) of core levels (and ul-

traviolet photoelectron spectroscopy (UPS) of the graphene-derived 7r states in the

valence band) were found to be unchanged following exposure to large amounts of

oxygen [DFRL08]. Similarly, in studies of emission of spin-polarized secondary elec-

trons from Ni with a graphene coating, the magnitude of spin polarization was found

to be insensitive to exposure to oxygen [DFL08]. Monolayer graphene, grown on Ru

films, was found to uniformly cover curved surfaces and to protect the underlying

metal surface against reaction with ambient gases [SACS10]. Additionally, oxygen

adsorbates are only weakly bound to the graphene exterior, compared to uncoated

metal.
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5.3 Trap design

The ion trap geometry chosen for this investigation-the Quanta Classic (as described

in Section 3.1.2)-has been well-characterized in terms of single-ion heating rates

[LGA+08]. It is a five-electrode design in which a single ion can be confined 100 Pm

above the trap surface (see Figure 5-1(a)). For this design, the trap frequencies (the

frequencies of the harmonic trap, or "secular frequencies") are in the range of 0.8

to 1.3 MHz for an RF frequency of 35 MHz, and the trap depth is about 300 meV.

We choose copper as our electrode material for compatibility with MEMS and CMOS

fabrication processes, and because it is most amenable to monolayer graphene growth.

The planar dimensions of the trap are 10 mm x 10 mm, which is typical for

a surface trap, but large enough to preclude using graphene prepared by standard

peel-off method to coat the electrodes. Instead, we employ CVD synthesis techniques

on metal substrate to create large-scale graphene films. CVD synthesis methods

utilize the temperature-dependent solubility of carbon in transition metals to control

carbon precipitation on the surface of metal films, producing one or more graphene

layers. Single-layer growth has been demonstrated on Cu [LCA+09], Pt [FKO05]

and Ir [CDBM08], and multiple-layer growth on Ni [CZL+09, RJH+09, RTJ+09] and

Ru [SFS08]. Remarkably, the resulting films remain uniform across multiple grain

boundaries and surface steps of the underlying seed metal [LCA+09, SACS10]. We

choose to grow monolayer graphene in order to avoid potential contamination build-up

between multiple layers.

A graphene sheet can be synthesized on copper foil and transferred onto another

substrate using PMMA film [LZC+09], and can also be patterned using photolithog-

raphy [LRVGP09]. However, contamination and structural damage are liable to occur

during these processes. There is also a risk that graphene will cause shorting between

RF electrodes due to misalignment of the transferred film, or rough edges left by

the lithography process. To avoid these concerns, we choose to synthesize graphene
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directly onto the trap electrodes. Typically, CVD synthesis of graphene proceeds

using Cu foils several 10s of microns thick [KZ.J+09], but growth on evaporated Cu

films only 500 nm thick has been demonstrated [LRVGP09] with adjustments to the

growth conditions. We build on this work to synthesize graphene directly onto evap-

orated copper trap electrodes one micron thick. By limiting the number of processing

steps, this approach reduces the risk of contamination or damage to the electrodes

and graphene coating.

(a) (b)

Figure 5-1: (a) Diagram of trap geometry showing RF electrodes (red), ground
electrodes (blue), and DC electrodes (green). A single ion is confined 100 Am above

the center of the ground electrode adjacent to the notch in the RF electrode. (b)
Photograph showing one of the graphene-coated ion traps tested (MLG-la) mounted
in a CPGA (all traps tested are from a single fabrication batch and therefore look
very similar).

5.4 Trap fabrication

Fabrication begins with preparation of graphene growth substrates, i.e. the ion traps.

Copper traps are fabricated on quartz substrate by e-beam evaporation of a 20 nm

titanium adhesion layer, followed by evaporation of 1 pum of copper. Electrodes are

patterned by coating the wafer with NR9-3000 photoresist and performing optical
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lithography. Our apparatus for graphene synthesis is a low-pressure CVD chamber,

similar to previous reports [RJH+09, RTJ+09]. CVD synthesis begins with annealing

of the sample in hydrogen gas (H 2) to smooth the metal surface and activate grain

growth. Then, carbon is introduced into the electrodes-which act as the seed metal-

by decomposing diluted methane gas (CH4). Finally, controlled cooling of the metal-

carbon solid solution in a hydrogen environment promotes graphene precipitation.

Because there is no seed metal in the gaps between the electrodes, no graphene is

produced there.

With thin metal films, there is a propensity for dewetting to occur during graphene

synthesis. We found that the parameters for graphene growth needed to be carefully

optimized (in particular, the times for each step) in order to avoid formation of

holes in the copper electrodes. The optimized schedule for our growth process is

detailed in Table 5.1. To confirm the presence of monolayer graphene following CVD

synthesis, Raman spectra are taken of the samples. Although there is significant Cu

background, the G, D and 2D peaks of graphene are clearly visible. A small G/2D

ratio, and a small D peak are observed, which suggest that the graphene is a single

layer thick. The Raman spectra of a trap can be seen in Figure 5-2. Surface coverage

was inferred from optical image intensity measured across graphene films transferred

from copper samples onto 300 pm-thick SiO 2 substrate [LCA+09]. We estimate that

there is > 90% monolayer graphene coverage.
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Growth step Gases in Flow rate Temperature Time

chamber [sccm] [C] [minutes]

1 H 2  10 warm-up 10

2 H 2  10 1000 10

3 CH 4  20 1000 10

H 2  10

4 H2  10 cool-down 20

Table 5.1: Growth parameters chosen for graphene synthesis on evaporated copper
traps. During warm-up (and cool-down) the temperature of the chamber is being
ramped up from room temperature to 1000 'C (and vice versa).
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Raman shift (cm-1)
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Figure 5-2: Raman spectra of a copper trap following graphene synthesis (with

an integration time of 30 seconds). The broad hump is the Cu background and the

indicated peaks correspond to graphene. The small G/2D ratio and small D peak

suggest that the graphene is primarily monolayer.
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5.5. TRAP TESTING AND HEATING RATE MEASUREMENTS

5.5 T rap testing and heating rate measurements

Graphene-coated ion traps are packaged in a ceramic pin grid array (CPGA) carrier,

which is then mounted to the vacuum chamber of a bath cryostat (see Section 3.2).

Operation at cryogenic temperatures (77 K or 4 K) allows for vacuum pressure be-

low 10-10 Torr within a short time frame and avoids the need to outgas the vacuum

chamber after installing the new trap. There is also a thermal suppression of the heat-

ing rate (relative to operation at room temperature) [DOS+06, LGA+08, LGL+08],

which makes it possible to measure motional heating with high accuracy (by compar-

ing sideband strengths).

During testing, a single 88Sr+ ion is loaded into the trap via photoionization of a

thermal vapor and confined 100 pm above the surface. Doppler cooling on the dipole-

allowed 5S1 /2 -+ 5P1 / 2 optical transition at 422 nm reduces the ion temperature to

below 1 mK. A narrow diode laser locked to a stable external cavity permits access to

the quadrupole-allowed 5S1/ 2 -+ 4D5 /2 optical transition at 674 nm. This transition

is used for sideband cooling [W179, DBIW89] the lowest frequency mode of the ion

at 0.86 MHz to the motional ground state with fidelity exceeding 95% [LGA+08].

Fluorescence emitted on the Doppler cooling transition at 422 nm is collected

to distinguish between the 5S1 /2 and 4D5 /2 states (the ion emits no fluorescence

when it is shelved in the metastable 4D5 / 2 state). For the lowest frequency trap

mode, the transition strengths on the red and blue motional sidebands are determined

by measuring the probability of shelving in the 4D5 / 2 state. The mean number of

motional quanta h can then be read out by comparing the transition strengths on the

sidebands [TKK+00]. To measure the heating rate A, a delay time is added before

h read-out, which is then varied to monitor the average number of quanta versus

time. For a bare metal trap (gold or copper of the same design chosen for this work)

operated under comparable conditions, at 4 K, we typically measure a heating rate of

about n = 10 quanta/s. [LGA+08, LGL+08]. We have not observed any significant
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difference in heating rate for metal traps that have been annealed at high temperature,

versus other metal traps [WGL+10].

5.6 Results

Three graphene-coated ion traps were tested: MLG-a, MLG-b, and MLG-c. A pack-

aged trap (MLG-c) is shown in Figure 5-1(b). The first trap tested, MLG-a, could

confine ion clouds at 77 K, but was not tested at 4 K due to shorting between DC

electrodes. The shorting was most likely caused by excessive Sr discharge coating the

trap when the oven was outgassed (a large amount of Sr was observed on the CPGA

when the trap was removed from the cryostat). The following two traps, MLG-b and

MLG-c, had no shorting problems and both allowed for stable trapping and manipu-

lation of a single 88Sr+ ion (see Figure 5-3(a)). The ion lifetime with cooling lasers on

was several hours, similar to traps made of uncoated metal [LGA+08]. For MLG-b,

the heating rate averaged over 20 measurements was n = 1020 30 quanta/s. The

data are shown in Figure 5-3. For MLG-c, after trying many different cooling and

voltage settings, sideband cooling could not be optimized to allow for ground state

cooling. It is likely that the heating rate was prohibitively high for sideband cooling

to outpace heating.

102



5.7. DISCUSSION 103
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Figure 5-3: (a) A single, trapped SSSr+ ion above MLG-c as seen on the experiment

CCD camera (false colors). (b) Shelving rate (averaged over 20 measurements, each

with 100 trials per point) on the red sideband (shown in red) and the blue sideband

(shown in blue). (c) Plot showing the inferred average phonon number h as a function

of time. The linear fit indicates a heating rate of h = 1020 t 30 quanta/s.

5.7 Discussion

The heating rate measured in the graphene-coated trap is ~ 100 times higher than

expected for a bare metal trap operated under comparable conditions [LGA+08,

LGL+08]. This is a significant change, indicating that the graphene coating had

a major impact on motional heating. But contrary to our hypothesis, the graphene

layer increased rather than lessened the heating rate. It is possible that the presence

of imperfections such as holes, multi-layer flakes and grain boundaries in the graphene

coating contributed crucially to the electric field noise at the ion position, but this was

not anticipated because monolayer-graphene-coverage is > 90%. Surface roughness

could also potentially compound the effect of defects in the graphene layer.

5.7.1 Surface roughening during CVD synthesis

We observed some roughening of the underlying copper surface following graphene

synthesis. Scans of the trap surface using a profilometer reveal that before graphene

synthesis, the evaporated traps have a root mean square (RMS) roughness of less than



10 nm. After graphene synthesis, the RMS roughness is closer to 200 nm. Some repre-

sentative profilometer scans can be seen in Figure 5-4. The change in surface quality

is clearly caused by the elevated temperatures required for CVD synthesis (close to

the melting point of copper). It is not clear what effect, if any, surface roughness

might have on the properties of the trap, other than to increase the background light

scattering from laser beams grazing the trap surface.

5.7.2 Related studies: modifying surface composition in situ

As we began our study of motional heating in traps with unique surface compo-

sition, other researchers pursued studies of motional heating in standard (metal)

traps with surface composition altered in situ. In these experiments, the heating

rate was measured before and after argon-ion bombardment [HCW+12, DGB+14

or laser-desorption cleaning [AGH+11] of the surface. These studies sought to de-

termine whether removing surface contamination-such as oxide and adsorbates-to

reveal pristine metal electrodes would decrease the heating rate. Remarkably, both

investigations into argon-ion-beam cleaning of the trap surface in-vacuum reported

a 100-fold reduction in the heating rate, confirming that surface effects dominate

anomalous heating.

The most recent of these experiments employed an apparatus with capability to

monitor surface composition, perform argon-ion-bombardment, and measure the heat-

ing rate in situ [DGB+14]. The investigators found that changes in oxygen or carbon

adsorbate coverage in vacuum have little effect on heating. Instead, it is posited that

hydrocarbon molecules adsorbed during the preparatory vacuum bake could be sig-

nificant contributors to heating prior to their removal during argon-ion-beam cleaning

[H 14, HCW+12, HCW+13]. This is particularly relevant to our investigation because

graphene is highly lipophilic; regardless of the production method used, hydrocarbon

molecules are found on graphene [MKE+08]. Thus, hydrocarbon contamination may
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be partially responsible for the elevated heating rate we measured.

Hydrocarbon contamination on graphene films can be monitored via atomic-

resolution, high-angle dark field imaging and electron-energy-loss spectroscopy [BGB+09].

Assuming that hydrocarbon contamination plays a role in anomalous heating, it would

be instructive to compare the heating rates induced for different types and arrange-

ments of hydrocarbon deposits on the graphene surface. Graphene could be a good

material choice for further studies because adsorbates other than hydrocarbons are

weakly bound to the surface, and graphene coating prevents reaction of underly-

ing metal electrodes with the environment [SACS10, CBL+11]. Such a study could

potentially illuminate the microscopic mechanism behind anomalous heating. Addi-

tionally, trapped ions could potentially be employed as extremely sensitive probes of

hydrocarbon or other deposits on graphene [CGD+10], which would be valuable for

understanding its surface chemistry.
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(a) 

(b) 

(c) 

Figure 5-4: (a) Profilometer scan across 20 µm in a central area of an evaporated 
copper trap. (b) Profilometer scan across 20 µm of a trap from the same batch 
following graphene synthesis (notice the axis scale has changed). ( c) Profilometer 
scan across 400 µm of the same graphene-coated trap. 



5.8. CONCLUSION

5.8 Conclusion

In summary, we have synthesized monolayer graphene on the surface of an ion trap

with evaporated copper electrodes, and demonstrated stable confinement of single

ions in the trap. We measured an average heating rate of 1020 t 30 quanta/s, which

is ~ 100 times higher than expected for a bare metal trap operated under comparable

conditions, at 4 K [LGA+08, LGL+08]. Instead of reducing electric field noise, as we

originally expected, the added graphene layer appears to have increased it. This may

be consistent with recent results suggesting that hydrocarbon contamination, which is

ubiquitous on graphene, plays a prominent role in motional heating. Further studies

incorporating atomic-level surface monitoring of hydrocarbon deposits on graphene

could improve our understanding of anomalous heating on the microscopic level.
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Chapter 6

Ion traps in CMOS

Can we leverage the performance and scale of the CMOS manufacturing platform for

quantum information processing? In this chapter, we describe how we overcome ma-

terials challenges to create a surface-electrode ion trap fabricated in a 90-nm CMOS

(complementary metal-oxide-semiconductor) foundry process. With one of the inter-

connect layers defining a ground plane between the trap electrode layer and the p-type

doped silicon substrate, we find that ion loading is robust and trapping is stable. We

measure a motional heating rate comparable to those seen in other surface-electrode

traps of similar size. Finally, we note that the CMOS process employed in this work in-

cludes doped active regions and metal interconnect layers, allowing for co-fabrication

of standard CMOS circuitry as well as devices for optical control and measurement.

6.1 CMOS technology for trapped-ion systems

All of the traps described thus far were constructed using specialized, non-standard

fabrication processes. The benefit of specialized fabrication processes-which are the

norm in the ion-trapping community-is that they allow each trap to be tailored

to the materials or devices to be integrated. The downside of using custom pro-
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cesses is that repeatability at different facilities is very difficult, and features like the

lithographic resolution are typically limited. All of this is in contrast to how classi-

cal processors are manufactured, using standardized CMOS (complementary metal-

oxide-semiconductor) technology, which allows for devices with critical dimension of

~ 10 nm, in quantities of about 1011, to be fabricated reproducibly on a common

silicon substrate.

A typical ion trap fabrication process involves patterning a single metal layer

atop a quartz or sapphire substrate. By contrast, a standard, high-resolution CMOS

fabrication process typically involves patterning of 8 or more copper interconnect

layers (separated by oxide) plus an aluminum pad layer, on a doped polysilicon

substrate; the resulting active and passive layers can be used to form dense, high-

performance digital circuits. Silicon substrates have been used in trap construc-

tion before, but none of these traps have had doped, active device fabrication avail-

able, and only a few metal layers (four maximum) have been implemented to date

[LLC+09, SFB+10, BriO8, AHJ+12, WSGS12, WAF+13, SRW+14, NLK+14]. To in-

vestigate whether the CMOS manufacturing platform can be harnessed for trapped-

ion systems, we designed an ion trap to be constructed in a standard, high-resolution

CMOS fabrication process.

6.2 Trap design

The Tower of London trap geometry was chosen (as described in Section 3.1.1) be-

cause this design offers flexibility to create various trapping potentials and allows

scalability to multi-zone traps with complex geometries. Other advantages include

comparative ease in selecting control voltages, and relatively narrow RF electrodes,

allowing for lower capacitive coupling and RF power dissipation in the trap. The

electrodes are scaled to create a trapping site 50 pm above the surface of the trap

chip. Trap electrodes are patterned into the top aluminum pad layer (for more de-
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Trap feature Size

Center ground width (not including gaps) 50 pm

RF width (not including gaps) 60 um

DC width (not including gaps) 215 pm

Gap size 6 pm

Bending radius of the rounded edges 5 pm

Length of RF electrodes 2 mm

Width of DC electrode breakout wires 18 pm

Table 6.1: Trap electrode dimensions chosen to create a 50 pm trap height.

tails, see Section 6.3). The mask for the traps is shown in Figure 6-1. Segmented dc

control electrodes are routed to wire bonding pads in the corners of the trap chip to

prevent wirebonds from obstructing laser access. Because devices are fabricated on

a shared, multi-project wafer, the mask area for the traps is limited to 3 x 3 mm2.

Each finished trap is 2.5 mm long and 1.2 mm wide.

shown in Table 6.1.

Detailed trap dimensions are

Trap mask. The mask is 3 mm long, and 1.5 mm wide.

6.2. TRAP DESIGN ill

Figure 6-1:



6.2.1 Edge-effects due to shortened RF electrode length

Each trap can be no longer than about 3 mm (including space for dicing the wafer),

restricting the length of the RF electrodes considerably compared to a typical trap.

The aspect ratio with respect to the ion height is still very large (- 30), but it is

worth checking if edge effects will be limiting. In the limit of very long RF electrodes,

the RF electric field will be uniform along the trap axis (i.e. the field cross section in

the plane orthogonal to the trap axis will be constant across the length of the axis),

and the RF field null will form a line. In the case of shortened RF electrodes, the

RF electric field ERF (z) will be non-zero at points along the trap axis further from

the trap center, meaning that if the DC potential puts the trap site away from the

geometric center of the trap, there will be some residual RF electric field, resulting

in excess micromotion.

For a trap depth > 50 meV, an RF amplitude of about 60 V is required on trap

(at a frequency of 35 MHz). The resulting excess RF field due to edge-effects along

the trap axis ERF (z) can be estimated using the model from Ref. [Hou08]). The z-

component of this field plotted along the trap axis (z axis) is shown in Figure 6-2. The

axial micromotion amplitude induced by this field, a,(z), as a function of distance

from the geometric center of the trap, can then be calculated (plotted in Figure 6-3):

az(z) eERF(Z) (6.1)
mQRF

The largest micromotion amplitude plotted in Figure 6-3 (half-way between the

center of the trap and the end of the RF electrodes) is 10 nm, which suggests that

excess micromotion due to shortened RF electrodes should be negligible. To get a

feeling for what this means consider the following: one consequence of excess micro-

motion is broadening of the transition used for Doppler cooling, which reduces the

rate at which the laser can cool the ion. To assure that the Doppler-cooling transition
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Figure 6-2: Estimated RF field along the trap axis due to edge-effects (ERF(z) ' -
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Figure 6-3: Estimated excess micromotion due to edge-effects along the trap axis.

(with F ~ 20 MHz at 422 nm for "Sr+), is broadened by less than 1% by micromo-

tion, the micromotion amplitude needs to be < 40 nm (assuming the RF frequency

QRF = 35 MHz). So, within the center half of the RF electrodes, broadening of

the Doppler-cooling transition due to excess micromotion induced by edge effects is

negligible.
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6.2.2 Width of DC electrodes

The DC electrodes are also significantly shorter (DC width, w = 215 Atm) than in a

typical trap. However, the angle subtended (in the x-direction) by the electrode from

the ion saturates after ~ 2w (as can be seen in Figure 6-4) so this is not a major

concern.

-0.4
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E
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0

0.0
0 200 400 600 800

DC electrode length [pm]

Figure 6-4: Angle subtended (in the x-direction) by the electrode from the ion as a
function of electrode width.

6.3 Trap fabrication

Devices were fabricated on a 3 x 3 mm2 die (Fig. 6-5) on a shared, 200-mm, multi-

project wafer produced in a 90-nm CMOS process operated by IBM (9LP process

designation). This process is primarily utilized for dense, high-performance digital

circuits, and the trap die was one of many designs fabricated in parallel on the same

wafer. The process allows for patterning of 8 copper interconnect layers, along with

the top aluminum pad layer (right panel of Fig. 6-5). This 1.3 Pm thick pad layer

was used for the trap electrodes. For several of the traps, an additional copper layer

(m5) approximately 4 pm below the aluminum layer's bottom surface and 2 ym above



the silicon substrate was used to form a ground plane under the extent of the trap.

Other traps were fabricated without a ground plane. Due to metal density constraints

arising from chemical-mechanical polishing steps applied to these layers, this ground

plane was patterned as a mesh of 600 nm strips separated by 350 nm along the x

direction and 10 pm along the y direction (see Fig. 6-5). Metal vias connect this

copper ground plane to the center electrode of the trap through the upper metal

layers m6-m8.

Dielectric

1.3 pm

3.9 pm

I
I 250 nm

2.4 pm

Figure 6-5: Die and process cross-section. A micrograph of the fabricated 3 x 3 mm 2

die is shown in the upper left panel. The lower left panel shows a perspective rendering
of the top aluminum trap layer and the meshed ground plane in copper below, as
designed; the gaps in the trap electrodes here are 5 um, and the ground mesh is
formed of 600 nm wires with 350 nm gaps along x and 10 jm gaps along y. A chip
cross section is diagrammed at right, with approximate relevant dimensions labeled

("pSi" is polysilicon and metal interconnect layers are labelled ml through m8). Vias
shown between metal layers are only representative.
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6.4 Trap characterization

After commercial foundry fabrication, trap chips are diced from the full die, to a size

of approximately 2.5 x 1.2 mm2, and are bonded to a larger interposer. Trap test-

ing was carried out in a cryogenic vacuum system at MIT Lincoln Laboratory that

allows for variation of the trap-chip temperature. This system has been described in

Ref. [SKC 12]. Using a quarter-wave helical resonator, a 43 MHz RF signal of approx-

imately 100 V amplitude was applied to the trap electrodes to produce radial trap

frequencies of approximately 4-5 MHz. DC potentials of up to approximately 30 V

were applied to the segmented control electrodes to produce an axial potential with

frequencies near 1 MHz. "Sr+ ions are loaded by accelerating precooled Sr atoms

from a magneto-optical trap toward the ion trap where they are photo-ionized and

Doppler cooled [SKC12]. Although not measured precisely in this work, loading effi-

ciency into these traps is similar to more conventionally fabricated surface-electrode

traps using the same loading method.

Figure 6-6: Micrograph of trap chip diced from die and mounted on the sapphire
interposer of a cryogenic vacuum system. Aluminum wirebonds are used to make
contact from the aluminum trap electrodes to the gold interposer leads. The chip is
2.5 mm long and 1.2 mm wide. The inset shows two ions trapped 50 Pm from the
surface of the trap chip. The ions are approximately 5 pm apart.

We noticed slightly more power dissipation in the foundry traps than in traps
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fabricated from gold or niobium on sapphire for similar RF voltage amplitude[CS14],

most likely due to higher dissipation in the metals or dielectrics. Ion lifetimes of more

than an hour were observed in the presence of Doppler cooling light, equivalent to

the best lifetimes seen in other traps measured in this vacuum system.

6.4.1 Dielectric breakdown

A possible limitation to the use of high-resolution CMOS processing is breakdown

at large applied potentials, especially since typical ion trap voltage amplitudes are

significantly higher than those used in CMOS electronics. However, for up to 200 V

static bias applied, the leakage current was below 10 pA, and no sudden increase

corresponding to a dielectric breakdown was observed. We performed these tests

at room temperature (in a high-dielectric-strength fluid to prevent air breakdown),

applying the potential between one of the RF electrodes and either the ground plane

or one of the adjacent DC electrodes in both types of trap.

6.4.2 Laser-induced photo-effects

Traps without a ground plane displayed significant laser-induced photo-effects due to

the excitation of carriers in the silicon by scattered light used for atom photoionization

(PI, 405 nm) and ion Doppler cooling (422 nm). During trap loading, this manifested

itself as variation of the RF voltage amplitude on the trap electrodes due to varying

impedance of the trap when the 405-nm PI light was on. The effects on the trapping

potential were visible as ion motion synchronized to the PI light switch state. We

observed no photo-effects in traps with a ground plane.
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6.4.3 Temperature-dependent nonlinearities

Traps without a ground plane also exhibit strong trap-temperature-dependent non-

linearities in the resonance response of the voltage-step-up resonator. A ground plane

reduces RF leakage into the silicon substrate sufficiently to eliminate this effect, such

that we observed stable trapping for chip temperatures from 300 K down to 8 K.

6.4.4 Motional heating

As discussed in Chapter 5, it is important to characterize the heating rate in poten-

tially scalable trap technologies. We measured the heating rate of the 1.3 MHz axial

vibrational mode using sideband amplitude spectroscopy on the S1/ 2 -4D5 /2 transition

(using the method described in Sections 2.4.3 and 5.5) . Results of one such measure-

ment are presented in Fig. 6-7 for a chip temperature of 8.4 K. Five measurements

were recorded over a few days for nominally the same conditions; the average heat-

ing rate is 81(9) quanta/s. When scaled by 1/d4 to compare traps of different sizes,

this heating rate is lower than that reported in any other trap fabricated on a silicon

substrate[LLC+09, SFB+10, BriO8, AHJ+12, WSGS12, WAF+13, SRW+14, NLK+14.

6.4.5 Excess micromotion

Excess micromotion (ion motion at the RF drive frequency) is caused by static electric

fields that displace the ion from the RF null and can lead to ion heating. As described

in Section 3.5.1, we compensate for this micromotion by applying an additional op-

posing static field. We observed typical stray field values on the order of 500 V/m,

which appear stable over days. Although silicon oxide dielectric is exposed at the lo-

cations of gaps in the electrodes and may charge due to laser-induced photo-electron

production, the stray field's stability suggests another cause. Wirebonds, which are

asymmetric with respect to the ion location and also closer to the ion here than in the
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Figure 6-7: Representative measurement of heating rate in a CMOS-foundry-

fabricated ion trap. Average occupation of the axial mode of vibration in the lin-

ear trap is plotted as a function of delay time after preparation in the ground state

at a trap temperature of 8.4 K. A linear fit (line shown) gives a heating rate for

these data of 80(5) quanta/s where the uncertainty is due to statistical errors prop-

agated through the fit. An average of five such measurements gives a heating rate

of 81(9) quanta/s where the uncertainty is due to run-to-run variability. The inset

shows all five measurements with a line indicating the weighted average value.

case of larger trap chips, may be responsible for the steady stray electric field. The

use of through-silicon-via technology can eliminate wirebonds from the chip surface,

as has recently been demonstrated for surface-electrode ion traps[GFH 14].

6.4.6 Light scatter

When compared to more typical single-metal-layer traps on sapphire substrates, these

traps exhibit increased scatter of laser light, possibly due to higher as-deposited rough-

ness of the aluminum layer. We examined the trap-electrode surface using atomic

force microscopy and measured an RMS roughness of 35 nm, significantly larger than

the 2 nm we have measured on single-metal-layer traps. Scatter from the surface can

be reduced by focusing laser beams to a smaller diameter at the trap.



6.5 Conclusion

The experimental demonstration of an ion trap fabricated using standard CMOS pro-

cesses opens up a tantalizing opportunity to make use of the wide ranging capabilities

of modern CMOS systems to push trapped-ion quantum information systems to next

levels of scalability and compactness. One could imagine making use of integrated

silicon nanophotonic waveguides and grating couplers to produce quantum networks

with ions and photonic interconnects on a chip [FLC+10, OKH+11]. A large-scale,

integrated optics architecture might have single-mode waveguides distributing light

to various locations in a dielectric layer in the same chip as the trap electrodes,

and focusing grating couplers directing the light, through gaps in the trap electrodes

to pm-scale focuses at the ion locations. This approach, which is explored further

in Chapter 7, could allow practical integration of many couplers, avalanche photo-

diodes, electro-optic modulators, and control electronics into the same chip as the

trap electrodes. It could potentially offer superior individual-ion addressing, efficient

fluorescence read-out, and improved phase and pointing stability of control beams.

Standardization of the foundry process also makes it possible for any group to repeat-

ably produce identical devices.
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Chapter 7

A SIMD quantum Fourier

transform

In Chapter 6, we described the development of a functional ion trap manufactured

using a commercial CMOS process. This work opens the door to incorporating exist-

ing CMOS electronics and photonics technologies into ion traps, towards creating a

fully-integrated trap module. Ideally, an integrated trap module could form the basis

of a scalable system, versatile enough to implement a number of quantum algorithms.

Because a single ion chain is limited to computations with about 10 ions [WMI+97],

scalability requires an integrated trap module incorporate multiple trap zones, and

hardware to transport ions between the zones. In this chapter we take a systems-

oriented view as we investigate how quantum algorithms can be efficiently executed

in such a network of distributed ion chains.

We begin by selecting an algorithmic primitive to serve as a building block for other

algorithms. We choose the quantum Fourier transform (QFT) because it forms an

inherently parallel basis for computational steps that tend to dominate the overhead of

quantum algorithms (such as arithmetic or multi-qubit-controlled gates) [Sho95]. We

show that the QFT primitive allows for efficient implementation of other important



algorithms, such as Shor's factoring algorithm.

Next, we consider how to translate a quantum circuit for the QFT into a physically-

realizable protocol of gate pulses and shuttling steps. We find that Flynn's taxonomy

[Fly72]-a classification scheme for computer architectures-provides a useful frame-

work with which to map the QFT structure onto an efficient pattern for shuttling ions

between different trap zones. We develop what Flynn would term a SIMD (Single

Instruction Multiple Data) algorithm for the QFT, which greatly simplifies require-

ments for ion movement in a large array. In Chapter 8, this algorithm will guide the

design of a CMOS-compatible, scalable trap module.

7.1 The discrete Fourier transform and classical

parallelism

Before discussing the quantum Fourier transform (QFT), it is useful to consider its

classical counterpart: the discrete Fourier transform (DFT), and how it is imple-

mented efficiently in classical computer hardware. Later in this chapter, we develop

an algorithm for the QFT analogous to the FFT algorithm (used to implement the

DFT efficiently), and consider how the classical concept of "Single Instruction Multi-

ple Data" (SIMD) processing can be interpreted in quantum information processing

with ions. Hence, the logic for the rest of the chapter follows as a "quantum analog"

to the material in this section.

7.1.1 Flynn's taxonomy of parallelism

Flynn's taxonomy is a classification scheme for computer architectures based on the

interactions of their instruction and data streams [Fly72]. Flynn differentiates four

types of architecture based on how many parallel data streams or instruction sets are

possible in the architecture: Single Instruction Single Data (SISD); Single Instruc-
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tion Multiple Data (SIMD); Multiple Instruction Single Data (MISD); and Multiple

Instruction Multiple Data (MIMD). Computation proceeds sequentially in an SISD

architecture: there are neither parallel instruction nor parallel data streams. In a

SIMD architecture, on the other hand, operations are performed on multiple data

streams in parallel, which can yield a significant reduction in computation time for

problems in which the same operation is applied to multiple inputs.

Processors are mostly SISD, but nearly all include a SIMD extension to the in-

struction set. For example, all major Intel processors since the Pentium III have

implemented streaming SIMD extensions (SSE).

7.1.2 The discrete Fourier transform

The discrete Fourier transform (DFT) acts on a finite sequence of N complex numbers:

{Ox, X 1 , ... XN-1}, and is defined by its action on elements of the input sequence:

1N-1 er~~

DFTN : Xn -+ e27,i()kXk- (7.1)
k=O

Evaluating the DFT naively from its definition on a digital computer requires N 2

multiplications (where N is the transform length).

Like its continuous time counterpart, the discrete Fourier transform (DFT) con-

verts temporal or spatial data into spectral data. The DFT is an essential component

of digital signal processing, including image, audio, and video processing. Some prob-

lems, such as finding solutions to partial differential equations, can be more readily

solved after transformation. Additionally, computations such as convolution or mul-

tiplication of large integers can be executed more efficiently using the DFT.
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7.1.3 The fast Fourier transform algorithm

The fast Fourier transform (FFT) is a computer algorithm capable of evaluating

the DFT in fewer time steps than those required to evaluate the definition directly

(Equation 7.1). The result of the FFT is the exact DFT of the input data, but the

time complexity required for the FFT is 0(N log N), as opposed to 0(N2 ) working

directly from the DFT definition. The algorithm recursively divides a DFT of size

N = N1N2 into smaller DFTs of size N and N2 and takes advantage of common

factors to speed the calculation. When N is a power of 2, the algorithm for the

FFT is simplified: the N-point transform is divided into two N/2-point transforms,

which in turn are divided into four N/4-point transforms, and so on, until division

into 2-point transforms occurs. Microprocessor programs typically evaluate the FFT

this way, known as a depth first traversal, because it streamlines the locations of

successive memory reads (memory locality) [Sin67].

For algorithms in which computational steps can be completed more efficiently

using the DFT (as described in Section 7.1.2), the FFT is typically used to evaluate

the DFT. For example, the fastest known algorithms for multiplication of very large

integers use the FFT [F09, DKSS13]

7.1.4 Hardware implementation

Processors in nearly all desktop and handheld machines today devote significant

resources to computing the FFT for applications such as image, audio, and video

processing. Because most of these devices are equipped with SIMD-capable proces-

sors, many generate SIMD code to exploit data-level parallelism inherent to the FFT

[JMS86, Rod02]. By optimizing the performance of FFT algorithms on SIMD micro-

processors, the FFT can be computed at the speed of, or faster than, state-of-the-art

FFT libraries [Bla12, BWC13].
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7.2 The quantum Fourier transform

The quantum Fourier transform (QFT) is effectively the same transformation as the

DFT, expressed as an operation on quantum input states. Like the DFT, the QFT

can be leveraged to perform other computations more efficiently. In particular, com-

putational steps required for a number of important quantum algorithms (such as the

modular multiplication steps in Shor's factoring algorithm [Sho95]) can be executed

more efficiently using quantum Fourier transforms. In this sense, the QFT is a good

choice for an algorithmic primitive.

7.2.1 Definition of the QFT

The quantum Fourier transform on N qubits is defined by the unitary transformation

1N-1 7i9!k
QFTN: IX) -+ O (7.2)

k=O

which is an interesting analogy to the discrete Fourier transform (Equation 7.1). If

we choose N = 2' for some integer n, the computational basis {10), 1), .2n - 1)}

can be expressed using the binary representation IX) = jx 1x 2 ... X,,). So for example,

15) ++ 122 + 20) ++ 101). Binary fractions can be represented similarly: Ix + x +

+ g2) ++ 10.XlX 2 ... X2 ). With this in mind, the action of the QFT can be expressed

in a convenient form (as a tensor product):

QFT 2n :

x1))+ (I e2."o.xnIi)) 1 () o)+e2ri. _xn 1x j)) ...® (1o)+e2rio.x1x2...xn ) 1)
1XiX2 ... Xn) -- +-,2n (7.3)

In this form, we can see that the resulting state is not entangled, and that each qubit

contains the lower k binary digits of x. This form is particularly helpful when deriving

125



a circuit for the QFT.

7.2.2 Circuit for the QFT

To develop a circuit for the QFT, let's begin with the simple case of 3 qubits. Our

input state is 1i.) = Ix1x2X 3), and our desired output state is

0) + e27i(O.x3)|1)) ® (10) + e27i(o-x2x3)11)) 0 (10) + e27ri(.x1X2x3)11))

If we apply a Hadamard gate

to the third qubit, we obtain

10) + e 27i(O-x3)|1)HI X3) = - /2

which is the desired first qubit output. If x3 = 0 , we can also obtain the desired

second qubit output by applying a Hadamard gate to the second qubit:

HIX2) = 0) + e2,i(O-x20)1)
H~x2) =-

0) + e 27i(-x2x3)) (7.7)
/;. 7.7

But if x 3 = 1 we will need more than a Hadamard gate; we will also need to apply a

phase shift gate Ro,

Ro=[

.(7.4)

ii
-1i (7.5)

(7.6)

1 0

0 ei

(7.8)
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with 0 = 7r/2 to the second qubit, to produce:

Rw/ 2HX2 ) =0) + e2-i(OX21) 1 (7.9)
/2

Hence, we need to apply controlled phase gate R,/ 2 targeted to the second qubit,

controlled by the state of the third qubit. Similarly, for the first qubit, if we apply

a Hadamard gate, followed by a phase rotation R,/2 controlled by the state of the

second qubit, and another phase rotation R,/ 4 controlled by the state of the third

qubit, the output will be 10)+e 2i(o.x1x2x3)11) i.e. the desired third qubit output. Thus,

up to reversing the order of the qubits, we have created a circuit to perform a 3-qubit

QFT. This circuit is shown in Figure 7-1.

1X3) 1 10)+2 i )

eIlri(I zL.L) II

1X2) H~/ 10) + e-'0-23

Ix1) H Rr/ 2  R,,/ 4  10) +

Figure 7-1: Circuit for a 3-qubit QFT, up to a permutation of the output qubits.

This approach can be generalized, resulting in the circuit for the QFT shown in

Figure 7-2. This circuit requires n(n + 1)/2 gates (ignoring permutation of the output

qubits) for a QFT on n qubits.

7.2.3 Approximate QFT

As the number of qubits n in the QFT grows, the smallest phase rotation angle in

the circuit 6 = 7 decreases, so that the corresponding rotation matrix approaches

the identity. Eventually, we will reach a tolerance below which we cannot perform

this rotation gate accurately, in a realistic implementation. In general, we define the

approximate quantum Fourier transform (AQFT) as the QFT in the special case in
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|XI) -H-2  - 1 (10) + e2 ... x.)

1x2) H72- (10)+ eI
___ ___ __ [__ _ _ _ _ _ __ _ _ .. H R 1~ (10) + e 21r(Ox.R ) I 1

Figure 7-2: A circuit for the QFT, up to reversing the order of the output qubits.

Note that in this figure, the notation Rk is used to refer to R9 with 6 = 2 as defined
in Equation 7.8.

which we eliminate the phase rotation operations Ro for 0 below a certain threshold,

0 < ' for some m.

Repeatedly performing the AQFT (or the QFT) and then measuring the output

register in the computational basis is a protocol to estimate the periodicity in prob-

ability amplitudes describing the input state of the register. Hence, the AQFT is

useful for algorithms which involve periodicity estimations, such as Shor's factoring

algorithm. Because fewer gates are required in the AQFT, the AQFT can actually

yield better results than the full QFT for periodicity estimation in the presence of

decoherence [BEST96].

While we focus on the exact QFT in this chapter, much of our discussion will also

apply to the AQFT.

7.2.4 Computing with the QFT

The interaction sequence of the QFT can be generalized by allowing variable rotation

angles for each gate. For example, if the angle for every controlled rotation gate in

the QFT of jx) is multiplied by an odd number r, than the output state changes
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(from that shown in Equation 7.3) to

(10) + e2ri(O.xn)1)) (10) + e 2rri(0oXno)1)) ® ... ® (o) + e2rri(0.xj .. X)1))

(7.10)

which is the output state that would be obtained if the initial state was irx). Hence,

this QFT circuit with each rotation angle multiplied by r performs a combined

multiplication-by-r and QFT. In a similar fashion, the addition of a classical number

to a quantum superposition can also be performed using the QFT [KJL+08], and

hence can be parallelized. Saeedi et al. [SP13] used this idea to design a linear-depth,

quadratic-size quantum circuit to implement an n-qubit Toffoli gate. Their circuit

consists of elementary two-qubit controlled-rotation gates around the x axis, and so

can be constructed using QFT circuits. The n-qubit Toffoli gate is a key part of many

quantum algorithms, such as quantum error correction codes [NC02].

More generally, the structure of the QFT (or the AQFT) can be used to parallelize

quantum computations, including arithmetic and multi-qubit-controlled gates (as we

have seen). Because for many quantum algorithms, the main overhead arises in these

computational steps [Sho95], being able to build up algorithms from QFT circuits is

a powerful tool.

7.2.5 Parallelizing the QFT

In general, finite coherence times mean that parallelization is an important way of

minimizing the total computation time. The ability to perform parallel operations

is also crucial for quantum error correction; without parallel operations, errors will

accumulate in the circuit more quickly than error correction can handle [NC02]. The

QFT is inherently parallel in the sense that every qubit receives a portion of the same

instruction set, or in other words: a subset of the single, fixed sequence of controlled

phase gates that are applied to each qubit.
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The QFT requires a single entangling gate (controlled phase gate) between every

pair of qubits, amounting to - (n2 - n) gates for an n-qubit QFT. The bottleneck

for parallelizing the QFT is a restriction on the ordering of these entangling gates

(because of operations that do not commute). Specifically, each qubit can be the

target of a controlled rotation only after all gates in which it acts as a control are

complete. Or, explained another way, each qubit must interact with each higher-order

(more significant) qubit (in any order) before interacting with every lower-order qubit.

This creates a "staircase" structure (see Figure 7-3) with a depth of n - 1 operations

which is difficult to reorder [MN98]. This staircase restriction also applies to the

AQFT.

Hal v/4 Wl8 1

v/4 W18

Figure 7-3: Circuit for the 5-qubit QFT (Hadamard gates not shown) with the
"staircases" through which gates are not commutable (see description in text) indi-
cated in blue. In this diagram, the label 7r/2 indicates a phase rotation gate R,/2 as
defined in Section 7.2.2.

7.2.6 Implementing the QFT with a single chain of ions

The general layout considered in this chapter is a network of distributed ion chains,

as shown in Figure 7-4. It is a 2D array of ion chains of height H (i.e. H ions per

chain) and overall width W (meaning that there are W ion chains in total). However,

the simplest implementation of the QFT involves only ions confined in one shared

trap, forming a single linear chain (W = 1). In this configuration the staircase limit

(corresponding to a circuit depth of n - 1) can be saturated.
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W chains

r A

H ions
per chain

Figure 7-4: Schematic showing the general distributed-ion-chain layout we consider

in this chapter. It is a 2D array of ion chains of height H and overall width W.

Each of the grey rectangles labelled 1 through W correspond to a single trap site

(electrodes not shown) with H ions shown in blue; connection between chains is also

not shown.

Within a single linear chain of H ions (H qubits), a full set of controlled rotation

operations controlled by or targeting a single qubit can be performed with a constant-

depth pulse sequence. As we show in detail in Appendix B.1, four entangling gates

are required regardless of the chain size. In effect, each of these four entangling gates

is equivalent to H - 1 two-qubit controlled-rotation gates. This means that an n < H

qubit QFT can be performed with n - 1 global operations, saturating the staircase

limitation on circuit depth.
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7.3 Implementing the QFT in a scalable architec-

ture

The number of ions H in a single ion chain is limited to something on the order

of 10 ions [WMI+97]. Hence, a scalable system will require quantum algorithms to

be distributed across multiple chains acting as independent "quantum co-processors"

(as discussed in Section 1.2.2). In order to perform a QFT of size n > H, we must

move to an architecture with W = [n/Hi distributed ion chains, and incorporate

communication steps between these chains into our QFT algorithm.

In Section 1.2.2, we introduced the two major categories of scalable architecture

proposed to connect distributed ion chains. The two architectures can be differenti-

ated by the means of communication employed to transmit information between ion

chains; the different modes of communication are:

" Communication mediated by physically transporting ions: information

is carried from one ion chain to another ion chain by ions that are physically

transported between the chains. This mode of communication corresponds to an

architecture known as a "quantum charge-coupled device" (QCCD) [KMW02].

* Communication mediated by photons: the quantum state of one ion qubit

is converted to the quantum state of a photon that then carries this information

through space to another trapped ion qubit. This mode of communication

corresponds to an architecture known as a "quantum network" [CZKM96].

Currently, ion-photon mapping is relatively inefficient, with the mean connection

times ranging from 5 to 250 ms [MRR+14, considerably slower than the ~ 10 ps-scale

connection times possible via shuttling [WZR+12]. The photon-mediated communi-

cation approach has the advantage of being able to transmit quantum information

over long distances, but for building a computer architecture, communication based

on shuttling ions is clearly preferable.
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Shuttling imposes two primary limitations on the overall coupling network. First,

as qubits are passed physically, communication is limited by physical proximity (i.e.

the network is limited to nearest-neighbor with dimension d < 3). Generating en-

tanglement between qubits across the system results in a shuttling depth of ~ nl/d

simply because it takes that many steps for them to meet. Second, only the equiva-

lent of the quantum SWAP gate can be performed between independent traps (i.e.

only permutations of qubits can occur between traps).

Because of the staircase limitation (discussed in Section 7.2.5), the circuit depth

of the QFT is already at least ~ n. So as long as shuttling does not asymptotically

increase the depth of the QFT, or the number of gates, shuttling will not change

the overall (gate + shuttling) depth. Therefore, in this section we will focus on the

QCCD architecture, in which ions are confined to a number of modular "trap zones",

and gates are performed between all possible qubits by shuttling ions between the

different zones. We will determine the precise overhead added by shuttling and show

that we can achieve a circuit depth of 2n with a simple algorithm.

7.3.1 Notation

Before proceeding to discuss the overhead incurred through shuttling, we should fix

our notation: our n-qubit system consists of W individual chains designated Co

through Cw-i, each representing an array of H = n/W qubits. Qubits are desig-

nated qo through qn_ 1 with qo being the most significant bit (MSB) of the input state.

Further, each qubit is described as being in a "binary" (input) or "Fourier" (output)

basis (indicating whether they are in the stage of controlling or being targeted by the

QFT's controlled rotation gates, respectively). Qubits switch from binary to Fourier

after all of the rotation gates in which they are the control qubit have occurred,

indicating a "step" down the staircase.

We further describe each chain as having H, shuttling zones, from which ions
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can be simultaneously shuttled into and out of that chain. Each zone is associated

with a unique shuttling set (Do through DH,-) consisting of the W qubits from the

corresponding shuttling zones in each chain. Cyclic permutation operators A,3Y... act

on an individual shuttling set Dk, representing qubits shuttled between chains C",

C3, C., etc. in that zone. Finally, V denotes the maximum number of qubits that

can be permuted in a single cycle.

We will refer to the following figures of merit to quantify the efficiency of algo-

rithms we describe for implementing the QFT:

" Shuttle depth L: the number of global shuttling steps

" Number of shuttles Nshuttles: the total number of times a single qubit is shuttled

" Number of gates Ngates: the total number of controlled-rotation sequences

" Number of swap gates N,,aps: the total number of swap gates

7.3.2 Shuttling overhead - performance bounds

We assume that each of W chains holds H ion qubits (so that n = HW), of which

H, can be shuttled in a single time step. We can immediately construct lower bounds

for the overhead from shuttling by counting the unique pairings of qubits within each

trap (remember that the QFT consists of (n2 - n)/2 two-qubit gates, each between

a unique pair of qubits), resulting in the following constraints:

" Within a single H-qubit chain, there exist (H2 - H)/2 unique qubit pairings.

Therefore across a set of W distributed chains, there exist W - (H2 - H)/2

pairings prior to any communication between chains.

" When a single ion is shuttled to a new chain, at most H - 1 new pairings are

created.
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* At most H, - W qubits can be shuttled in a given time step.

Combining these constraints, in order to perform the (n2 - n)/2 gates of the QFT

we obtain the bounds:

M = (n2 - n)/2(H - 1) - n/2 1 n2/2H, (7.11)

L = M/HW 4 n/2H, (7.12)

where M is the total number of qubit-shuttles and L is the depth of shuttling steps.

Notice that H appears in the denominator of Equation 7.11. This is due to the result

described in Section 7.2.6: for a fixed n, increasing H allows each controlled-rotation

gate to affect more qubits, decreasing the number of required gates (for H < n).

7.3.3 Simple QFT algorithm for H, = 1, V = 2

As we will show, it is possible to create a shuttling protocol for the QFT which

asymptotically achieves the lower bound on shuttling depth (Equation 7.12). For

simplicity, we will assume that only one ion per chain can be shuttled in a given time

step (H, = 1), and that permutations are limited to pairs of qubits (V = 2).

In essence, the QFT shuttling procedure consists of alternating "even" and "odd"

permutations Po(m) and P(m) acting on Do (the single shuttling set) and affecting

a subset of m adjacent chains (always beginning with chain Co):

Lm/2-1iJ

Po(in) A J A 2a,2a+1, (7.13)
a=O

rm/2-11

P(in) A f A2 a- 1 ,2 a (7-14)
a=1

The permutations Po(m) and P(in) depend on m, the number of "active chains",

i.e. the chain number corresponding to the next chain a Fourier ion will be swapped
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into. Initially, m =1 (only the first chain is being swapped). If we have k chains

filled with Fourier ions, then the next Fourier ion will be swapped into chain k + 1

and so m = K + 1.

Complete pseudocode for this procedure can be found in Appendix B.2, Algo-

rithm 1. Here, we provide a brief description of how the algorithm works.

Initially, qubits are arranged sequentially; Co contains qubits qH-1, ... q1, q0 , C1

contains qubits q(2H-1), ---qH+1, qH), etc. Or to generalize,

Ck = {q(k+1)H-1...qkH+lqkH } - (7.15)

The algorithm is then broken into three stages. The outline of our strategy is to

recursively shuttle each binary-space qubit until it has passed through chains contain-

ing every more significant qubit (which it must target with a controlled rotation) and

can be relabeled as in the "Fourier" basis. It is then swapped into the next available

non-shuttling zone (in the process "dislodging", or swapping into Do, a new binary

qubit). The next most significant binary qubit follows the same path, and so is able

perform a controlled rotation gate on the new Fourier qubit and can then be swapped

into the next non-shuttling location, and so on.

We begin (stage 1, below) by filling the chains Co, C... with new Fourier-space

qubits sequentially, using the permutation Po(m)P1 (m) using m to signify the chain

number of the next available spot: no shuttling needs to occur in chains after m until

all of the chains are filled. However, once the final chain is full (m > W), we have

only transformed W(H - 1) of the HW qubits (with the remaining binary qubits

being left in the shuttling set DO). In order to transform the W remaining binary

qubits, we must begin again at chain Co and continue to use chain C(m mod W) in place

of chain Cm. In a 1D array of traps, this requires a unique shuttling stage to refresh

our qubit arrangement (stage 2, below), before continuing with the algorithm (stage

3). Note that if we could instead arrange our traps in a "loop" on a 2D plane, we
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could immediately continue to trap Go, eliminating the refreshing stage.

With each permutation Po(m) or P(m), half of the qubits involved (m/2) are

shuttled in each direction. As each qubit will pass through every necessary chain

sequentially after Co, it is sufficient to only perform gates controlled by that qubit

when it is moving "forward" (or toward higher trap indices). Therefore, in each

iteration, there will be m/2 parallel rotation gates: those in chains with even indices

after P, and odd indices after P1. Further, as no chain will require either a controlled

rotation or a SWAP gate in two consecutive iterations, we can always postpone the

controlled rotation in a chain in which a SWAP occurs, so that the only a single

gate occurs per shuttling iteration and the SWAP gates do not add latency to our

system.

To calculate the shuttling and circuit depths of this algorithm, we tally the re-

quired gates and shuttles step by step, as described below.

" Stage 0: Prior to any shuttling, we perform the available controlled rotations

in chain Co, so that the first H qubits are moved to Fourier space.

" Stage 1: Pseudocode for stage 1 begins on line 22 of 1. Initially (after stage 0),

chain Co is filled with Fourier-space qubits, and so the next available spot is in

chain C1 (m = 1). The repeated permutation operation Po(m)P(m) shuttles

each sequential qubit, once it is "dislodged", in a path toward trap CO, and

subsequently through each consecutive trap. Starting with trap CO, the qubit

performs a controlled rotation gate on the non-shuttled Fourier-basis qubits in

each trap it passes through. When the qubit has been permuted through traps

with all higher-order qubits (so that it can be considered to be in Fourier basis),

it is swapped out of Do and into a non-shuttling trap zone, and a new binary

qubit is swapped down (dislodged). The range variable m is increased whenever

each of the H --1 spots in Cm have been filled with Fourier qubits, until m = W
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This stage performs a QFT on qubits qo through qn-w, as well as a subset of

the controlled rotations of these qubits by the remaining binary qubits. It takes

2H -1 shuttling iterations to fill the H -1 available spots in each chain, so that

the total depth of this stage is W(2H- 1). Each iteration involves an application

of either Po (m) or P (m), parallel controlled rotation gates in every other chain

from Co to Cm, and a SWAP gate in chain m roughly every other iteration. In

total, this stage amounts to Nhutiles = W 2 (2H - 1)/2, Ngates = W 2 (2H - 1)/4,

and Nswaps = W(H - 1).

" Stage 2: Pseudocode for stage 2 begins on line 38 of 1. After stage 1, there are

no new trap zones into which to swap Fourier qubits. In order for subsequent

qubits to continue to pass through each chain of more-significant qubits, we

must continue to iterate POP1 until the next Fourier qubit can be swapped

into chain Co. As no qubit is transformed to Fourier space in this stage, m

is constant. This stage therefore consists of W global permutations (P(W)
or P1(W)), again with gates in every other chain. In total, this amounts to

Nshuttles = W 2, Ngates = W 2/2, no SWAP gates, and a shuttle depth of W.

* Stage 3: Pseudocode for stage 3 begins on line 48 of 1. Here we finally restart

our binary qubit permutation scheme at C(m mod W) = Co, performing a QFT

on the remaining qubits qn-w through qn-1. After stages 1 and 2, we are left

with W qubits in binary space (the number of qubits in shuttling zones, or,

IIDo 1), requiring the reuse of W/(H - 1) chains, so that stage 3 has a depth

of (2H - 1)W/(H - 1) _ 2W. The first W iterations again require global

permutations. It turns out, however, that after W we can decrease the range

with each iteration until it reaches chain Cw/(H-1). In total, the stage involves

Nshuttles = 3W 2/2, Ngates = 3W 2/4, and Newap, = W.

Combining these steps, we see that the total QFT procedure entails , W 2 (H+5/2)
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shuttling steps, W 2 (2H + 5)/4 controlled rotation gates, HW = n SWAP gates, and

has an overall shuttle depth of L = 2W(H + 1) ~~ 2n. So this algorithm achieves the

lower bound on shuttling overhead (up to a constant factor).

7.4 A SIMD QFT algorithm

The shuttling overhead for the simple QFT algorithm described in Section 7.3.3 is

close to the lower bound derived in Section 7.3.2, but it does not take into account

another aspect of shuttling: the classical control and hardware required for ion move-

ment. The ability to perform arbitrary shuttling steps requires a complex network

of control electronics and computed voltage waveforms. Hence, even with a time-

efficient algorithm, the physical hardware requirements may create a bottleneck to

scaling-up.

In this section, we adapt the simple algorithm described in Section 7.3.3 to stream-

line the classical hardware required to realize the QFT algorithm in a distributed net-

work of ion chains. We find that Flynn's taxonomy [Fly72]-a classification scheme

for computer architectures, introduced in Section 7.1.1-provi.des a useful framework

for analyzing different shuttling patterns. If we can limit our QFT protocol to a

minimum of shuttling sequences ("instructions") that can be applied to all shuttling

zones ("data"), it greatly simplifies the hardware involved. We develop what Flynn

might term a SIMD (Single Instruction Multiple Data) protocol for the QFT, which

reduces classical-control overhead significantly for ion movement in a large array.

7.4.1 SIMD algorithm for H, = 1, V = 2

In the algorithm described in Section 7.3.3, the entire QFT is performed via the re-

peated application of the permutation Po(m)P1 (m), used to recursively shuttle qubits

until they are shifted into Fourier space and swapped into chain m. The algorithm
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does not effect the qubits in chains > m, so we can imagine instead performing the

permutation PO(W)P1 (W), and reorganizing our input arrangement to compensate

for the additional permutations qubits in chains > m will experience with each step.

This would vastly simplify a hardware implementation because it would require just

two forms of shuttling, which would involve identical ion movements across all the

trap zones. In other words: the movements of all ions would be controlled by repeat-

edly applying just one instruction (Po(W)P1(W))-our QFT protocol would become

SIMD!

The permutation operators P and P can be made constant throughout the algo-

rithm, so the shuttling algorithm for the QFT can be considered SIMD. The new, con-

stant permutation operators are defined by fixing n = W in Equations 7.13 and 7.14:

LW/2J

P 0  1 A2a,2a+1, (7.16)
a=O

FW/2-11
P1 A A 2a-1,2a. (7.17)

a=1

Then, the set of operators {(PoP)k ; k = 0,1, 2...} forms a cyclic permutation group

of order W. As such, by arranging the first W most significant qubits (qo through

qw-1) correctly in the single shuttling set Do, each qubit will consecutively shuttle

through traps C0, C1, etc. as in the previous procedure. Further, as each qubit is

swapped out of Do sequentially, the qubits swapped into their place will follow their

path and will also pass through the consecutive chains in the order they are swapped

into Do. These qubits are therefore arranged consecutively in the order that they will

be swapped.

Thus, an algorithm for what we call the SIMD QFT results from simply replacing

Po and P in the steps previously defined in Algorithm 1 and rearranging the initial

ion placement. The first few shuttling steps of this algorithm are shown in Figure 7-
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7.4. A SIMD QFT ALGORITHM 141

5. Remarkably, the depth of and number of gates in the circuit are unchanged. The

SIMD QFT greatly simplifies the hardware required to implement the QFT, and in

turn, other quantum algorithms which employ the QFT, without adding any depth

or gates to the algorithm (although the total number of shuttling steps is increased).
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Figure 7-5: The first six shuttling steps for a SIMD QFT with H = 3, W = 5,
H, = 1 and V = 2 (see text for details). Rotation gates and in-chain SWAP steps

are not shown, but progress through the QFT circuit is indicated schematically on the

right as completed gates turn from white to grey. Input (binary) ions are shown in

blue, and transformed (Fourier) ions are shown in green. Permutation P is shown in

pink (applied to chains 0, 1, 2, and 3 simultaneously), and permutation P1 is shown in

orange (applied to chains 1, 2, 3, and 4 simultaneously). In this simple case (of small

W), parallelism is apparent in the four ion movements occurring in each shuttling

step.
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7.5 Conclusion

In this chapter we took a distinctly systems-oriented approach, exploring how quan-

tum algorithms can be implemented efficiently in a scalable trap array. We ascertained

that the quantum Fourier transform is a good choice of algorithmic primitive, and

devised protocols to implement the QFT efficiently in both a single ion chain, and a

scalable trap array. We discovered that we can vastly simplify the hardware required

for shuttling without adding any depth or gates to the algorithm by modifying the

permutation operators so that the ion movements are universal; or, in other words,

by making the overall QFT shuttling protocol SIMD.

In this work, we have only considered the simple case where each ion chain contains

a single shuttling zone, and connections to two other chains (H, = 1 and V = 2),

but there is potential to further reduce shuttling overhead for ion chains with more

shuttling zones and more connections to other chains. The shuttling depth L ~

n/2H, indicating that adding shuttling zones (H, > 1, i.e. allowing more than one

ion per chain to be shuttled) would reduce shuttling overhead. Switching to a 2D

arrangement of traps (such as a square grid) would allow us organize our trap in a

loop, eliminating the need for stage 2 of the QFT algorithm (the refreshing stage).

More exotic permutations made possible by increasing the connections at each chain

(V > 2, for example by creating an array in which three chains insect at a point) may

also reduce the shuttling depth.
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Chapter 8

An integrated trap module

As discussed in Chapter 6, we realized stable ion confinement in a trap manufactured

using a commercial complementary metal-oxide-semiconductor (CMOS) foundry pro-

cess. The trap functions favorably, with electric-field noise comparable to that seen

in other surface-electrode traps of similar size. A primary motivation for developing

CMOS traps is the ability to leverage extensive existing libraries of integrated circuits

for digital logic, memory, and photonics technology; the epitome of which would be

the development of a scalable trap module incorporating components for local optical

and electronic control.

In Chapter 7, we showed that the quantum Fourier transform (QFT) can form a

useful building block from which parallel circuits for other quantum algorithms (such

as Shor's factoring algorithm) can be constructed. We investigated how best to map

the QFT onto a planar trap array, ultimately developing a SIMD (Single Instruction

Multiple Data) algorithm for the QFT involving successive shuttling and gate steps.

In this chapter, we connect the results of Chapters 6 and 7, exploring their impli-

cations for the design of a scalable trap module. We discuss potential hardware for

such a module, focusing on CMOS-compatible technologies. Our goal is to provide a

perspective on what is possible with currently-realizable surface-electrode traps and



integrated optics. We summarize the hardware constraints arising from the QFT,

finding that requirements for ion movement, qubit manipulation (gates), quantum

state detection, and motional cooling are simplified for a SIMD algorithm. Overall,

we find that the prospects for a modular trap architecture based on the QFT are

good.

8.1 Prototype system

It will be fruitful to review one of the most advanced prototype systems available

today: the linear ion trap experiment ("LinTrap") at the University of Innsbruck,

where many quantum protocols have been realized (see, for example, Refs. [SBM+ 11,

MSB+11, BR12]). Details of prior work implementing the QFT with trapped ions in

this prototype system [SNM+13] will guide us as we estimate the physical require-

ments for a prospective, scalable architecture.

At a high level, the QFT demonstration in the Innsbruck system relied on accom-

plishing the following elements:

* Qubit initialization

" Global Molmer-Sorensen (MS) gate operations [SM98, MS98]

" Global x- and y-rotations

* Controlled z-rotations individually targeting each ion

" Ion movements: splitting, shuttling, recombination

" Readout/measurement

Some of these requirements are specific to the Innsbruck experiment, but many of

them will also apply to our proposed module.
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Qubits 40Ca+ ions up to 14 ions in a single chain

State Sideband cooling i = 0 with 99.5% probability in ~ 2 ms

initialization Raman cooling h ~ 1 in ~ 400 As

Quantum R(ir, 4) gate fidelity >99%, gate time 20 pus

gates Z(w) gate fidelity >99%, gate time 20 ps

MS(7/2, #) gate fidelity 99% (2 ions), 94% (5 ions),
gate time 45 ps

Readout PMT measurement time 400 ps

CCD measurement time 8 ms

Coherence T, 1.1 s
time T2 5 to 50 ms

Table 8.1: Capabilities of the ion trap experiment at the University of Innsbruck,
including durations and fidelities of various operations. See Ref. [Wan12]

8.1.1 Capabilities of the Innsbruck experiment

The capabilities of the ion trap experiment at the University of Innsbruck ("LinTrap";

see Ref. [SNM+13]) are summarized in Table 8.1.

As indicated in Table 8.1, the fidelity of the MS gate depends strongly on the

number of ions. When generating N-particle Greenberger-Horne-Zeilinger (GHZ)

states, the fidelity of the MS(7r/2) gate ranges from 99% for two qubits to about 51%

for 14 qubits, as shown in Table 8.2. The errors are primarily attributed to state

initialization, inhomogeneous illumination of the quantum register, and correlated

dephasing [MSB+11]. As these factors will no doubt also affect our proposed module,

this may create an upper bound on the number of ions we can store in each trap zone

(H).

8.1.2 Laser requirements of the Innsbruck system

The University of Innsbruck experiment is based on 40Ca+ qubits. The 4 0Ca+ ion has

a A atomic structure, similar to the SSSr+ ion, and its qubit transition is at 729 nm
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Number of ions Fidelity [%] 1

2 99.50(7)

3 97.6(2)

4 97.5(2)

5 96.0(4)

6 91.6(4)

8 84.7(4)

10 67.0(8)

12 53.3(9)

14 56.2(11)

Table 8.2: Table showing how the fidelity of generating N-particle GHZ states with
the maximally-entangling MS(7r/2) interaction depends on the ion number (data
from the ion trap experiment at the University of Innsbruck). See Ref. [MSB+11].

with a lifetime of about 1 second. For this ion, the relevant atomic transitions are

shown in Figure 8-1 (compare to Figure 2-3 for SSSr+). The laser intensities required

to implement quantum protocols like the QFT in this system are shown in Table 8.3.

We will refer to this data later in the chapter to make estimates about our prospective

system.
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4 P3/2

4 Ph2 -

393 nm

4 S1/2

D5 2

Figure 8-1: Level scheme for 40Ca+ (only relevant transitions are shown).

Laser purpose Wavelength Transition Max. Intensity

Qubit manipulation 729 nm 4SI/ 2 +-+ 3D5 / 2  ~ 3.5 x iO7 W/m2

Sideband cooling

State initialization 397 nm 4S 1/ 2 +- 4P1/2 ~ 5.0 x 102 W/m2

Readout

Doppler cooling

Repumping 866 nm 3D 3 / 2 -4P/2 1.6 x 103 W/m2

854 nm 3D5 / 2 -4P3/2H

Table 8.3: Required lasers, their purpose and the maximum intensity required at
each ion. See Ref. [Ric05].
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8.2 Relevant requirements for the SIMD QFT

In this section, we construct a set of hardware requirements based on the SIMD

algorithm we developed for the QFT in Section 7.4. These requirements are discussed

below, organized by function.

8.2.1 Requirements for ion movement

Shuttling is an essential facet of the SIMD QFT algorithm, and hence is central to any

hardware implementation. An ion is transported between two different trap zones by

applying a sequence of voltages (typically called "waveforms") to the segmented DC

electrodes ("control electrodes") spanning the two zones. The constant permutation

operators P and P defined in Equation 7.16 and 7.17 correspond to voltage wave-

forms that are the same in every trap zone, significantly simplifying the requirements

for ion movement.

For the SIMD QFT algorithm, the shuttling depth L scales with the circuit depth,

so for this to be executed efficiently, it is essential that the shuttling times be compa-

rable to the gate times. Additionally, heating of the motional state of the ions during

transport (and potentially during splitting of the ion from the initial chain) should

be minimized to prevent gate errors and reduce re-cooling time.

In summary, the SIMD QFT algorithm requires that control voltages be designed

to implement the permutation operators P and P with duration on the order of a

gate time, and with minimal energy gain.

8.2.2 Requirements for qubit manipulation (gates)

The SIMD QFT algorithm entails application of the Hadamard gate (single qubit

gate), application of controlled-rotations on up to H qubits, and application of the

quantum SWAP gate on qubits within a chain. In terms of gates readily implemented
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in a practical ion system, these requirements can be framed equivalently as: the ability

to perform an MS gate (an entangling gate acting on 2 or more qubits), and the ability

to perform arbitrary, parallel single-qubit rotations.

Physically, quantum gates are applied to the ions in the form of laser pulses,

requiring optical hardware: laser beams capable of individually addressing each ion,

modulators capable of generating pulse sequences, and waveguides or optical fibers

to transmit laser light to the trap zones. In the SIMD QFT algorithm, gates are only

performed on ions located within the trap zones (not ions being shuttled between

zones), so laser beams need only address these ion locations.

8.2.3 Requirements for quantum state detection

The result of the algorithm is readout via fluorescence emitted by the ions (see Sec-

tion 4.1). Hence, it is essential that the fluorescence emitted by each individual ion

be collected efficiently, and in such a way that it can be differentiated from fluores-

cence emitted by adjacent ions. The signal-to-noise ratio of light captured from each

ion must be large enough to permit quantum state detection of the individual ion

within a reasonable time frame. For typical background light levels, measurement

with greater than 99% fidelity requires about 10 photons (per ion) to be detected.

Physically, this amounts to a requirement for optics able to collect at least 1% of the

fluorescence emitted by each ion (with a background photon count rate of <- 103)1

and to transmit this light to some form of photodetector, with sensitivity near or at

the single-photon level.

8.2.4 Requirements for motional cooling

Provided that shuttling between trap zones can be executed with minimal motional

heating, the SIMD QFT algorithm only requires that ions be cooled when they are

within a trap zone. It is also necessary to be able to initialize trapped-ion qubits in
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the motional ground state. This amounts to a requirement for Doppler cooling and

sideband (or Raman) cooling capabilities in each trap zone. Physically, this may not

correspond to individually addressed cooling beams if sympathetic cooling is used.

However, the atomic transition chosen for Doppler cooling may also be used for state

readout, in which case the Doppler cooling beam should have a projection onto each

ion.

Depending on the method of cooling, the time required to prepare ions in the

motional ground state can range from 100s of ps to a few ms, which could add

significant overhead to our algorithm.

8.3 Capabilities of existing hardware

With a good understanding of the requirements, we will now investigate how cur-

rently available hardware could be used to implement the SIMD QFT algorithm in a

planar trap array. We focus on CMOS-compatible technologies (assuming no partic-

ular manufacturing scale), although we will include some other integrated photonics

references. Parallel to the overview provided in Section 8.2, this discussion is focused

on: ion movement, qubit manipulation (gates), quantum state detection, and mo-

tional cooling. The following information is collected to show what is possible with

surface-electrode traps and integrated optics.

8.3.1 Ion movement

The ability to separate an ion from a chain ("splitting"), and to translate the ion

to another location ("shuttling") are essential elements of our QFT protocol. For

the algorithm to work, these movements need to be efficient, with short duration (on

the order of the gate time or less) and minimal energy gain (less than one motional

quanta). In this section, we will describe what has been realized so far in terms of
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ion shuttling and splitting.

Blakestad et al. [BOV+09, BOV+11] demonstrated reliable ion transport through

a two-dimensional trap array incorporating an X-junction. An ion was transported

3.52 mm-traversing the X-junction twice-in 910 ps (i.e. at a speed of about 3 m/s)

with an energy increase of just 0.18 t 0.02 vibrational quanta per trip (for a motional

frequency of 3.6 MHz). Following millions of successive traverses, they inferred a

transport success probability of greater than 0.999995. Walther et al. [WZR+12]

realized even faster ion transport in a segmented microchip trap: an ion was shuttled

over a distance of 280 pm in 3.6 ps (corresponding to a speed of about 78 m/s) with

energy gain as low as 0.10 0.01 quanta (for a motional frequency of 1.4 MHz). So,

the requirement of shuttling times on the order of gate times (- 10 ps) with minimal

energy gain (< 1 motional quanta) has already been realized. Further, theoretical

investigations indicate that shuttle times on the order of a trap oscillation period

(I 1 ps) or less should be possible [LMC+14, FGP+14].

Splitting has been implemented as part of a quantum teleportation protocol

[BCS+04] and the experimental entanglement purification of two-ion entanglement

[RLK+06]. Ruster et al. [RWK+14] have experimentally demonstrated a protocol for

fast ion separation which retains the ions in the Lamb-Dicke regime. Separation of

a two-ion crystal in a segmented trap was achieved within 80 ps (comparable to the

time required to implement an MS gate) with a mean excitation of about 4 quanta

per ion. This realization is consistent with the adiabatic limit corresponding to their

trap parameters. Bowler et al. [BGL+12] have realized separation of two ions in just

55 /-s, with resulting excitations of about 2 quanta per ion. It is expected that techni-

cal improvements, together with newly developed techniques, will enable separation

durations in the 10 ps range, with energy transfers below the single-phonon level

[KRS+ 14].
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8.3.2 Qubit manipulation - waveguides and couplers

Integrated grating couplers could be used to emit beams tightly focused on individual

ions, replacing conventional free-space laser beams grazing the trap. Space permit-

ting, grating couplers could provide separate cooling and control beams for each in-

dividual ion. To bring light to the grating couplers, waveguides can be incorporated

into the trap.

Orcutt et al. [OKH+11] demonstrated photonic integration within a state-of-the-

art 28 nm CMOS foundry process (see Figure 8-2). They used the 80 nm thick

polysilicon (typically deposited for transistor gates and local electrical interconnects)

as the high-index waveguide core, yielding suitably strong confinement for transverse-

electric-polarized light from 1.2 pm to 1.6 4tm (this work focused on telecommuni-

cations wavelengths). The waveguides are polarization maintaining and typically

less than 100 nm wide. Because these waveguides rely on deposited polysilicon that

has not been optimized for photonics, the losses are higher, scaling with decreasing

confinement factor down to approximately 30% [OMS+12]. Orcutt et al. [OMS+12]

measured waveguide propagation losses below 15 dB/cm across the telecommunica-

tions spectrum, with a minimum of about 6 dB/cm at a wavelength of 1550 nm. This

is higher than can be achieved outside of CMOS-integrated photonics; for example,

propagation losses as low as 0.6 dB/cm have been achieved at telecom wavelengths

using sputter-deposited aluminum nitride (AlN) film on (crystalline) silicon substrate

[XPT12].

In the same CMOS process, Orcutt et al. [OKH+11] created broadband grating

couplers for surface-normal optical input and output with bandwidth as great as

150 nm and insertion loss below 10 dB (tested over a range of 1280 nm to 1630 nm).

The minimum insertion loss of 4.8 dB was obtained at a wavelength 1560 nm, with a

1 dB bandwidth of 93 nm. For comparison, the typical coupling efficiency is 5 dB at

1550 nm, and 10 dB at 770 nm for more specialized, silicon-integrated AlN grating
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Figure 8-2: (a) SEM image showing a vertical grating coupler designed by Orcutt

et al. [OK H+ 11]. (b) TEM image showing the cross-section of a CMOS-integrated

waveguide. The waveguide has a 670 x 80 nm polysilicon core, clad with a con-

formal 50 nm silicon nitride liner, surrounded by oxide. (Images reproduced from

Ref. [OKH' i I]).

couplers [X PT 12]. The bandwidths possible in the CMOS couplers [( ).MIS 12] are

such that multiple beams could potentially be transmitted together, such as 729 inn

and 866 nm beams, but they will exit the coupler at different angles, which may pose

a problem. In terms of footprint, for a 5 pm spot size (as may be desired for single-ion

addressing) 50 pin away from the surface, the grating coupler extent would be about

15 pm. The maximum power that can be transmitted is likely to be limited by phase

error rather than by thermal effects.

Integrated waveguides can be made large enough so that thermal effects due to

high powers (in waveguides transmitting light to many ions, for example) will not be

an issue. However, because of the Kerr effect (refractive index change with applied

E-field) power changes in the waveguide will result in phase errors. Hence, optical

pulses traveling through a waveguide will be distorted. The intensity-dependent phase

shift (which is in addition to that from the linear refractive index) accumulated over

some length L of waveguide transmission, is 0 = T1 2 IkOL, where ko = 2-r/A is the

vacuum wavenuiber, I is the intensity in the waveguide, and 'n2 is the intensity-
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dependent refractive index of the core material. The Kerr nonlinear properties of

plasma-deposited silicon nitride were characterized for the first time in 2008. For IR

wavelengths (1558 nm), the intensity-dependent refractive index n 2 was measured to

be 2.4 x 10-15 cm 2 /W, which is 10 times larger than that of silicon dioxide [ISAF08]

(we have yet to find n2 measurements for visible wavelengths).

We can estimate the phase error expected due to the Kerr effect using laser pa-

rameters from the prototype system, summarized in Table 8.3. From this table, we

see that the maximum laser intensity required at the ion position is ~ 3.5 x 107 W/m 2

at a wavelength of 729 nm (the qubit laser). Assuming a 5 pm spot size is achieved

using a focusing grating coupler (as may be desired for single-ion addressing), this

laser intensity corresponds to a laser power of about 1 mW being transmitted to the

coupler. In the waveguide feeding the coupler, the intensity is given by I = P/Aeff,

where Aeff is an effective area of the waveguide for this nonlinearity, which will be

on the order of 0.1 pm2 in our devices. So the laser intensity in this waveguide

will be approximately 1010 W/m 2. After propagating through 1 cm of waveguide,

the intensity-dependent phase shift incurred in this waveguide will be approximately

#= 0.01 degrees. So this phase shift will likely be negligible so long as modulators

are placed fairly close to the ions they will address.

8.3.3 Qubit manipulation - modulators

To apply gate pulses, integrated phase/intensity modulators would be convenient

(otherwise a zoo of stand-alone AOMs would be required on an adjacent laser ta-

ble). In this section we discuss silicon-compatible, integrated modulators suitable for

applying laser pulses to ions.

Because silicon has a narrow indirect bandgap (1.1 eV) and centrosymmetric crys-

tal structure, it does not exhibit a second order (x(2)) nonlinearity (the Pockels effect).

Commercial (non-integrated) high speed electro-optic modulators, such as devices
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made from lithium niobate, rely on the the X field-dependent refractive index to

achieve wide band modulation. In silicon, modulation can be achieved using the

free carrier plasma dispersion effect, in which free carriers are injected or removed

to change the free carrier density, which in turn alters the refractive index. Phase

modulation in silicon using the free carrier plasma dispersion effect can be achieved

in several difference device configurations: forward biased p-i-n diode [TR95], MOS

capacitor [LJL+04, LSRM+05], and reverse-biased pn junction [GREP05]. The for-

ward biased p-i-n diode configuration offers superior modulation depth (defined as the

resulting phase change when 1 V is applied to the modulator), while the MOS capac-

itor and reverse-biased pn junction configurations offer superior modulation speed.

The modulation depth for a reverse-biased pn junction could potentially be improved

through appropriate device design.

Intensity modulation can be realized using an interferometric Mach-Zehnder con-

figuration which can be integrated into the trap. For example, Liu et al. [LLR+07]

developed a high-speed silicon modulator based on a Mach-Zehnder interferometer

(MZI) with a reverse-biased pn diode embedded in each of the two arms (see Fig-

ure 8-3). Each pn diode phase shifter is 3 mm long, a length chosen to keep the

bias voltage low (< 5 V). Liu et al. [LLR+07] demonstrate high-frequency modulator

optical response with a 3 dB bandwidth of ~ 20 GHz, for a continuous-wave laser

beam at 1550 nm (this work focused on telecommunications wavelengths).

Unfortunately, the extinction of the integrated modulators is about 20 dB (at

best), which means that the Rabi frequency when the modulator is quiescent will

still be 10% of the maximum Rabi frequency. One solution might be to cascade

several modulators to increase the extinction. For example, cascading 3 modulators

would result in about 60 dB extinction, and a quiescent Rabi frequency of 0.1%. The

extinction of the integrated Mach-Zehnder modulators could also likely be improved

through device design changes, such as optimizing the dopant concentration and
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pn phase shifters

input 1x2 MMI 2x1 MMI output

Load resistor
RF source

Figure 8-3: Diagram showing the silicon modulator developed by Liu et
al. [LLB + 07]. It is a Mach-Zehnder interferometer containing two pn junction based
phase shifters. The waveguide splitter is a 1 x 2 multi-mode interference (MMI)
coupler. (Image reproduced from Ref. [LLR4 07]).

profile [LLR+07]. An alternative "software" solution could be to implement pulse

sequences that correct for the quiescent drive.

8.3.4 Quantum state detection

For efficient state-detection, fluorescence capture from the ions should be maximized,

and the subsequent photon-to-electron conversion optimized. The capability to dis-

cern the state of individual ions (by detecting their fluorescence individually) is also

necessary. In this section we outline some different approaches to light collection

suitable for a large-scale system.

Photodetectors can be integrated in CMOS; Field et al. [FLC+10] fabricated a

single-photon avalanche diode (SPAD) within a standard 0.13 pm CMOS process

(see Figure 8-4). The fabricated device has a photosensitive area of about 5 Am x

5 Am, and the complete device occupies an area of about 30 pm x 30 Am. The photon

detection probability peaks at just below 30% for a wavelength of 425 nm (measured a

room temperature), while exhibiting a dark count rate of only 231 Hz and an impulse

response of 198 ps [FLC+ 10]. The dead time is prohibitively long at 15 ps, but could

likely be improved a great deal by changing the quenching circuit used [FLC+10)].

A previous SPAD fabricated using a high-voltage 0.8 Am CMOS process has a dead
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time of < 40 ns [NRBC05].

(a)

10 pm

(b) eSTI P+

Figure 8-4: (a) Micrograph of SPAD structure fabricated by Field et al. [FLC1 10].
(b) Illustration of the expected pn diode structure after fabrication of the SPAD.
(Images reproduced from Ref. [FLC+10]).

For integrated photodetectors like the CMOS SPAD, the collection area would

likely need to be very small in order to fit within the trap electrodes (probably beneath

an opening in the ground electrode) and to keep the detector capacitance low (to

allow for sufficient bandwidth). For an ion-surface distance of 50 ,um and an inter-ion

spacing of 5 pm, the detector area would likely be limited to about 200 pm2 per

ion (to fit within the central ground electrode), which corresponds to fluorescence

collection from just 0.6% of the solid angle. Solid-angle capture could be increased by

reducing the ion-surface distance to 20 1ttm (and scaling the opening to about 80 tIm2

to fit within a scaled-down ground electrode), resulting in fluorescence collection from

about 1.6% of the solid angle, comparable to that achieved in conventional systems

(see Section 4.1). To further increase solid-angle capture, the ground electrode could

be made of a transparent conductor (such as indium tin oxide, as we demonstrated

in Chapter 4), increasing the extent of the collection area (to span the outer-edges of

the gaps separating the RF electrodes from the center ground electrode), resulting in
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fluorescence collection from about 3% of the solid angle.

As an alternative to light collection through the electrodes, it might be more

practical to use an array of Fresnel lenses above the trap (as in [SN J+ 11], see Figure 8-

5) or similar, and a CCD array. A downside of this approach is that light emitted

by grating couplers on the trap surface will contribute some additional background

signal, but this may not be significant because the beams from the couplers will be

diffuse by this point.

Figure 8-5: Illustration showing the scheme proposed by Streed et al. [SNJ+ 1I]
for highly parallel readout of trapped-ion qubits. Fluorescence from ions trapped at
multiple sites on a surface trap is efficiently coupled into single optical modes by an
array of microfabricated phase Fresnel lenses on a single substrate. (Image reproduced
from Ref. [SNJ+I I).

Another alternative for light detection would be to collect fluorescence from be-

neath each ion and couple it into a waveguide. The light could then be transmitted to

an optimal detector mounted elsewhere. This brings to mind, in particular, the recent

demonstration of superconducting-nanowire-single-photon detectors (SNSPDs) inte-

grated with silicon photonic circuits (see Figure 8-6. In this demonstration, SNSPDs

were transferred onto SOI waveguides using a micron-scale flip-chip process, resulting

in on-chip detection efficiencies up to 52% for single photons with a wavelength of

1550 nm, sub-50-ps jitter, and nanosecond-scale reset time [NMH +15].
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f~TT~t~
Figure 8-6: Optical micrograph of 10 waveguide-integrated detectors (DI - D10)
assembled on the same photonic chip by Najafi et al. [NMH'15]. The waveguides are
marked by red arrows. The length of the scale bar (shown in blue) is 100 pm. (Image
reproduced from Ref. [NMH+15]).

8.3.5 Motional cooling

An important consideration is how much overhead cooling and re-cooling ions will

add to the protocol. Depending on the method of cooling, the time required to

prepare ions in the motional ground state can range from 100s of Ius to a few ms (see

Table 8.1). So, we would like to determine how often we can expect to re-cool ions

during implementation of the algorithm. Let's begin by assuming that we want to

re-cool the ions whenever the mean number of motional quanta i exceeds 2 quanta.

The average heating rate measured in the CMOS trap was about 80 quanta/s (for a

chip temperature of 8.4 K; see Section 6.4.4). Referring to the prototype system, it

is reasonable to assume that most quantum gates can be completed in under 45 Ps

(see Table 8.1). So, we will need to re-cool the ions approximately every 500 gates.

From recent demonstrations of shuttling (see Section 8.3. 1), we see that ideally each

shuttling step will add energy corresponding to 0.1 quanta. Hence, we will need to

re-cool the ions about every 20 shuttling steps.

Because the trap is typically much larger than the confined ion chain, we expect

that electric field noise will be nearly uniform across the chain. Uniform electric field

noise will only heat modes involving the center-of-mass (COM) motion, in which the

ion chain moves as a rigid body. Non-COM modes, such as the collective breathing

mode, can only be excited by field gradients, hence the heating of these modes is

suppressed [KWNM4+98]. Thus, we should choose a non-COM mode for quantum logic.

1618.3. CAPABILITIES OF EXISTING HARDWARE



However, heating of modes other than the logic mode will result in uncontrollable

changes in the total wavepacket spread of the ion, causing the Rabi frequency of the

transition between logic-mode motional states to also undergo uncontrollable changes.

Hence, it is still necessary to keep the COM modes cool.

By combining an even number of qubit ions with a single cooling ion placed in the

center of the chain, it is possible to use sympathetic cooling to reduce the thermal

wavepacket spread of the ions, without disturbing the coherences of the internal qubits

or the motional mode used for quantum logic. If the mass of the central, cooling ion

is different from that of the qubit ions, all of the COM modes must be cooled (by

addressing the central ion) to keep the ions in the Lamb-Dicke regime [KKM+00].

However, because we have access to individual addressing beams for each ion, we

can choose for our central, cooling ion to be of the same species as our qubit ions,

making their masses the same. In this limit, only the lowest axial mode will heat

significantly, and we can maintain all ions in the Lamb-Dicke regime by cooling just

this mode (by addressing only the central ion) [KKM+00]. Using the same ion species

for sympathetic cooling also significantly simplifies ion loading into the trap array,

and reduces the number of different lasers needed.

8.4 Visualizing an integrated trap module

With an understanding of the requirements, and the hardware available to construct

an integrated trap module for implementing the QFT, we are now in a position to

imagine what such a module might look like. This brief "design" section is intended

more as an outlook than as a blueprint, but we hope that it will convey the potential

of a modular trap architecture.

In Figure 8-7, we give a top-view of a hypothetical trap zone housing 5 ions,

with fully-integrated optical components. Just beyond the segmented DC electrodes,

openings allow laser beams emitted by focusing grating couplers to address ions from
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one or more waveguides. Modulators apply pulse sequences and direct light. In the

center of the trap zone, beneath the location of each ion, a grating coupler collects

fluorescence into a waveguide. Each in-coupler is followed by a modulator, so that

the fluorescence from the ions can be distinguished. Integrated electronics to control

the optical devices and supply DC voltages to the segmented trap electrodes are not

shown. For a more detailed look, the integrated electronics and optical devices to

manipulate a single ion can be seen in Figure 8-8, which is a cross-sectional view.
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Figure 8-7: Top view of a hypothetical trap
zone for 5 ions. Ions would be trapped ~ 50 ,am
above the in-coupler sites, with an inter-ion spac-
ing of ~ 5 pum. Integrated optical components
are shown in place below trap electrodes (see text
for details). Picture is not drawn to scale, and
square bends (not practical for waveguides) are
used only for clarity. In a real system, the width
of the central ground electrode might be ~ 50 gm
and the grating couplers and EO modulators can
be expected to have a scale of ~ 10 pim.

trap electrode

waveguide

|| 01 focusing out-coupler

|||100- in-coupler

EO modulator
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y
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Figure 8-8: Conceptual drawing showing cross-sectional view of a hypothetical trap
zone (not drawn to scale). A SSSr+ ion is confined about 50 pm above the trap
surface. Light emitted by two CMOS-compatible grating couplers comes to a focus
at the ion position, delivering light for Doppler cooling and qubit control. Integrated
waveguides carry light to these focusing grating couplers, and away from an in-coupler
placed below the ion to collect fluorescence. Modulators are also integrated to direct
light and apply pulses. Beneath a ground plane formed in a buried metal layer,
additional metal layers are used to bias optical devices, and supply control voltages
to the trap DC electrodes.
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8.5 Conclusion

In this chapter, we took the SIMD QFT algorithm developed in Chapter 7 and asked

how it might be realized in a modular trap architecture using CMOS-compatible in-

tegrated electronics and optical devices. Drawing on existing ion systems, and prior

demonstrations, we assessed how close current hardware is to meeting the require-

ments posed by the SIMD QFT. We found that methods for ion transport-shuttling

between trap zones and splitting within a zone-are already well-developed, and can

meet the constraints for the algorithm. Appropriate waveguides and grating couplers

have also been realized in a CMOS process, although not yet at visible wavelengths

(but this is expected to be relatively straight-forward). CMOS-compatible EO mod-

ulators have been demonstrated, but further device development will be required to

achieve the extinction ratio needed for pulse sequences. There are some promising

options for efficient, scalable fluorescence collection from ions, but further study will

also be necessary.

On the whole, the tools needed to implement the SIMD QFT seem to be within

reach. Almost all of the requisite hardware has already been realized in some form.

The prospects for a scalable trap module incorporating components for local optical

and electronic control are good. With some further device development, a prototype

module will be well worth constructing.
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Conclusion

Over the past decade, ion traps have morphed from macroscopic arrays of machined

rods, blades, or needles-not much different from the original four-rod trap invented in

the 1950s-to compact devices made up of planar electrodes on a single chip. Despite

having lower trap depths and greater trap potential anharmonicity than their three-

dimensional counterparts, microfabricated surface traps have been used to realize

ground state cooling, high fidelity quantum gates, and entangling operations with

ions confined 20 to 200 microns from the electrodes. A compelling proposal for

a large-scale quantum computer is based on a so-called "quantum charge-coupled

device" (QCCD), in which two-dimensional arrays of ions are positioned above a

microfabricated surface. Gates are performed across different zones by shuttling ions

between them. Movement of ions in a multiplexed trap array has been demonstrated

experimentally, including splitting of ion crystals, shuttling of ions, transport of ions

through junctions, and recombination of ion crystals.

With the QCCD blueprint, moving beyond proof-of-principle experiments to a

machine encompassing thousands of manipulable ions still requires a great deal of

technology development. Forming a scalable ion-light interface is crucial, as laser

light is needed for cooling, state preparation, and gate operations. Additionally,
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fluorescence emitted by the ions must be detected for quantum state measurement.

To deliver and collect light efficiently from each individual trapped ion, it will likely be

necessary to integrate optical components such as photodetectors and waveguides into

the trap itself. In a large-scale system, classical electronics for automated ion control

and movement will also need to be integrated into the trap. Thus the current challenge

is to design an integrated ion system combining all the requisite components. The

contributions of this thesis are towards developing the technology required to build

trapped-ion systems up to a scale where useful computation is possible, through

addressing a number of challenges, and developing modular building blocks.

A first challenge is gathering light efficiently from many trapped ions. We estab-

lished a novel approach: capturing fluorescence transmitted through the transparent

electrodes of a surface trap. If a transparent, multi-zone trap is combined with a

photodetector array, massively parallel photon collection becomes possible. With

the right photodetector mounted below the trap, this would also speed up quantum

state detection significantly. Our demonstration of an ion trap with transparent elec-

trodes opens the door to integration with other optical components. In the long run,

however, light collection optics may instead become truly integrated with the trap,

through fabrication of ion traps that incorporate optical waveguides or photodetectors

in the substrate.

Next, we sought to better understand the sources of motional heating in surface-

electrode traps, where the ion's proximity to the electrodes exacerbates the problem.

Although we found that a graphene coating did not reduce motional heating as pre-

dicted, this investigation has shown how motional heating is strongly modulated by

surface properties. We believe that this approach of experimenting with the material

properties of trap electrodes holds promise for discovering scalable solutions to reduce

heating. One potential idea might be to. passivate the trap surface with a thin layer of

a lipophobic material that prevents hydrocarbon molecules from sticking to the trap
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during the vacuum bake. Another approach would be to clean or chemically break

down (crack) hydrocarbon contamination in-situ.

Shifting to a more system-oriented view, another interesting challenge is to ex-

ploit existing CMOS fabrication processes-that have enabled scaling to billions of

transistors-for quantum information processing. We have demonstrated basic func-

tionality, including stable trapping and low electric-field noise, of a trap fabricated

in an unmodified CMOS foundry process, opening the door to co-fabrication of ad-

vanced CMOS and photonics technology on an ion-trap chip, including the extensive

existing libraries of integrated circuits for digital logic and memory. We believe that

further development building on CMOS fabrication technologies offers a promising

path towards scalable, local optical and electronic control and readout of trapped-ion

arrays.

Finally, we turned our attention to mapping quantum algorithms onto ion trap

hardware. We found that the quantum Fourier transform is a powerful algorithmic

primitive with which to construct efficient quantum circuits for other quantum al-

gorithms, such as Shor's factoring algorithm. We also developed a framework for

optimizing trap layout and shuttling patterns for the QFT based on an interpretation

of Flynn's taxonomy for a quantum computer architecture. Lastly, we discussed how

CMOS and silicon-integrated photonics technology could be employed to build fully-

integrated QFT modules. This work is an initial step toward quantum processing at

scale with trapped ions. We think that the modular approach developed here will be

valuable for the continued development of scalable trap architectures.

We hope that some of the techniques demonstrated in this thesis will prove useful

to others working towards a large-scale quantum computer based on trapped ions.

Perhaps the lasting effect of this work will be to show how versatile surface-electrode

ion traps can be, and, ideally, to encourage continued explorations into exotic trap

materials and integration with optical elements. It is an exciting moment for re-
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searchers of quantum information processing, with many fundamental quantum op-

erations already demonstrated with trapped ions, and a multitude of possibilities for

further trap technology development. A majority of the current challenges to scaling

up are purely technological, leading this author to believe that if sufficient resources

and system-level efforts are devoted to further ion trap technology development, a

quantum computer on the scale of 100s of qubits may not be far off.



Appendix A

Additional details about

SuperDAC boards

The 3 SuperDAC PCBs are designed to snap together (using connectors on the front

and back sides of each board) to make a 3-layer stack with the DAC board on the

bottom, the ADC board in the middle, and the amplifier board on the top (since it

may get warm). This design should save time in assembling the boards because no

inter-board connection wiring needs to be prepared. (Each of the boards can also

function completely stand-alone).

The dimensions of the 3 boards are:

e PCB size: 4 x 4 inches,

* Mounting hole size: 2.8 mm diameter.

Details of each board can be found in the following sections.

A.1 DAC board

The DAC board features 4 buffered outputs, each with 20-bit resolution over a voltage

range of -10 V to +10 V. For each output, there are 3 digital input pins on the board
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which provide an SPI interface to set the output voltage. The board requires +15 V

and -15 V power rails.

* The DAC board is based on the Analog Devices AD5791 DAC, which has a

resolution of 20 bits over a -10 V to +10 V output range (in the configuration

I chose);

" The op amp used for the output buffers is the Analog Devices AD8597 (low

noise, slew rate: 14 V/us);

* The voltage reference for the DACs is the Analog Devices AD688 +/-10 V

reference (which has a temperature coefficient of 3 ppm/degree C);

" For isolation on the digital inputs, the Analog Devices ADUM 1300 digital

isolator is used;

" The op amp used for the power supply buffers is the Analog Devices AD8676

(dual op amp);

" Voltage regulator: NJM7805 +5 V regulator;

" Passives: All resistors are 0805 package; 10 uF capacitors are 0805 package; 1

uF and 0.1 uF capacitors are 0603 package.

The DAC board schematic and layout can be seen in Figures A-1 and A-2.
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Figure A-2: Board layout for the DAC board (see text for details). 



A.2 High-voltage amplifier board

The high-voltage amplifier board provides a gain of 10 for 4 inputs up to +/-75 V

rails. A bootstrapped op amp circuit is used to provide these large output swings.

The board requires +80 V and -80 V power rails.

" The op amp used is the Analog Devices OP37, (low noise, slew rate of: 17

V/us);

" The BJTs used are: Zetex ZTX657 (npn transistor) and ZTX757 (pnp transis-

tor). They have a (collector-emitter) breakdown voltage of 300 V, and a DC

current gain (hFE) of 50;

" All components on this board are through-hole.

The high-voltage amplifier board schematic and layout can be seen in Figures A-

3 and A-4.
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I

Figure A-3: Schematic for the high-voltage amplifier board (see text for details).
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Figure A-4: Board layout for the high-voltage amplifier board (see text for details). 
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A.3 ADC board

The ADC board has 4 inputs for measurement. A voltage ladder brings the inputs

into the -2.5 V to +2.5 V measurement range. The board requires +15 V and -15 V

power rails.

" The ADC board is based on the Texas Instruments ADS1248 ADC, which has

a resolution of 24 bits over a -2.5 V to +2.5 V input range (in the configuration

I chose);

" The voltage reference for the ADCs is the Analog Devices ADR4525 +2.5 V

reference (which has a temperature coefficient of 2 ppm/degree C);

" For isolation on the digital inputs and outputs, the Analog Devices ADUM 1402

digital isolator is used;

* Voltage regulators:

- NJM7805 +5 V regulator,

- NJM7905 -5 V regulator,

- Texas Instruments TPS79925 +2.5 V regulator,

- Texas Instruments TPS72325 -2.5 V regulator;

* Passives: All resistors are 0805 package; 10 uF capacitors are 0805 package; 1

uF and 0.1 uF capacitors are 0603 package.

The ADC board schematic and layout can be seen in Figures A-5 and A-6.
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Figure A-5: Schematic for the ADC board (see text for details).
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Figure A-6: Board layout for the ADC board (see text for details). 



Appendix B

Additional details about QFT

algorithm

B.1 Pulse sequences for QFT with constant circuit

depth

Within a single H-qubit linear chain, a full set of controlled rotation operations

controlled by or targeting a single qubit can be performed with a constant-depth pulse

sequence (with four MS gates regardless of the chain size). The following sequence

performs the operation represented by the circuit in Figure B-1.

[ () , MS (7r/4, 0), Z(0) (wr) , MS (-7/4, 0);
(I;'

ZU) (0j))

MS (7r/4, 0) , Z(0) (7r) , MS (-7r/4, 0), XU) (- (B.1)0j) )
X(0O)H( ,H(O)
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X3) x (03 )

JX2) X(02 )

lxi) X (0 1 )

1xo)

Figure B-1: A set of simultaneous controlled rotations with H = 4.

B.2 Details of simple QFT algorithm for H, = 1,

V = 2
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Algorithm 1 Simple 2D QFT

Input: Qubits q0 ... q,_- in chains Co...Cw-1 of size H = n/W
Output: QFT of qubits q0... qn_ 1 : controlled rotation R(c)(7r/2ct) of each qubit

{qt : t = 0...(n - 1)} by each qubit {qc : c > t}

define Po(m):

Po <- j[ +m1 )2 A 2., 2Q+1
end define

define P1(m):

Pl +- f 21 A2.+1,2.+2
end define

> even permutation operator

> odd permutation operator

define R( Ca: > full-chain simultaneous controlled rotations operator

Rn C d1t:qtCa,t<c} R(ct)(7r/2c-') - Ca
end define

function EvenGates(m)
parallel for a <- 0 to [(m - 1)/

C2a+1 +- Rc C2a+1
end parallel

end function

function OddGates(m)
parallel for a <- 0 to [m/2j do

C2 , +- R÷- C2,+1

end parallel
end function

2] c
> parallelized gates following P

o
> simultaneous rotations in chain C2a+1

t> parallelized gates following P

> simultaneous rotation op. in C2,+1,
> controlled by shuttled qubit q,

1:

2:

3:

4:

5:
6:

7:

8:
9:

10:
11:

12:

13:
14:

15:
16:

17:
18:

19:
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Algorithm 1 Simple 2D QFT (Cont.)

>> Global variables:
20: T +- 0
21: m <- 0

>> Stage 1:
22: for i +- 1 to W - 1 do
23: for j <- 0 to 2H - 2 do

24:

25:

26:

27:

28:

29:

30:

31:

32:

33:

34:

if T mod 2 is 0 then
DO <- Po(m)Do
EvenGates(m)

else
DO <- Pi(m)Do
OddGates(m)

end if

if j mod 2 is 0 and j <
Cm <- SWAP (0, j1

end if

T <- T + 1
35: end for
36: m m-- + 1
37: end for

> global counter (or, step parity)
> next chain for swapping Fourier ion

t> loop over chains
> shuttling iterations per chain

> even permutation

> odd permutation

2H - 2 then
2) Cm > swap Fourier ion to slot j/2 in Cm

> increment counter (or, switch parity)

> increment current chain
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Algorithm 1 Simple 2D QFT (Cont.)

>> Stage 2:
38: for i +- 0 to W - 1 do
39: if T mod 2 is 0 then
40: DO <- PO(W)Do
41: EvenGates(W)
42: else
43: DO <- P1 (W)Do
44: OddGates(W)
45: end if

46: T <- T+ 1
47: end for

>> Stage 3:
48: for i +- 0 to [W/(H - 1)] - 1 do
49: for j -0 to 2H - 2 do

50: r <-max (3W - m, [~W/(H - 1)1)
51: r -min(r,W) rper

52: if T mod 2 is 0 then
DO +- Po(r)Do
EvenGates(r)

else
DO <- P1(r)Do
OddGates(r)

end if

53:
54:

55:

56:
57:
58:

59:
60:
61:

62:

if j mod 2 is 0 and j < 2H - 2 then
Cm mod W<- SWAP (0,

end if

T <- T +1
63: end for
64: m <- m +1
65: end for

> loop over chains
> even permutation

> odd permutation

> increment counter (or, switch parity)

> loop over chains
> shuttling iterations per chain

mutations and gates affect first r chains

> even permutation

> odd permutation

> swap in chain Cm mod W

j/2) Cm mod W

> increment counter (or, switch parity)

> increment current chain
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