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Abstract

Traditional error correction and source coding has focused on the stochastic setting
where separation based schemes are optimal, and current solutions for applications
requiring both lossy compression and noise resilience reflect this approach. However,
in the adversarial setting, with worst case errors, separation based schemes are far
from being even asymptotically optimal. This work investigates fundamental limits,
achievability and converse bounds, practical codes, and algorithms for joint source
channel coding (JSCC) in the adversarial setting. Particular attention is paid to the
cases of flip and erasure errors.
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Chapter 1

Background

Coding theory, more specifically, source and channel coding, has a long and fruitful
history paved with many seminal papers and culminating in comprehensive textbooks.
Traditionally, these coding problems have been divided into two categories, stochastic
and adversarial/combinatorial, based on the error model, average for stochastic and
worst case for combinatorial. The focus of this work is combinatorial joint source-
channel coding (CJSCCQC). In particular, CJSCC in Hamming space with flip or erasure

errors where the distortion measure of interest is the Hamming distance.

1.1 Combinatorial Coding

In Hamming space, the combinatorial coding problem is a packing problem and is
addressed extensively in [1] and [2]. The packing problem seeks the maximum number
of points with the distance between any two points greater than a given minimal
distance, or, equivalently, the maximum number of disjoint balls of a given radius
that can be packed into binary Hamming space of a given dimension. An exact
asymptotic solution is open, the best known lower bound is the Gilbert-Varshamov
bound and the best known upper bound is the MRRW bound [3]. The multiple
packing problem [4] is an extension of the packing problem wherein any Hamming

ball of a given radius cannot contain more than a given number of points.
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1.2 Combinatorial Compression

The corresponding compression or source coding problem is a covering problem, and
a near comprehensive treatment is given in [5]. Historically, the covering problem has
proven to be much more attainable than the packing problem and an exact asymp-
totic characterization has been found. Moreover, it is shown in [6] that the rate
distortion function in the stochastic and adversarial settings are equal. The combina-
torial covering problem is further subdivided into linear and nonlinear, i.e. whether
the collection of points form a subspace. The asymptotic rate of the optimal linear
covering is given in [7] for binary Hamming space and [8] for non binary Hamming
space. The techniques used in [8] also demonstrate that more general tilings, beyond

Hamming spheres, can be used as efficient covers.

1.3 Stochastic Joint Source-Channel Coding

As mentioned, the primary focus of this work is CJSCC and the literature on this
topic appears to be lacking. In the stochastic setting the separation principle [9], [10],
asymptotically there is no loss in separate source and channel coding, has supported
individual study for compression and coding. As such, research in stochastic JSCC has
been minimal, but in the interest of completeness we mention a few such endeavors.
In [11] and [12] joint coding techniques are used in estimation theory to derive new
lower bounds for signal parameter estimation. More recently, the nonasymptotic
performance of JSCC has been sharpened with the introduction of a second order
term called the JSCC dispersion {13], and the exponent of decay for probability of

success is given in [14].

1.4 Combinatorial Joint Source-Channel Coding

The adversarial joint source-channel problem and a framework for analysis were in-
troduced in [15] and expanded in [16]. An adversarial joint source-channel problem is

specified by a source and an adversarial channel. A source consists of a source alpha-

8



bet with a given probability distribution, a reconstruction alphabet and a distortion
metric between source and reconstructed symbols. An adversarial channel consists of
an input alphabet, an output alphabet and a conditional distribution. The adversary
is restricted to outputs that are strongly typical given the input with respect to the
conditional distribution. Two error models are addressed: flip errors, analogous to the
BSC in stochastic JSCC, and erasure errors, analogous to the BEC, and minimization

is over the worst-case adversarial action.

For flip errors, the alphabets are all binary Hamming space, the distortion metric
is the Hamming distance and the adversary is restricted to outputs whose Hamming
distance to the input are bounded according to the channel parameter. The CJSCC
problem is characterized by choice of an optimal encoder-decoder pair. Error-reducing
codes, introduced in [17], are very similar to the CJSCC problem with flip errors and
used to construct traditional error-correcting codes. More specifically, an encoder-
decoder pair is an error-reducing code if it is a CJSCC over a window of values. Jointly
tailoring matched encoder-decoder pairs has been previously investigated, but, to the
author’s knowledge, not in the general framework presented in [15]. In particular, in
[18] a cryptographic based encoder-decoder pair is used to improve known results for

the adversarial channel with computationally bounded noise.

For flip and erasure errors tradeoff between optimal distortion and bandwidth ex-
pansion factor is sought. In [15] it is shown that the optimal CJISCC with flip errors
and unit bandwidth expansion factor is the identity map and this is strictly better
than any separated scheme. For higher order bandwidth expansion factors an analog
of the identity scheme is the repetition code, and, unlike the traditional stochastic
setting, the performance of the repetition code is nontrivial. This observation insti-
gated an investigation into the repetition of other small dimension codes. In [19], the
asymptotic performance of repeating a small dimensional code and a more detailed
analysis for repetition of the perfect seven four Hamming code for flip errors is given.
Repetition of small order codes is much more straightforward for erasure errors and

the corresponding asymptotics will be analyzed.

Given an encoder one can calculate the performance of and give an explicit rep-
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resentation for the optimal decoder, and similarly for a given decoder. In particular,
for an encoder, the optimal decoder is the Chebyshev center of the preimage of a
Hamming ball dependent on the input. Unlike its Euclidean analog the Chebyshev
center is not unique, and determining the Chebyshev center and the corresponding
Chebyshev radius of a set in Hamming space is computationally intensive. There-
fore, practical implementations of CJSCC will require efficient algorithms for finding
Chebyshev radii. These and similar questions are addressed in [20], where, among
other things, an efficient approximation algorithm for calculating Chebyshev radii

using a linear programming relaxation is given.
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Chapter 2

Preliminaries

The notation for the n fold product of the field of two elements F73 is used for n
dimensional binary Hamming space, d(-,-) is the Hamming distance and w(-) is the
Hamming weight. Given a set S C Fj its Chebyshev radius is the radius of the

smallest Hamming ball containing all of its points

rad(S) = min max d(z,y),

a point gy achieving this minimum is called a Chebyshev center, and its covering

radius is the radius of the smallest covering by points in S

Teov(S) = max min d(z,y).

These two quantities satisfy an important relation

rad(S) = n — rev(S).

Proof. Let ¢ be a Chebyshev center of S and choose s € S such that d(s,1 +¢) <
cov(S), then

n=d(c,1+c)<d(c,s)+d(s,1+ c) <rad(S) + reov(S).
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Suppose rad(S) + Teov(S) > n, then there exists zo € Fj such that

n —rad(S) < rew(S) = gé%? rsrggwt(x +s) = min wt(zo + 8).

Thus
rad(S) > meaéx{n — wt(zg +5)} = meaéxwt((l + zg) + 8),

a contradiction. _ O
There are also some combinatorial quantities of interest:
e K(n,r) — minimal number of points covering F% with radius r balls;

e A(n,d) — maximal number of points in F} with distance between any two points

at least d,;

e Ar(n,r) — the maximal number of points in F} such that any ball of radius r

contains at most L points.
The two packing numbers are related A(n,r) = A(n,2r 4+ 1).
Lemma 1. For all x € F}
i) B.(z) = B,(0) + z;
i) BS(x) = Bp—r-1(z +1).
Proof.

i) Let f(y) =y +z. Claim: f: B,(0) — B,(z) is an isomorphism. Suppose f(y) =
f(2),theny+z = z+z andy = 2. Let z € B,.(z). Then z = (z—z)+z = f(2—1),
where d(z — z,2) = w(z — 2 + z) = w(z) < r implies z — x € B.(z). Hence

B, (z) = f(B:(0)) = B(0) + z.

ii) Similar to part i, B (z) = B¢(0) + z. Let g(y) = y+ 1. Claim: g : B,_,_1(0) —
B€(0) is an isomorphism. From part i, it is in injective. Let z € BY(0), then

z=f(z—1). Forally € F3, w(y — 1) = w(y + 1) = n — w(y). Therefore,
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ifw(z) > r+1, thenw(z—1) <n—r—1and z—-1 € B, ,1(0). Thus
Brc(o) = f(Bn~r~1(0)) = Bn—r—l(o) + 1.

Lemma 2. Let {a,} and {b,} be sequences in R.

i) liminf, o (an + bp) > liminf, o a, + liminf,, o b, whenever liminf, , a, +

liminf,_,o b, erists.
i) For an,b, > 0, iminf, ,o anb, > (liminf,_ o a,) (Hminf, o0 by,).
i) For 0 < A <1, liminf, o @)\ = liminf, , a,.
Proof.

i) As {(n,n) | n >k} C {(3,j) |i,j > n}, for alln

inf(an +ba) > inf (a:+b;) = inf a; + inf b;.
ign(a” +bn) 2 (i,j;fz!,j?_n(a + ) zuzlwfza +]Hzl£ b

If lim inf,, a,, and lim inf, b, are both finite, then a limit will distribute over the
sum. By assumption liminf, a, + liminf, b, is well defined, i.e. infinite of the
same sign. It suffices to show that liminf,,_,.(a, + b,) is infinite when either

lim inf,, , a, or liminf,,_, b, is infinite. This follows from the above equation.

ii) Similarly, by nonnegativity,

B 0n0n) 2 e ) = Bl s

i) {apan} = {an}.

The floor function is superadditive.

Lemma 3. Forz,y € R
lz+y] > |z] + |yl
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Proof. Let z,y € R, with = n, + r, and y = n, + r, where n;,n, € Z and

0<rgry <1l Then

I_I+yJ :nz+ny+l_rz+ryJ an'{‘ny:[xj_'_l_y_l'

The Chebyshev radius in Hamming space is additive.
Lemma 4. For allm,n € N, A CF3 and B C Fy, rad(A® B) =rad(A) + rad(B).

Proof. Let x4 be a Chebyshev center for A and zp a Chebyshev center for B. Let
z € A and y € B, then

d([zy], [xaypl) = d(z,z4) + d(y,ys) < rad(4) + rad(B)

Hence rad(A @ B) < rad(A) + rad(B). Similarly, let [z49py4ep] be a Chebyshev
center of A@ B. Forallz € Aandy € B

d(z,TaeB) + (Y, Yyaes) = d([z Y], [Ta0B Yaes]) < rad(A @ B).
As this holds for all z,y
rad(A) + rad(B) < max d(l‘) mAGBB) + max d(ya yA@B)
x ¥

= 1']_;1:227( [d(.’L‘, .'BA@B) + d(y) yA@B)]

<rad(A@® B).

Hence rad(A & B) = rad(A) + rad(B). O
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Chapter 3

Flip Errors

3.1 CJSCC with Flip Errors

Definition 1. Let k,n € N, E € {0,...,k} and A € {0,...,n}. A pair of maps
f:Ft > F? and g : F3 — FE is a (k,n; E,A) CJSCC if, for all (z,y) € F§ x Fg,

d(f(z),y) <A = d(z,9(y)) < E,
or, equivalently, E(A; k,n, f,9) < E, where

E(A;k,n, f,g) = max d(z, .
( f g) (Z»y)id(f(z)ay)SA ( g(y))

In the sequel the k and n may be dropped when understood from the context.
Moreover, the notation F(A;h) is used when h is either an encoder or decoder, an
encoder being a map from the source space to the channel space and a decoder being
a map from the channel space to the source space. In the interest of notational
consistency, typically, an encoder is denoted with an f, a decoder with a g, the source

dimension is k£ and the channel dimension is n.
Definition 2. The optimal distortion for a (k,n; E,A) CJISCC is
E*(Ajk,n) = Ig;inE(A;f,g),
7g
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with minimization over f : Fk — F2 and g : F§ — F%.

The following is a simplified characterization of the CJSCC performance of en-

coders and decoders.

i) For all f:F% — F3,
E(A;f) = mginE(A;f, g9) = max rad (f 'Ba(y)),

the optimal decoder is g*(y; A, f) € cen(f ' Ba(y)).

ii) For all g : F} — FE,

E(A;g) :=min F(A; f,g) = maxmin max d , ),
(A59) :=min B(A; £,9) = maxmin max d(g(y),=)

the optimal encoder is f*(z; A, g) € arg min ey Maxye B, (2) d(9(y), T).

Proof.

i)
max d(z, =max max d(z,
wgpiex Az 9) = max  max d(z,9(y))

> maxmin max d(z,z)
yeF? zeFk o¢ f~1Ba(y)

= max rad(f‘lBA(y)),
y€Fy

and g(y; A, f) € cen(f1Ba(y)) achieves the bound.

if)
max d(z, =max max d(z,
(zy):d(f(z)y)<A (z,9() 2€FE y€Bsn (f(2)) (z,9(y))

> maxmin max d(z, ,
© z€Fk 2€F3 y€Bsa(2) (9(4))
and f(z;A,g) € arg min,cpr Mmaxyep;, () d(z, g(y)) achieves the bound.
O

In the sequel, an encoder f : F§ — F2 (resp. decoder g : F§ — F%) may be called
a (k,n;E,A) CISCCif E(A; f) < E (resp. E(A;9) < E).
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i) A function f : F§ — F3 is a (k,n; E,A) CJSCC if and only if, for all S C F3,
rad(S) < A implies rad(f*(S)) < E.

ii) Let f:Ft — F2 be a (k,n; E,A) CJSCC

a)
rad(f(S)) < A = rad(S) < E.

b)
do,y) >2B+1 = d(f(@),f() 220 +1.

c) If f(0) =0, e.g. f is linear,
w(z) > 2F +1 — w(f(z)) > 24+ 1.

The later implications are very weak necessity conditions for any CJSCC f and

comprise the basis for a series of converse bounds.

3.2 Converse Bounds

Two important converse bounds arise by studying the behavior of intrinsic combina-

torial objects, i.e. coverings and packings, under the action of a CJSCC.

3.2.1 Covering Converse

Theorem 1. (Covering Converse) If a (k,n; E,A) CJSCC ezists, then
i) K(k,E) < K(n,A);

it) K(k,k—E—-1)> K(n,n—A-1).

Proof.

i) Let C C F} be a minimal K(n,A) covering. Partition F} into {U, : ¢ € C'} with
rad(U,) < A for all ¢. By the CJSCC condition, {f~'U.} is a partition of F%
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with rad(f~1U.) < E. For each c choose a Chebyshev center ¢/ of f~1U,. Let
C’' = {c'}, then 7., (C’) < E and thusly K(k, E) < |C'| = |C| = K(n, A).

ii) Suppose K(k,k— E—1) < K(n,n—A+1). Let S C F% be a minimal K (k,k —
E — 1) covering. Then |f(S)| < K(k,k— E —1) < K(n,n — A —1). Thus
rad(f(S)) < A and rad(f ! f(S)) > rad(S) = E + 1 > E, a contradiction.

The statements are equivalent by Theorem 4. O

3.2.2 Packing Converse

Theorem 2. Let f be a (k,n; E,A) CJSCC. If an L-multiple packing of radius E

exists in B, then its image under f is an L-multiple packing of radius A and

Ar(k, E) < LAg(n, A).

Proof. Let C be an L-multiple packing of radius . Suppose f(C) is not an L-multiple
packing of radius A. Then there exists yo € F3 such that |f(C) N Ba(yo)| > L. By
construction rad(f(C) N Ba(yo)) < A. Thus there exists zy such that f~1(f(C) N
Ba(%)) C Bg(zo). For all ¢g € C,

flco) € f(C)N Ba(ys) = o€ CNfT(f(C)N Balw))-
Hence |CNBg(z0)| > |CNf(f(C)NBa(y))| > |f(C)NBa(yo)| > L, a contradiction.
The bound follows from |f~1(f(c))| < L. O
With L = 1, this yields the coding converse of [15],

A(k,2E + 1) = Ay(k, E) < Ai(n,A) = A(n, 2A + 1).

18



3.3 Basic CJSCCs

3.3.1 (Pseudo)-Identity Code

The (pseudo)-identity code Iy, maps by identity the first min{k,n} bits and zero

pads the remaining n — min{k, n} bits.

Lemma 5. Let k,n € N and A € {0,...,n}. The distortion of the (pseudo)-identity

map Iy, : F5 — F7 is

E(A; I,,) = min{k, A + max{0,k — n}}.

Proof. Let f = Ii,. Suppose k < n. By construction, for all y € F§, f~'Ba(y;n) =
F1Ba([y* 0];7) = Buingr,a}(y¥; k). Thus E(A; f) = min{k, A}. Suppose k > n.
By construction, for all y € F2, f'1Ba(y;n) = Ba(y; k) @ Fs™. Thus E(A; f) =
A+ (k —n). O

3.3.2 Repetition Code

Let k,n € N. By the division algorithm there exists unique ¢, r such that n =gk +r
with 0 < r < k. The repetition codes repeats the i-th bit ¢ + 1 times if 2 < r and ¢
times if ¢ > 7, i.e. z; — [xgl) .. xz(.m)] where m € {q,q + 1}. Therefore, the first r
bits will be repeated q + 1 times and the last k — r bits will be repeated q times. As

such, the adversary will erase the later bits first and the corresponding distortion is

B(A: Ry) = 2 OgAg(k—r)[q/Q]'

A—(k—r
A 4 (k—7) (k—1)[q/2] <A<n

The case n = pk, p € N is called the p-repetition code and is denoted R, : F¥ — F%".
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3.3.3 Separated Code

For 2 < M < max{A(n,2A + 1),2}, the M-separated code Sy, sets a correspon-
dence between a radius F cardinality M covering in F¥ and a radius A cardinality
M packing in F} and maps points according to their respective approximation point.

The resulting distortion is the largest E such that

K(k,E) < A(n,2A +1).

3.3.4 Composition of Encoders

Lemma 6. (Composition Lemma) Let k,m,n € N and A € {0,...,n}. For all
fi :FE > FP and f, : FP — F3

E(A; fao i) <E(E(A; f2); f)

and

E*(A;k,n) < E*(E*(A;m,n);k,m).

Proof. Let g1 and g be the optimal Chebyshev decoders. Then d((fzo f1)(z),y) < A
implies d(f1(z),g2(y)) < E(A; f2) implies d(z, (91 0 g2)(y)) < E(E(A; f2); f1). The

second statement follows immediatley from the first using the optimal encoders. O

Combined with the pseudo-identity code this establishes a weak continuity result.
Lemma 7. Let k,n,a,b € N.

i) For all A <n,
E*(A;k+a,n+b) < E*(A;k,n) +a.

it) For all A > b,
E*(A;k+a,n+b) > E*(A-b;k,n).

Proof.

20



i) Let f be a (k,n; E*(A;k,n),A) CJSCC. By Lemmas 6 and 5

E(A ) In,n+b o f o Ik+a,k) S E(E(E(A ) In,n+b) 3 f) ;Ik+a,k) = E(A ) f) +a.

ii) Similarly, let f be a (k+a,n+b; E*(A;k+a,n+b),A) CJSCCand T = A —b.
By Lemmas 6 and 5

E(T; Lnysno folkkia) < E(B(B(T; Inton); £) i Tonra) = BL+b; £) = E(A; ).

|

3.4 Linear Encoders

A linear (k,n;E,A) CJSCC is an n x k matrix A € F3** and satisfies, as A0 = 0,
for all = € F%,

w(z) >2E+1 = w(Az) > 2A + 1. (3.1)

The structural conditions imposed by a linear encoder induce an equivalence relation
on the preimage of Hamming balls thereby reducing the number of points that need

to be evaluated. In particular when evaluating the distortion of A,
E(A; A) = max rad(A ' Ba(y)),
yeFy

one can restrict to a subset of FZ consisting of the coset leaders of A(FX) with weight
less than or equal to A.

The performance of the repetition code, in particular, for odd p, has proven to
be nontrivial. In the class of linear codes where all of the rows have unit weight,
the repetition code assigns equal favor to all coordinates. Moreover, one can show
that the repetition code or some permutation thereof is the unique linear code such

that wt(Az) = pwt(z) for all p. The following technical Lemma and its practical

21



extension establish that the repetition code is asymptotically optimal in the class of

linear codes with unit weight rows for odd p.

Lemma 8. Let p >0, {¢; e N: 1 < i<k} withe; < < <ckandz G =
|pk|. For all0 <m <k

- £lok] +1

Proof. Let T = |pk]/k. As the ¢; are integers,

i[%] Zc, 1—T+1k‘

=1 1==1

Suppose there exists m, such that

N

By monotonicity of the ¢;, for j > m

fe3/21m 2 [em/2m 2 Y [esf2] > T2

Thus
k m k
> fei/21 = Tei/21 + Y [ei/2]
=1 i=1 i=m+1
1 1
>'r;- m 4 T+1(k m) = T+ k,
a contradiction. O

Proposition 1. Let A : Fk — F2F. If wt(a;) = 1, for alli, then for all A € {0,...,n}

Ba;4) 2 min{| 281 k).

Proof. Let {¢; : 1 < ¢ < k} be the sums of the k columns of A. By construction
Zf=1ci = pk. WLOG assume ¢; < ... < ¢,, CJSCC performance is unaffected
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by permutation of rows and columns. If all of the rows have weight one, then the
adversary’s only option is to distort individual bits in F%, i.e. flip [¢;/2] bits in F5
wheres ¢; is the number of bits in column 7 thereby distorting bit i in F5. Thus,
the adversary will flip bits in order of the smallest column weights according to the

following maximization

M=max{m:i[ci/2'| SA}.

The corresponding distortion is

E(A; A) = min{M, k}.

By Lemma 8,
M+1 pt1
A 21 < P m
< D Te/a < L3R+,
and thusly M > [;%A—l]. O

Lemma 9. Let A € FY** and X a k-dimensional vector of i.i.d. Bernoulli(q) random

variables. Then

Flo(AX)] = 5 - 3Va(l— 2),

where V4 is a generating function for the weight of the rows of A.

Proof. Let a; be an enumeration of the rows of A and V4 the corresponding generating

function.

B[w(AX)] = Y Fl{as, X) mod 2

i=1

1
—(a) Z 5 (1 —(1- 2q)w(ai))
=1

n 1
= 5 — §VA(1 - 2‘1);
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where (a) follows because, for all j > 0,

E

ZXj mod 2} = —;—(1 — (1 - 29)%).

The following simple Proposition follows immediately.

Proposition 2. (Conservation of weight) For all A € Fp*¥

Z w(Az) = %T(A) Z w(z),

zcF% zeF%

where zr(A) is the number of identically zero rows of A.

Proof. Let {X;|1=1,...,k} be a sequence of i.i..d. Bernoulli 1/2 random variables,
X = (Xy,...,Xs) a vectorization and A € F?**. By Lemma. 9,

Bluw(AX)) = 5 2Va(0)
_n- zr(A)
2
_n—zr(A)k _ n—2zr(A)
L 9]

As all sequences are equiprobable, multiplying both sides by 2* gives the result. [

If n = pk, then the previous theorem is more succinctly Zzng w(Az) < p Zmng w(z).

Thus there does not exist a linear encoder A such that w(Azx) > pw(z) for all z.
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3.5 Duality

3.5.1 Dual Problem

The adversarial CJSCC problem is
E*(A;k,n) = min max d(zx, g(y
( ) £.9 (z9)€F5xF3:d(f(z)y)<A (=,9))

= minmaxmin max d(z,z2)
/ vEFZ scFk zef'Ba(y)

= minmax rad(f !B
in max rad(/ 1 Ba(y)

= minmax min max d(z,z),
9 x€F% yeF} 2€9Ba(y)

where f : FE — F? and g : F§ — F%. The corresponding dual problem is

( ) 19 (25)CFEXFD  d(z,g(y))> E+1 (f(z),9)

= maxminmax min d(y,2)
9 zcF% 2€F} yeg—1BS(2)

= max min 7, (g~ ' BS(z))
9 =zcF%

= maxminmax min d(z,y),
I yeF3 zcFk 2efBS (x)

where f : F¥ — F? and g : F§ — F%. A few basic properties of binary Hamming

space provide an immediate relationship between the primal and dual problem.

Theorem 3. (Duality)

A*(E;k,n)=n—E"(k—FE—1;n,k)— 1.
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Proof. For S C F%, reov(S) = n — rad(S). Combined with Lemma 1

AY(B3k,n) + 1 = maxmin re (g~ BE(z))
g z€F§

=n — minmax rad(¢g ' By_g_(z + 1))
9  zcF%

=@ 5 — minmax rad(g ' By—g_1(z))
9 =zeFk

=0 n_E'(k—E—1;n,k),
where (a) follows because Fy + 1 = F% and (b) follows because the minimization is
over g : F§ — F%. O

We collect some equivalent conditions and a few more implications and relation-

ships between the primal and dual problems.
Lemma 10.

i) E*(T';k,n) < F if and only iof A*(F ;k,n) >T.
i) If B*(T + 1;k,n) > F + 1, then A*(F;k,n) <T.
i) If A*(F — 1;k,n) <T —1, then E*(T';k,n) > F.
Proof.

i) Suppose E*(T';k,n) < F. Let f* and g* be the maps achieving E*(T;k,n).
Then, by the contrapositive to the JSCC condition, d(z, g*(y)) > E*(I';k,n) + 1
implies d(f*(z),y) > '+ 1. Thus, as F > E*(T'; k,n),

A*(F;k,n) + 1 = max min d(f(x),
( ) £.9 (z9)€FsxF3 1 d(z,9(y))>F+1 (f(),9)

2 min d( f*(x ,

>+ 1.

Suppose A*(F;k,n) > I'. Let f* and g* be the maps achieving A*(F ;k,n).
Then d(z,g*(y)) > F + 1 implies d(f*(z),y) > A*(F;k,n) + 1.
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ii) Let Ag = A*(F; k,n). Suppose Ag > T'+1. Let f* and g* be the maps achieving
Ag. Then d(z, g*(y)) > F + 1 implies d(f*,y) > Ao+ 1. Thus E*(T'+1;k,n) <
E*(Ag;k,n) < F, a contradiction.

iii) Let Ey = E*(I'; k,n). Suppose Ey < E—1. Let f* and g* be the maps achieving
Ey. Then d(f*(z),y) < T implies d(z,g¢*(y)) < Ey. Thus A*(F — 1;k,n) >

A*(Eg;k,n) > T, a contradiction.

Corollary 1.

t)
E*(A ; k,n) = EA,

where Ep is the smallest F' such that A*(F ;k,n) > A.

i)
A*(Ea k7n) = AE7

where Ag is the largest T such that E*(T';k,n) < E.
Proof. Let E*(-) := E*(-;k,n) and A*(:) := A*(-; k, n).
i) A*(EA) >A = E*(A) < FEa and A*(EA — 1) <A-1= E*(A) > FE.

Corollary 2.
A*(k—FE—-1;k,n)=n—Ap—1,

where Ag is the smallest T such that E*(n —T — 1;k,n) <k—FE — 1.

Corollary 3. If E*(A + 1;k,n) > E*(A; k,n), then

A*(E* (A5 k,n);k,n) = A.
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Proposition 3.

E*(E*(A;kan) ;’I’L,k) = AE)
where Ag is the smallest T such that E*(n — T — 1;k,n) <k — E*(A;k,n) — 1.
Proof. Combining the results of Corollary 2 and Theorem 3

E*(E*(Ak,n);nk)=n—A"k— E*(As;k,n)—15k,n) —1

=’II—-('I’L—AE—1)—1:AE.

3.5.2 Operational Duality

The following Theorem provides a correspondence between achievable distortion points

at source-channel dimensions (k,n) and (n, k).

Theorem 4. (Operational Duality) A (k,n; E,A) CJSCC ezists if and only if an
(n,k;n—A—1,k— E—1) CJISCC exists.

Proof. If the pair (f,g) is a (k,n; E,A) CIJSCC then the pair (g + 14, f + 1,,) is an
(n,k;n—A—1,k— E —1) CJSCC. More specifically, for all (z,y) € F§ x F%,

dlg(z) + 1k, y) < k- E -1

= dg(z),y) 2 E+1  (w(z+ 1) =k—w(2))
= d(z,f(y) > A+1 (CJSCC contrapositive)
= d(z,f(y)+1,) <n—-A-1.
The reverse implication follows by symmetry. O

28



Chapter 4

Asymptotic Flip Errors

Asymptotically we allow the user to choose the optimal sequence of source and channel

dimensions for a given bandwidth expansion factor p > 0.

Definition 3. For bandwidth expansion factor p > 0, the asymptotically optimal
CJSCC is

D*(4;p) = i
(950) {Am},{ll?f},{nm} m—oo Ky,

where the infimum is over unbounded sequences of natural numbers {kn}, {nm.} and

{An €{0,...,nn}} such that

Jim An=g L g

A triplet of sequences ({A,.}, {kn}, {nm}) satisfying the conditions of Definition
3 is said to be a admissible (J, p) source-channel sequence. The point (D, d) is asymp-
totically achievable if there exists a sequence of (km, T ; Em, Am) CISCCs (fim, gm)
such that ;-E,, — D and ;-A,, — . The region of asymptotically achievable (D, 5)
with bandwidth expansion factor p is lower bounded by the curve (D*(d; p), §). More-
over, the region is completely characterized by this lower boundary, i.e. a (k,n; E,A)
CJSCCis a (k,n; F,T') CJSCCforall F > E and T' < A.

The following Lemma provides an approximation for the limit of a sequence of

functions acting on a sequence. This result is used to extend nonasymptotic results,
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in particular converse bounds, into an asymptotic setting.

Lemma 11. Let {f, : R — R} be a sequence of functions, {x, € R} a sequence,
{ny € N} a subsequence and z = liminfy_,, z,,. Suppose there is an interval (a,b)
where the f, are nonincreasing and liminf,,_,., f, is bounded below by a real valued

right continuous function g. If a < z < b, then

i sup fr, (20,) > 9(2).

k00

Proof. Let € > 0 and Ky € N. Let hy = inf,,>x f5,, and b = limy_,, hi. By right
continuity of g on (a, b), there exists . > 0 such that, for all 6 < 4., |g(z+6)—g(z)| <
e. Fix a g < min{d;,z — a,b— z}. Since h > g > —o0, hy converges pointwise on
(a,b). Thus, there exists K; > K, such that, for all k > K, |he(z+8¢) —h(z+d)| < €.
Thus, for all £k > K,

hi(z + 8) > h(z + dg) — € > g(z + &) — € > g(z) — 2e.

There exists Ky > K; such that, for all £ > K5, z,, > 2—0J; and there exists K5 > K,

such that z,,, <z + do. Hence, as the f, are nonincreasing on (a, b),
an3 (xnx3) > an3 (&"‘ 60) > th(.al‘i' 60) > 9(22) — 2e.
O

Corollary 4. Let {f, : R — R} be a sequence of functions, {z, € R} a sequence,
{nr € N} a subsequence and z = liminfy_,o, x,,. Suppose there is an interval (a,b)
where the f, are nondecreasing and limsup,,_,., fn s bounded above by a real valued

right continuous function g. Ifa < x < b, then
lim inf f,, (z,,) < g(2).

Corollary 5. Let {a,} be a sequence, {n;} a subsequence and {X,,} an i.i.d. sequence
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of random variables. If liminfy_,o a,, < E[X], then

1 &
li Pr{—> X;>a, | =1
imsup Pr (nk Z > a k)

k—oo i—1

Proof. By the law of large numbers

n—r00

lim Pr (%ZX > a) — 1{a < E[X]}.

4.1 Asymptotic Converse Bounds

This section serves primarily to extend the known converse bounds of [15] and any
converses explicitly named reference converses given therein. The nonasymptotic
converse bounds of the preceding chapter are extended by analyzing the limit of their

normalized rate.

The information theoretic converse (IT) and asymptotic coding converse (CC) are

(|- (1~ h@)[*) 0<5<

Dir(65p) :=
3 3<0<1
and )
37 (1—pRyrrw(20)) 0<6 <
Dec(05p) == 1 l<o<i, (4.1)
1 1
= = <
[ 2 5<0<1

where h(z) := —zlogz — (1 — z) log(1 — z) with base 2 logarithms and

— : 2002\ 7 (22
Rmrrw () = ocin 1+ h(u®) — h(u® + 2(1 + u)d),

where h(u) := h((1—+/T — ©)/2). The maximum of these two lower bounds represents
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the current state of the art, and our contribution is an improvement for all § and p,

excluding the combination of § < 1/2 and p < 1, where the IT converse is optimal.

4.1.1 Asymptotic Covering Converse

Asymptotically Theorem 1 and Lemma 11 yield a lower-bound on D*(d; p) given by

the following function:

A1 — p(1 — A(&))|*T §<
Danttip) = {7 o (4.2)
1-h7Y (1= p(1 =R -0)I*) 6>

N[

N

Corollary 6. For all0< 6 <1 andp >0,
D*(8;p) 2 Deoul(d; p),

where, Deoy(6;p) 2 [0,1] = [0,1], Deon(d5p) ==

;

0 0<é<1-9,
R (1 — p(1 — h(4)) 1-6,<0<1/2
< .

1—h™Y(1—p(1—h(1-6)) 1/2<5<86,

1 9,<6<1

\

and 0, is the largest «y such that h(1 —v) >1—1/p.

Proof. Let ({Am}, {kn}, {nm}) be an admissible (§, p) source-channel sequence, §,, =
;}:Am, D,, = Z,%;E*(Am skmym), D = liminf,, ,o, Dmy, and f,, : [0,1] — [0,1],
fm(z) :== Llog K(m, |zm]). Then limm o fm is the limit of the normalized rate for

the asymptotically optimal covering and, see e.g. [5] ch. 12, this limit exists

1-h(z) 0<52<1/2
)= tim gy = {1 O=eEY

0 1/2<z<1
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Thus, as f,, is nonincreasing, f.,(z) satisfies the conditions of Lemma 11 and f,,,(1—z)

satisfies the conditions of Corollary 4. Combined with the result of Theorem 1

F(D) £ limsup fi,, (D) < limsup 2™ fy,, (6m) = pF(9),

m—r00 m—r00

where the equality follows because f is continuous and §,, converges. Similarly
f(l - D) > hmlnffkm(l — Dy, — 1/km) 2 llIIl)lnf Z—mfnm(l — Om — 1/nm) = pf(l - 6)
m—ro0 m—ro0 m

O

It should be noted that, for 1/2 < § < 1, D¢w(d; p) is monotonically increasing
in p with Do (8;p) > § for p > 1 and

0 0<d6<3
. Ly 1 ; - ) —
’l)l_l)%Dcov((sap)_2 plggoDCOV(é’p)_< % 5:%

1 3<6<1

? : > / bl
( ’p)

and combined with (4.6), for all § < 1/2,
. x5, _1
llII(l)D (0;0) =3

4.1.2 Asymptotic L-Multiple Packing Converse

With L = 1, Theorem 2 is asymptotically equivalent to (4.1), and the novelty here is
using it for § > 1/4 or L > 1. As per the numerical evaluations given in Section 4.5,
using L = 2 gives the best asymptotic converse bound in 0 < § < 1/4. Lemma 14
gives an explicit characterization of the bound.

The following Theorem shows that coding with non-unit bandwidth expansion

factor p # 1 probably yields no gain in the region 1/4 < § < 1/2.
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Theorem 5. Let p > 0.

1) (Plotkin-Levenshtein) For all m € N,

o ((337) +9) 2

where the minimization is over admissible (8, p) source channel sequences such

that {kn}, {2E*(Am; km,nm) + 1} satisfy the conditions of Theorem 9.

m

17

l\DIP—‘
l\D

it) (Blinovsky) For all £ € N,

(- ()7)) 24 ()
Proof. (Sketch)

i) Evaluate the coding converse using the Plotkin-Levenshtein solution to A(n,d),

[1] ch. 7.3.

ii) Evaluate Blinovsky’s upper and lower bounds at the endpoint of the upper bound

for ranging values of L.

The full proof is given below.

Theorem 6. [}] (Blinovsky Achievability) Let

[4
2€ + 1 —18
fe,l(S) = — logz ( ; )2 /(2£+1);

z—O

Fee(s) :=1+ —(fee(s) 5fe.s(%));

forls) = —log (Z (ie) ~isf(20) (25) 2_3/2_1) ;
=0

Fop(s) =1+ -—-—(foe( ) = 8f0,(5))-
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For all ¢ € N and s € [0,00),

log Ase(n, /(Y1) > nFes(s) + o(n);

log Ase-1(n, f3¢(s)n) = nFye(s) + o(n).

Theorem 7. [4] (Blinovsky Converse) Let

-1
ge(A) : Z ( )H S = )
For all¢ e N and X\ € [0,1/2],
log A (n, (M) < (1 — (X)) + o(n),

where L 1s either 2¢ or 20 — 1.

Lemma 12. Let ak,cx > 0 for 1 < k < n and g(s) = 1+ > p_, cke ™ ™*°. Then

—log g(s) s strictly increasing with a continuous strictly decreasing derivative.

Proof. Let f(s) = —logg(s). Then f is real analytic on [0,00), as g is real analytic
on R, log is real analytic on [1,00) and g(s) € [1,00). Therefore f'(s), f”(s) are
continuous on [0, 00), and it suffices to show that f/(s) > 0 and f”(s) < 0 on (0, c0).
By construction g(s), g"(s) > 0 on (0,00) and ¢’(s) < 0 on (0,00). Thus the first

derivative f'(s) = —g'(s)/g(s) is strictly positive on (0,00). The second derivative is

"(g) = —g(s)g”(s) +g,(3)2
7e) g(s)? '
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By Cauchy-Schwarz

2
k=1
n n
(Z cke_""s> (Z aicke_aks>
k=1

k
= (g(s) = 1)g"(s).
Therefore, —g(s)g"(s) + g'(s)? = —g¢"(s) and thusly f”(s) < 0 on (0, 00).

Lemma 13. For all ¢ > 1

> (% _ (% D) +i — o-2(i+1)
i) TS+ > ( )’ ¥

=0
Proof. Expanding the numerator and denominator of the first term

> () -2 ()-3(= ()

=1
i 20+ 1\ Looen
i 2 ’

=0

with ratio 3 (1 —( ) 2l) Similarly for the second term
-1 -2

20 -1 1720\ 20 -1 126N 1,5, 1(2¢
()43 (0) -5 )+ -0

1

2¢ 1/2¢ 1 2¢ 1/2¢ 1
- = (22 _ - = —2%
5 ()30 =30 () +3(0) -5

with ratio 1 (1 — (2:)2‘25). The Catalan series is

f\

bt

Il

i(zz) 1, 1-V1—4z

. Z = 9
— 7+ 1 2z
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for |2| < 1/4. Thus the final term is

-1 .
3 20y 1 5 a6y _
tJi+1

=0

=]
N
[\]

-i 2\ 1 o
: i)i+1 ’

1={

and it suffices to show that

This follows from

(e

U\ (. 100 (2042)

2 (2_5(23)!(e+1)!(e+1)!)
o_ 1(2€+2)(2£+1))

2 D+ D)

Corollary 7. Forallf €N
i) fl, and f;, are continuous and strictly decreasing on [0, 00).
i1) F.e and F,, are continuous and strictly increasing on [0, 00).
i1i) ge is continuous and strictly decreasing on [0,1/2].
iv) fé,e(o) = é,e(o) = ge(1/2) = % (1 - (2;)2‘_%)
v) Fee(0) = F,(0) = 0.

Proof. Partst and i follow from Lemma 12 and parts v and v follow from Lemma 13.

Part 4¢3 follows because A(1 — A) is continuous and strictly increasing on [0,1/2]. O

Lemma 14. Letf € N and § € go([0,1/2]). If there exists an admissible (9, p) source-
channel sequence ({An}, {kn}, {nm}) such thatliminf,, iE(Am s kmyim) < 9e(1/2),
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then
D*(8;p) 2 (fop o Fop)(p(L — (ho g;)(6)))

and

D*(8;0) 2 (fo00 Fog)(p(1 = (o g,")(8))).

Proof. Let ({An}, {km}, {nm}) be any such admissible (4, p) source-channel sequence,
O = R%Ama D, = éE*(Am i kms M), D = liminf,, oo Dy, fru(z) = —71; log Age(m, |zm])
and I, = (0, g,(1/2)). By Corollary 7, fee(s) < fere(0) = go(1/2) and fe((s) is invert-
ible. Moreover, lim, ;o0 fee(s) = 0. Thus Fpeo (f.,)! is well defined on I, and, by
Theorem 6, for all z € I, iminfy o frm(z) > (Feeo ( é,l)"l)(m). Therefore, as the

fm are nonincreasing, combining the results of Lemma 11, Theorem 2 and Theorem

7

(Feg o (for)™")(D) < limsup fi,, (D)

k—o00

- 1
< lim sup (:—fnm (Om) + — log 2€>

k—o00

< timsup F2(1 - b5 (6m)) + (1)

k—00 m

= p(1 — h(g7*(3))).

The given expression follows from Corollary 7 part ¢, 7 and extension to f; , and F,

follows by symmetry. O

Theorem 8. (Plotkin) For 2d > n,

A(n,d) <2d/(2d — n).

Theorem 9. (Levenshtein) Provided enough Hadamard matrices exist (ifk := |d/(2d—
n)|, then Hadamard matrices of order 2k (k even), 2k +2 (k odd), 4k and 4k + 4 are

sufficient)
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i) If d is even and 2d >n >d

2| .

%) Ifd is odd and 2d +1>n > d

A(n,d)=2l dt1 J

2d+1—n

Proof of Theorem 5

i) Let ({An}, {kn}, {nm}) be any such admissible (4, p) source channel sequence,
D,, = ,%E*(Am skmyNm), D =liminf,, o, Dy,

m

e ==

and A = {$52= :n € N}. Then, for 1/4 <z < 1/2,

L2z $¢.A

4z—1

f(z) = lim fn.(z)=2

2
2% -1 z€ A

as 2z/(4z — 1) is strictly decreasing. By Theorem 2, A(kn,2Dkym + 1) <
AN, 2A, + 1). Thus

f(D) <® limsup fi,,(Dm)
m—>o0

<® lim sup A(km, 2Dmkm + 1)

m—ro0

< lim sup A(ny, 24, + 1)

m—r00
. 20, + 1
<© lim sup 2 n
20
-9
456 -1’
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where (a) is Lemma 11, (b) is Theorem 9 and (c) is Theorem 8. Therefore, for

allm € N, 6 > 22— implies D > 32— if D ¢ Aand D > %ﬁf%—_—f if D e A

1_m oo 1_m
Hence, for all m € N, § > 55 implies D > 557,

ii) By Lemma 14, for all € > 0,

D*(ge(6) —€;p) = (fee 0 F ) )(p(1 — h(gy (9e(6) — €))))

and by Corollary 7 all functions on the RHS are continuous.

4.1.3 Repetition Scheme Converse

An L-repetition scheme f®F : FL* — F1™ is the L times concatenation of a based code
f : F¥ — F3. Previous results [15] have demonstrated that repeating a small base
code may yield good CJSCC. The asymptotic performance of L-repetition schemes
is characterized in [19, Thm. 2] where it is shown that, for all p > 0, ¥ € N and

f:F5 — FL* | the limit function
. fOO) . 1 . &L
D(8; f%) := lim —E([oL[pk]]; f*7)

exists and is concave in §. The concavity in ¢ and the covering converse, Dy (9 ; p),
yield the following lower bound on the asymptotic performance of any repetition

scheme:
Lemma 15. Let 0< 6 <1, p> 0. For all f:F§ — ]Fé”kj,

Dcm%(:o ;p)(s 0 S 5 S 50

D(5; f9) = (4-3)

Dcov((s;p) 50 < 55 1

where &y is the unique solution in 1/2 < § <8, to

0D, (0;p) — Deon(65p) =0
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and 6, is the largest v such that h(1 —v) > 1 —1/p.

Proof. Let h,(8) := Deov(d; p). By the covering converse and [19, Thm. 2], D(J; f)
is lower bounded by the least concave function upper bounding h,(4) and thus it
suffices to show that this is the given function. Let I, = (1/2,6,) C (0,1). A
necessity of concavity on [0,1] is #/,(0)0 < h,(6). The binary entropy function h
is strictly increasing and strictly concave on (0,1/2) and thusly its inverse h™! is
strictly increasing and strictly convex on (0,1). Therefore, h, : I, — (1/2,1) is

strictly increasing and strictly concave. Let g(d) = dh/,(8) — h,(5), then
g'(8) = h,(8) + 6k, (8) — hi,(8) = dh,(8) <0,

since hj is strictly concave and § € I,. Thus g(d) is strictly decreasing. Using the

inverse function theorem
h'(1-19)
W5 =P —9)
O = HA = h0)

where h'(§) = log 2%. Furthermore, A/ is strictly decreasing on (0, 1/2) with lims o h(6) =
oo and h'(1/2) = 0. Therefore as h'(1 — 8, is bounded and h,(6,) = 1/2

- ! .
51%)1’, h,(0) = 0,

and, by L’Hépital’s rule,

. I; T —ph,"(l — 6)
A, 0) = I e =, 0)m5)
—ph"(1 - 6)

= 2 Zh(1 — hy(0)) snis2 h(3)’

Thus lims\ ;3 /2 h;,((S) = \/ﬁ, and

61\1111;2 g(8) =1/2(/p—1) >0, 61%9(5) =-L

Hence by continuity of g there exists a unique §y € I, such that g() = 0. Linear

interpolation up to &g yields a concave function. O
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This bound is increasing in p, strictly greater than é for all p > 1 and shows that
repetition schemes are suboptimal for low distortion and large bandwidth expansion

factor, e.g. when compared to separated schemes.

4.2 Asymptotic Linear Encoders

For linear encoders we can sharpen the double staircase result given by the multiple
packing bound and established a restriction on the weights of rows for a sequence of

linear encoders achieving zero distortion. We begin with a technical Lemma.

Lemma 16. Let A be a linear (k,n; E,A) CJSCC. For all0 < g < 1,

1(1-0- 2q)$ n q<3i
Pr(w(AX)>2E+1) < 2 ( ) 2
2A+1 1
qn q23
where X is a k-dimensional i.i.d. Bernoulli(q) vector, w(A) := "  w(a;) and {a;}

1$ an enumeration of the rows of A.

Proof. Using (3.1),

Elw(AX)] = Elw(AX), w(X) < 2E] + Elw(AX), w(X) > 2E]
> Elw(AX): w(X)>2FE] Pr(w(X)>2FE)
> (2A + 1) Pr(w(X) > 2E).

By Lemma 9

B Wh(AX)] = 5~ 2Va(1 - 2p),

where V4 is a generating function for the weight of the rows of A. Let o = 1 — 2p.

Then
Vall = 20) = Via(a) = 3 o,
=1

42



If ¢ < 1/2, then « is positive, V4(a) is convex in w(a;) and

1 n
V. — w(a;) > w(A)/n'
A(a) n— ,z:l:a > no
If ¢ > 1/2, then « is nonpositive and, as w(a;) € {0,...,n}, the least positive term

is a. O

Theorem 10. For allp > 0 and 1/4 < § < 1/2, the asymptotically optimal distortion
for linear encoders is bounded

Djn(85p) 2 6.

Proof. Let ({An}, {kn}, {nm}) be an admissible (4, p) source-channel sequence, E,, =
E} (Am s kmyNim), Am a linear (kp, N ; Em, Ap) CISCC, D = liminf,, 00 ﬁEm and
X

m

a k,, dimensional i.i.d. Bernoulli(g) vector. Choose ¢ > max{2D,1/2}. By

Lemma 16,

qNm

> < —.

Taking limits
1 =limsup Pr (w(X,,) > 2E,, +1) < 4

m—ro0 26’
where the equality is Lemma 11 and the law of large numbers. Hence ¢ > 24, and

thusly D > 4. O

Proposition 4. Let ({An}, {kn}, {nm}) be an admissible (6, p) source-channel se-
quence for p > 0 and0 < § < 1/4 and {An} a sequence of (km,m ; E(Am ; Am), Am)
CJSCCs. Iflimsup,, ,q, z-w(An) < 0o, then

lim inf kiE(Am ; Am) > 0.

m—o0 m

Proof. Let E,, = E(An; Aw), D = liminf,, , ﬁEm and M = lim sup,,_, -,%w(Am).
If D > 1/4 the assertion follows. Suppose D < 1/4. Choose ¢ < 1/2 such that
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q > 2D. Let X,, be a k,, dimensional i.i.d. Bernoulli(g) vector. By Lemma 16

1 npn (1 (1=2g)4m)/m)

>9F, +1) < —
Pr(w(X,,) = 1) <3 A, + 1

Therefore, by Corollary 5,

17, (1 = (1 — 2g)wAm)/nm
lglimsup—n ( ( %) )

m-so0 2 2A,, +1

1 — liminf,, (1 — 2¢)“A4m)/nm
- 15
o 1= (2

46 ’

where (a) follows because (1—2¢)” is decreasing and continuous. Rearranging provides
1
g2 5 [L—exp (plog(l —49)/M)] > 0,
as 0 < 6 < 1/4. Hence D > 0. O

In particular, a linear encoder with vanishing density of ones in every row cannot

achieve zero distortion for a positive channel parameter.

4.3 D — ) Trade-Off as a Function of p

In the information theoretic setting there is both monotonicity and continuity in p.
This section partially extends these properties to the combinatorial setup. A basis
for this analysis is the performance of CJSCCs combined by composition.

Of particular interest is the canonical admissible (9, p) source-channel sequence
(19Lpk]l, k, Lpk]). To facilitate in the analysis of such sequences we define upper and
lower limits

e(0;p) = limsup L 5" (131k] i, Lok))
and

(8 p) o= liminf 5" (3| pk] |3, Lok]).
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The notation e(d; p) is used in statements that apply to both.
An immediate application of the composition Lemma shows that e(d; p) is more

or less impervious to finite deviations and provides a limited monotonicity result.

‘Proposition 5. Forallp>0,a,be Nand0<§ <1

e(d—3p) < limint - —E"(15(Lpk) + D) k-+a, Lpk]-+8) < e(6+3 ),

and

1
k+a

€(0—;p) < tim sup E*([6(|pk| +b)]; k+a, | pk|+b) < E(0+; p).

Proof. If § = 0 or 6 = 1, then the statement is vacuous. Suppose 0 < § < 1. Let
Ar = |6(|pk] +b)| and 0 < € < min{4,1 — §}. There exists K, such that, for all
k > Ki, [(6 —€)|pk]] < Ar — b and there exists K>, such that, for all k& > Kj,
A < (0 +¢€)|pk]]. There exists K3 € N such that, for all k > K5, b < Ap < |pk].
Let K = max{Kj, K,, K3}. By Lemma 7, for all £ > K,

E*(L(6 - €)Lpk]]; K, Lok]) < E"(Ak — bk, [pk])
< E*(Ax;k +a, | pk| +b)
< E*(Axsk, [pk]) +a
< EX(L(6 +e)lokl ]k, Lok]) + a.

Taking limits gives the result. O

Proposition 6. Let p,7 > 0 and 0 < § < 1. Iflimsup;_,o, 77 (180K |5 L7k], [ok) <
d, then€(d;p) <e(d+;7).

Proof. Lete > 0. Let A, = [(6+€)|7k]], Ex = E*(Ax; k, [7k]), E = limsup,_,, 1 Ey,
Ty = |6lpk]], Fr = E*(Tx; |7k], |pk]), F = limsup, . F—ch]'Fk' There exists K; € N
such that for all k > K, Ex < (F + €)k. By assumption, F' < §. Thus there exists
K, such that, for all £ > Kj, Fi, < Ag. Let K3 = max{K;i, K>}. Using Lemma 6
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with m = |7k] and n = |pk|, for all k > K,

E*(Te; k, |pk]) < E*(Fi sk, [Tk]) S E*(Ag; k, [7k]) < (8(0 +€57) + €)k.

Lemma 17. For all p,7 € Q

ULk kDY € U UL + L7b), Lo/ m)n] + Lob])},

where p = p/q and T = r/s are the unique representation of p and T as the quotient

of relatively prime integers.

Proof. Any k € N can be expressed as k = aqs + b where 0 < b < gs. Therefore,

lpk] = |p/q(ags +b)] = |pas + pb/q| = pas + |pb/q| = pags + | pb],

|7k| = Taqs + | Tb]

{(l7k], lek])} = {(rag + |7b], pas + |pb])}.

Let n € {agr : a € N}

{(n, L(p/m)n])} = {(agr, |((ps)/(gr))(agr)])} = {(agr, psa)}.

Lemma 18. Let {c,(A) : n € N, A € A} where for all \

lim sup ¢, () < a.

n—o0

Let ay = ¢, (An,) where {ny} is any subsequence. If A is finite then

limsupa; < a.
k—oo
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Proof. Let ¢ > 0. For each A € A, there exists Ny such that, for all n > N,
ca(A) < @a+e. Let N = maxyep Na. As g > k and {ax} C U,cp{cn(N)}, for all
k>N,a,<a+e. O

Lemma 19. If p,7 € Q, then

lim sup ——E*([8|pk]] ; [Tk], lpk]) < &(6+; p/T).
k—o00 l_Tk_l
Proof. Combine the results of Lemmas 17, 18 and Proposition 5. O

4.4 Achievable Asymptotic Curves

The operational duality established in Section 3.5.2 yields an inverse function relation
between the asymptotically achievable (D,d) at bandwidth expansion factors p and
1/p. By Theorem 4, the point (D,d) is asymptotically achievable with bandwidth
expansion factor p if and only if the point (1 — d,1 — D) is asymptotically achievable
with bandwidth expansion factor 1/p.

Lemma 20. If the curve (D(8),6) is asymptotically achievable with bandwidth expan-
sion factor p and D(6) is left continuous at D71 (1—6), then the point (1—D~1(1-4),6)
is asymptotically achievable with bandwidth expansion factor 1/p, where D71(4) is a

generalized inverse

D7(9) := sup{y : D(v) < é}.

Proof. By Theorem 4, for 0 < t < 1, the curve (1 —¢,1 — D(t)) is asymptotically
achievable at 1/p. Parametering t(§) = D~1(1 — §), the curve

(1-D7'(1-46),1-D(D7(1~-9)))

is asymptotically achievable at 1/p. Choose an increasing sequence {v,} € {v :

D(v) <1 — 6} such that ,, ” D71(1 — §). By left continuity of D(§) at D~1(1 — §)

D(D™}(1-6)) = lim D(y,) <13,
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where the inequality follows by construction of {v,}. Hence 1 — D(D71(1 —6)) > §
and thusly (1 — D (1 — §),d) is asymptotically achievable. O

Lemma 21. If the point (D, d) is asymptotically achievable, then, for all 0 < e <4,
the point (D, — €) is asymptotically achievable using the canonical (6 — €, p) source-

channel sequence (| (0 — €)|pk]|], k, | pk])-

Proof. Let 0 < € < 4. Let (fm, gm) be a sequence of (km, N ; Em, Am) CISCCs such
that

Thus np, = |pkm| + am and A, = | 8| pkn,| | + by, where a,, and by, are o(ky,). There
exists M € N such that, for all m > M,

(6 — €)|pkm] ] < |6|pkm]] + b — max{0,an} = A,, — max{0,a,,}.
Using a (psuedo)-identity code and the composition Lemma, for all m > M,

E*(L(6 — ) lpkm]] ; b,y Lpkm]) < E*(Am — max{0, am} ; km, [ pkm])
< E(An — max{0,am}; | pkpn | +am, [pkm] © frm)
< E(E(Am — max{0, am} ; 1| gk |+ am, Lokm] ) 5 fm)
= E(An; fm) = En.

For any sequence {kn € N}, {([[0km]], km, |0km )} C {(|81pk]], k, |pk])}. Thus

TR G , R
e(d —¢;p) < liminf P (L(6 — &) Lpkm]]; km, [pkm]) < lim inf 7 Bm=D.

Corollary 8. For all0 < e <,
e(6 —€;p) < D*(0;p) < e(d5p)

A continuity relation between p and § follows.
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Proposition 7. Let 0 <6 <1 andp > 0. For all0 <e <4(1 —9),

 (5:(1-5)) <2 (5 510).

Proof. By the composition Lemma, Lemma 6,

B (1 - e)lokl )ik, [ (1 - 3) Lokl ])
< B (16 - e)Lok)] + Lok] = | (1= 3) Lokl | 5, Lok])

For all €’ < €, there exists K such that for all £k > K
16— &)Lkl ] + Lok) — [(1=5) Lok] | < [ (6 +5) Lokl |-

Thus
P (0-9)0) seo-< 5

and the result follows by Corollary 8. O

4.5 Numerical Evaluations

The section collects numerical evaluations comparing simple achievable schemes with

the best known converse bounds.

4.5.1 Asymptotic Performance of Basic CJSCCs

e The distortion of the asymptotic (pseudo)-identity map I, is

D(d;1,) = min{1, pd + max{0,1 — p}}. (4.4)

e The distortion of the asymptotic p-repetition code R, is
: p
D(;R )=m1n{1,-——————5}. (4.5)
g [p/2]
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e The distortion of the asymptotic separated p-code S, is [15, Sec. III-C|] D(d;S,) =

h=H (11 = p(1 = h(26)[*) 0<6<

1

2

AN

(4.6)

IN

0 <

=
N

The correspondence between achievable (D, ) with bandwidth expansion factors

p and 1/p of Lemma 20 yields dual versions of the preceding CJSCCs. The dual

separated p-code is of particular interest.

e The distortion of the asymptotic dual (pseudo)-identity code I pl is
D(é; Ipl) = min{1, pd}.
e For p € 1/N, the distortion of the asymptotic dual p-repetition code R;,L is
D(8; R;) = max {0, p[1/(2p)16 + (1 — p[1/(2)1)} -
e The distortion of the asymptotic dual separated p-code SIJ; is, for 1/2<6 <1,
D(§;8;) =1~ 3h (11 = p(1 — h(1 = O))IF). (4.7)

Together the dual separated code and the covering converse, 4.7 and 4.2, establish

the maximal é asymptotically achieving nontrivial distortion D < 1 for bandwidth

+> : (4.8)

Figure 4-1 gives the best known converse and achievability bounds for bandwidth

expansion factor p

*(l—;p)=1-h"" (Il—— !

4.5.2 Comparison for p =3

expansion factor p = 3. The dotted black line represents the uncoded or p = 1 case
where the identity scheme is optimal. Deviation from this line is of interest.

The achievability bound is given as follows:
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0 < & < 0.185 — the separated 3-code (4.6);

0.185 < 6 < 1/3 — the 3-repetition code (4.5);

1/3 < § < 1/2 — the separated 3-code (4.6);

1/2 < § <1 - the dual separated 3-code (4.7).
The converse bound is given as follows:

e 0 <4 < 1/4 — the asymptotic L multiple packing converse Theorem 2 using
L = 2 and the upper bound from [21];

e 1/4 < § < 1/2 - the interlacing of the bounds in Theorem 5;

e 1/2 < § <1 - the asymptotic covering converse Theorem 1.
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Figure 4-1: Best known achievability and converse bounds for p = 3.
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Chapter 5

Erasure Errors

5.1 CJSCC with Erasure Errors

Definition 4. Elements z,y € {0,1,7}" are said to be equivalent modulo an index

set I C [n]={1,2,...,n}, denoted xy =y, if xi =y; for alli € I.
Definition 5. The set of achievable erasure points given an element y € F} and an

indezx set I C [n] is

Erly) ={2€{0,1,?}" | zr = y1, 21 =7}

Definition 6. Let k,n € N, E € {0,...,k} and £ € {0,...,n}. A pair of maps
f:Ft 5 F? and g : {0,1,7}* — F% is a (k,n; E,E) CJSCC if, for all z € F%,
IC[n]with|l|>n—& andy € {0,1,?} such that y € &(f(z)), d(z,9(y)) < E.
Equivalently

E(&;k,n, f,g) = max max max d(z, <E.
( 19 {zeF5} {I:2n—€} {ye€r (f(2))} (=.9())

In the sequel the k£ and n may be dropped when understood from the context.

Definition 7. The I plane around an element y € Fy is

Cily;n) == {z € Fy | z1 = yi}.
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Theorem 11. For all f : F¥ — F7 and £ € {0,...,n}
D(E; f):==inf D(£; f,9) = max max rad(f'Cr(f(2))),
g

zeFk L|I|=n-&

where the minimization is over g : {0,1,7}" — F%.

Proof. For all I C [n], the following two sets are equal

{(z,y) |z €Fs, y € &(f@)} = {(=,9) | yr € {0, 1}, ypupr =72, f(2)1 = ur}-

Therefore, an equivalent maximization is the following

max d(x — max e d(o,
{we{O 1}k} {ye&r(f(z))} ( 9( )) {yyre {0,111 ypy =7} {=:f(2)1=yr} ( g(y))
2> max min  max d(z,2)
{yr {01! ypap =7} {z€F5} {o:f (@)1=vr)
—(a) max rad({z : f(z); = yr
{yre{0, 11 gy =7} ( (z) 1}
- max rad(f'C1(y))

{y yle{o 1}“' »Ynj\ I*?}

where (a) follows by definition of the Chebyshev radius and g(y) € cen(f *(B:(y)))
achieves this bound independent of I because I is known. Moreover, for all y such

that y; € {0,1}1! and Yp\r =7

fCI(f(x0)) Fzost. yr= f(zo)r

1] else

fCiy) =

Thus it suffices to maximize over f(F%¥). Combining provides

D(&;f) = max max rad(f'Ci(f(z))).

L|I|>n—€ a:GFk

If J O I, then for ally € F3 C;(y) C Cr(y). Thus maximizing over {I : |I| > n—|en]}

is equivalent to maximizing over {I : |I| =n — |en]}. O
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In the sequel, we focus attention on the case f : F§ — F? and g the Chebyshev

decoder. Moreover, the characterization of the previous theorem is taken to be the

definition of a (k,n; E, &) CISCC and the optimal CJSCC is

E*(&;k,n) = m}n E(&;k,n,f).

5.2 Converse Bounds
A few of the flip error converse bounds carry over with appropriate factors of 1/2.

Lemma 22. (2-point converse) Let f be a (k,n; E,E) CJISCC. Then
d(z,y) > 2E +1 = d(f(z), f) =€ +1.

Proof. If d(f(x), f(y)) < &, then there exists Iy such that |Ih]| > n — & and f(y) €
Cr,(f(z)). Moreover, for all S C F¥, diam(S) < 2rad(S). O

Lemma 23. Let By = E*(£;k,n). Then
A(k,2E, +1) < A(n,E +1).

Proof. Let f be a (k,n; Ex, &) CISCC and C C F% achieve A(k,2E; + 1). Then
d(z,z) > 2E; + 1 implies d(f(z), f(2)) > £ + 1, and thusly f is injective when
restricted to C. Thus A(k,2E; + 1) = |C| = |f(C)| < A(n,E +1). O

5.3 L-repetition

As a corollary to the repetition converse for flip errors and as the repetition code
achieves E¥ = £ for erasure errors, the performance of any L-repetition scheme is no
better than the repetition code. In the interest of completeness a characterization of

L-repetition schemes is given. In particular, the L-repetition distortion diagonalizes.
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Theorem 12. Let f be a (k,n; E,E) CJSCC. The distortion of its L-repetition is

L
E(E; ) =  max E&;f).

it +HELLE

=1

Proof. Let f1, := f®F. For all L,

E(€; fu) = max max rad(lecI(fL(I)))

2€FL* L|I|>Ln—¢&

Consider the 2-repetition encoding fo

E(€;f)= max max rad(f; Cr({f(z1) f(z2)]))

[331 :l:z]EFZk I: [I|>2'n. —&

= max max rad(f'CL(f(z1) ® fTCL(f(22))) (I=LUL)

[x1 z2]E€F3® L|I>2n—&
_ 1 -1
- [1:11:?2?;72"’ . IIIH;%:S grad (f'CrL(f(z1)) +rad (f'Cr(f(z2))) (Lemma 4).

By induction

E(€; fr) = max Zrad e (f (=),

z€FLF IC[Ln] |I|>Ln &

where x = [z; ... zr] and I = I; U ... UI;. The result follows as

L L

i=1 i=1

5.3.1 Asymptotics

Lemma 24. For all f : F¥ — F2, as a function of €,

lim sup —I:—-E(l_eLnJ o) < inf{@ | k¢(-/n) > E(-; f), ¢ — concave nondecreasing}.

L—oo
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Proof. Let k¢(-/n) > E(-; f) be a concave nondecreasing function. For all L

E(leln]; f*) = max = Z E(&:; )

Er1+...

IA

max kZd)(&/n) (kg(-/n) > E(-; f))

& +...+€L<|_€Ln_l

L
81+...+SL<[eLn Z /n)

=1
1 L
< Lk =
< S1+...+€L<[6Lnj ( In E_: ) (¢ concave)

< Lk¢ ([Ef:J ) (¢ nondecreasing)

< Lké (e).

and this holds in the limit limsup;_,., 7z E(leLn]; f®%) < ¢. Hence, as ¢ was arbi-

trary, the inequality holds over the infimum of such functions. O

To better coincide with the limiting case we consider parameterizations.

Lemma 25. For all0<e <1,

L
E(leLk]; %) =  max_ 3 E(le:k]; f),

e1+...+ep<eL ©
i=1

where 0 < ¢g; < 1.

Proof. It suffices to show that
L 1 &
{(el,...,eL) | e; €N, ;e,' < I_ELnJ} = {(Lzln_[,..., lzen]) | z € [0,1], f;zﬂ < 5}.

For the forward containment, consider a vector (ey,...,e,). Let z; = &, then |zin| =

e; and

L L
1 1 € 1 |_5LnJ
L,Zzz L<n ane’_ Ln —



For the reverse containment, by Lemma 3 and monotonicity of floor,

L L
lemJ < {Z sz < |eLn] .

Lemma 26. For all f : F§ — Fj, liminf; o 7 E(leLn]; f®F) upper bounds the

base distortion +E(|en]; f) and is concave nondecreasing.

Proof. Let D(g) := +E(|en]; f), Di(e) := 1 E(leLn] ; f®F) and Doo(€) = liminfy 00 Di(€).
By Lemma 25, for all L,

L L
1 1
Di(e) = eﬁ.ﬂ%ﬁLef ;D(gi) = L ; D(e) = D(e)

and thusly, this holds in the limit. Let X (¢) = {z €l0,1)F: %Zf‘zl 2z < 6} and,

gz - [0,11% = [0,1], gr(2) == 2 S, E(lzin] ; f). Then Dpr(e) = max,ex, () 91.(2)-
Let 0 <A< 1ande,é € 0,1]

Xp(he + (1= M)d)

|AL] |ALJ+[(1-A)L)

1 1 L
D48z m ; 2z < g, m izlAZLJ—'_l 2z < 51 zlALJ+[(1—/\)LJ+1 =0
[AL) 1 [ALJ+|AL)
- . - . L - —
i=1 i=|AL)

AL AL+ (1-N)L
= {21L ! € X[,\LJ (E)} n {le)‘ljj;ll( ) € X[(l—A)LJ(5)} N {Zf,\LJH(l—,\)LJH = 0} ’
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where the first containment follows from |z| < z. Similarly, g7,(z) decomposes as

1 L
=2 D)
=1
[AL]

[AL] 1 (1 - A)L] 1
AL [/\LJZD @)+ (1=A) (1-XMNL [(1=NL] >

i=|AL]+1
1 L
+T > D(z)
i=|AL|+{(1-A\)L]+1

— IAL] AL |(1 = A)L] IAL]+1(1=N) L}
= A5 un(a ) + (1= )(—)‘)_Lgl(l Nl (Zr )

IALI+1(1-N)L]

L

+% S D@

i=|AL|+|(1—-A)L]+1
Combining these two decomposition and the fact that D(0) =0

Dr(e+ (1 =08 > A p e+ — =N

L (1 /\)L D[(l—/\)LJ (6)

Using the properties of the limit inferior from Lemma 2

)L(l ML)

L] Dpary(e) + (1 — T- ML D\a-»i) (5)]

AL

7') (imint Do)

+ (1= 2X) (llm inf L%l——;\\%) (liﬂglfDl_(l—A)LJ (5))

= ADy(€) + (1 — A) Dy (€).

Doo(Ae + (1 — A)6) > hmlnf [/\L

L—oo

> A (lim inf A

Hence D, is concave. O

Proposition 8. For all f : F* — F3, the limit D(e ; f®*°) := lim[_,0c 7 D(leLn] ; fOL)

exists and is equal to the upper conver envelop of +E(len]; f),
Lh_)m D(-; ) = inf{¢ | k¢(-/n) > E(-; f), ¢ — concave nondecreasing}.
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Proof. Let Dy () := 7= E(leLn] ; f®). Combining the results of Lemmas 24 and 26

limsup Dy, < inf{¢ | k¢(-/n) > E(-; f), & — concave nondecreasing} < li{n inf Dy,
—»00

Lo

Since liminf < lim sup these inequalities are equalities and the assertion follows. [

5.4 Linear Encoders
Lemma 27. Let k,n € N and £ € {0,...,n}. If f : F% — F% is linear, then
E(E;f) = max rad(f~Cr(0)).
Proof. For all x € F%
FCH(f(2)) = {z| f(2)r = f(2)1}
={z| f(z = 2)1 =01}

={z|z-z € f'C10)}
- fﬁlc'](O) + z,

and rad(f~1Cr(0) + z) = rad(f~1C(0)). O

Proposition 9. Let k,n € N and £ € {0,...,n}. The optimal distortion minimizing
over linear f : Tk — F3 CJSCCs is

E;, (€;k,n) = min max rad(ker(4j)).
in ) AeF?** I: Tj=n—€ (ker(Ar))

Proof. Let A € F3** be a linear (k,n; E(E; f),£) CISCC. Then
ATIC(0) = {z € F% | [Az]; = 01} = ker(4)),

where Aj is the |I| x k£ matrix consisting of the rows of A with indices in I. The

result follows by Lemma 27. O
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The following sections find the optimal linear encoder for a given (k,n) through

exhaustive simulation.

541 k=4andn=>5

There are 4 achievable distortion patterns

{ 3
1 23 3 4
1 2 2 3 4

3 ;-
1123 4
\01234‘

Observing the following plot, of the superposition of all achievable distortions, the

optimal distortion of Theorem 9 is achievable.

4 P
.//”/
//
// g
3 g
///
b
R2
B
/'//
el
1 =4 &
,///
///
1 2 3 4 5

The single parity check uniquely achieves this optimum [ 012 3 4 ], the
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green line,

o O O =

o O

- o = o O
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54.2 k=4and n==6

There are 6 achievable distortion patterns

1233 3
1223 3
112 33
<[}1233
112 23
L01223

Observing the following plot, of the superposition of all achievable distortions, the

optimal distortion of Theorem 9 is achievable.
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Two matrices achieve
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54.3 k=4andn=7

There are 11 achievable distortion patterns

( A

1

o
— [N R )
N NN N W

- o O
—_
—_

NN DN NN NN W W W W

W NN W W W W W W Ww w w

W W W W W W W W Ww w w

N T T = N VY N~ S~ SN
~~

o O

Observing the following plot, of the superposition of all achievable distortions, the

optimal distortion of Theorem 9 is not achievable.
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The red line [ 00 2 233 4 ] is achieved uniquely by the Hamming code.
Two matrices achieve [ 0112234 ], the green line,

- - — -

1000 1 000
0100 0100
0010 0 010
0001 0001
1100 1 100
1110 0011
_1111_ _1111_
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544 k=4 and n=2=8

There are 19 achievable distortion patterns

( )

123332334 ) \

111237334
122332334

11122334
11233334

01122334
01233334

002223 3 4
122232334
4 \ lo0122334;
11223334

122922334
01223334

0111233 4
01123334

0022333 4
11222334

00022 3 3 4
| 01222334, \ /

Observing the following plot, of the superposition of all achievable distortions, the

optimal distortion of Theorem 9 is not achievable.
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The red line [0 00223 3 4] is achieved uniquely by the extended
Hamming code. Three matrices achieve [ 011123134 ], the green line,
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5.4.5 k=4andn=9

There are 31 achievable distortion patterns

¢

J

12333333 4 ¢ \

1112223 3 4
1223333 34

011222334
112333334

111123334
012333334

0111233 3 4
1222333 34

1111223 3 4
112233334

011122334
012233334

001122334
011233334
S 4 T 0012 22334;
122223334

002233334
112223334

000222334
012223334

112 22 2 3 3 4
11122333 4

012222334
011223334

000223334
002223334

002222334
001223334

00012233 4
111233334 ) ’

7
N

Observing the following plot, of the superposition of all achievable distortions, the

optimal distortion of Theorem 9 is achievable.
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5.5 Double Identity Code

T
Consider p = 2 and let fi : F¥ — F2* where fi(z) = Apr = []K I—k] x. For all
r € F%
2w(z) w(z) is even

w(fe(z)) = :
k w(z) is odd
Follows from w(fx(z)) = w(lxz) +w(Ixx). Any given x has w(z) nonzero entries and
in the multiplication I;z these nonzero entries will coincide with w(z) rows with one
zero and k — w(z) rows with no zeros. Thus, if w(z) is even this results in w(z) odd
sums, giving one, and k — w(z) even sums, giving zero. Similarly, if w(z) is odd this
yields w(z) zeros and k — w(x) ones.

Distortion, for 0 < € < k

piex s =mae | €] - 1.0).

Given & erasures the adversary can erase at most all of the codewords of even weight
supported on any |£] positions in F§. If |£] is even choose any zo with an odd
number of ones and, if L%J is odd choose any zy with an even number of ones. In
either case, the antipodal of zg, on these positions, has odd weight, but [%J —1is
achievable by some codeword of even weight.

Parameterizing £ this yields

This beats repetition for all k, but asymptotically they coincide.
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