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Given its importance to many other areas of physics, from condensed-matter physics to thermodynamics, time-reversal symmetry has had relatively little influence on quantum information science. Here we develop a network-based picture of time-reversal theory, classifying Hamiltonians and quantum circuits as time symmetric or not in terms of the elements and geometries of their underlying networks. Many of the typical circuits of quantum information science are found to exhibit time asymmetry. Moreover, we show that time asymmetry in circuits can be controlled using local gates only and can simulate time asymmetry in Hamiltonian evolution. We experimentally implement a fundamental example in which controlled time-reversal asymmetry in a palindromic quantum circuit leads to near-perfect transport. Our results pave the way for using time-symmetry breaking to control coherent transport and imply that time asymmetry represents an omnipresent yet poorly understood effect in quantum information science.
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I. INTRODUCTION

Controlling probability transfer in quantum systems is a central challenge faced in several emerging quantum technologies [1–5]. Here we develop an approach based on a complex network theory viewpoint of quantum systems [6–9], in which probability transfer is directed by the controlled breaking of time-reversal symmetry, creating a so-called chiral quantum walk [10–15].

The practical importance of time-reversal symmetry breaking stems from the fact that it is equivalent to introducing biased probability flow into a quantum system. It thus enables directed state transfer without requiring a biased (or nonlocal) distribution in the initial states or coupling to an environment [10,16–18].

This work establishes, in terms of the geometry and edge weights (or gates) of the underlying graph, conditions on what makes a Hamiltonian (or circuit) time asymmetric. As well as allowing us to classify the time symmetry of well-known Hamiltonians and circuits, this knowledge allows us to develop active methods to break time symmetry and bias probability transfer, including using circuits to simulate time-symmetry-breaking Hamiltonians.

As a demonstration, the most basic time-asymmetric process is identified and realized experimentally using room-temperature liquid-state nuclear magnetic resonance (NMR) on a 3-qubit system. We show that time asymmetry and thus biased probability transport can be controlled with limited access to the system, namely by using local $\pi$ rotations paired with a naturally occurring (or in our case, emulated) time-symmetric evolution. Through symmetry breaking we achieve state transfer probabilities approaching unity.

Since their recent introduction [10], continuous time chiral quantum walks have been studied in the context of energy transport in ultracold atoms and molecules [11], in nonequilibrium physics [12,13], as a tool for quantum search [14], and as a method to achieve near-perfect state transfer [10,15]. Our theory extends the contemporary analysis of time asymmetry such that it can now apply to gate sequences—of which the existing theory of time symmetry becomes a special case—and presents a network classification of the effect. Our experiments illustrate how active time-reversal symmetry breaking can be utilized with existing quantum technologies in the presence of limited control.

II. CHIRAL QUANTUM WALKS

Consider a unitary propagator $U$ acting on a state space in which we have a preferred basis $\{|i\rangle\}$. We view $U$ as performing a quantum walk over nodes labeled by $i$, and $U^\dagger$ as performing the time-reversed walk. There are two ways in which the walk $U$ could be time symmetric.

Amplitude time-reversal symmetry establishes a relationship $\langle i|U|j\rangle = U_{ij}^\dagger = (U^\dagger)_{ij}$ between the internode transition amplitudes going forward and backward in time (where $^\dagger$ denotes complex conjugation and $^\ast$ denotes Hermitian conjugation). Equivalently, it establishes a relationship $U_{ij} = U_{ji}$.
between opposing transition amplitudes in the same time direction.

It further implies what we call probability time-reversal symmetry (PTS): symmetry of the internode transition probabilities going forward and backward in time, \(|U_{ij}|^2 = |(U^*)_{ji}|^2\). This is equivalent to a lack of directional bias in the transport between any pair of nodes in the same time direction: \(|U_{ij}|^2 = |U_{ji}|^2\).

Breaking amplitude time-reversal symmetry is a necessary, but not sufficient, condition for breaking probability time-reversal symmetry. In studying internode transport, PTS is the relevant feature. It leads to a richer classification of processes and is the focus of this work.

III. HAMILTONIAN EVOLUTIONS

We first consider a unitary propagator \(U = e^{-iHt}\) generated by some time-independent Hamiltonian \(H\). In our network-based picture, with nodes labeled by \(i\), we view the matrix elements \((i|H|j) = H_{ij} = h_{ij}e^{i\alpha_{ij}}\) representing Hamiltonian \(H\) as forming a complex Hermitian adjacency matrix. Here \(h_{ij}\) and \(\alpha_{ij}\) take only real values. For a nonzero value \(H_{ij}\), two nodes \(i\) and \(j\) are said to be connected by an edge \(e = (i, j)\), and the complex valued edge weight is given by the value of \(H_{ij}\). A special case is an edge that connects \(i\) to itself, called a self-edge. Since it represents the expectation value of the energy in state \(|i\rangle\), the weight \(H_{ii}\) of a self-edge must take a real value. Furthermore, self-edges are only needed if states \(|i\rangle\) have different energies \(H_{ii}\); otherwise they may be omitted without changing the underlying physics. Taken together, the nodes and edges define a support graph, corresponding to the Hamiltonian \(H\), that we will use to classify the time-symmetry of \(U\).

We begin by noting that if \(\alpha_{ij} = 0\), i.e., all edge weights are real, then both amplitude and probability time-reversal symmetry hold. We will now search for other probability time-symmetric Hamiltonians.

A large class of such Hamiltonians are obtained by considering mapping \(H \mapsto \Lambda^\dagger H \Lambda = H'\) (or equivalently \(U \mapsto \Lambda^\dagger U \Lambda = U'\)), where \(\Lambda\) is a diagonal unitary. Such a mapping will in general affect amplitude time symmetry. However, it cannot affect transition probabilities as \(|U'_{ij}|^2 = |(i|e^{-i\Lambda^\dagger H \Lambda}j)|^2 = |(i|\Lambda e^{-i\Lambda^\dagger H \Lambda}j)|^2 = |U_{ij}|^2\), and hence cannot affect probability time asymmetry. Thus, we will call these mappings quasi-gauge-symmetry transformations.

All Hamiltonians that are obtained from a Hamiltonian with real edge weights by such gauge transformations are thus probability time symmetric. To give an example, if the graph underlying \(H\) is a tree (of which a linear chain is a special case), there always exists [10] a \(\Lambda\) which removes all phases from the edge weights: \(H_{ij} = h_{ij}e^{i\alpha_{ij}} \mapsto h_{ij}\). Such Hamiltonians hence never break probability time symmetry. This gives us our first class of time-symmetric evolutions: those generated by Hamiltonians whose internode couplings form a tree structure (this may include self-edges).

The class of probability time-symmetric networks is richer than those obtained by gauge transformations from real Hamiltonians. To find the other members of this class, we must consider the interference between walks along different paths. We start by breaking the evolution into commuting even and odd functions of \(H\): \(U = e^{-iHt} = \cosh(iHt) - \sinh(iHt)\).

The probability time-symmetry condition \(|U_{ij}|^2 = |U_{ji}|^2\) can now be expressed as

\[
\sinh(iHt)_{ji} \cosh(iHt)_{ij} = \sinh(iHt)_{ij} \cosh(iHt)_{ji}.
\]

The physical interpretation of Eq. (1) is clear: \(\sinh(iHt)_{ji}\) corresponds to transitions along paths of odd length, and \(\cosh(iHt)_{ij}\) corresponds to transitions along paths of even length. Together these terms account for all possible paths between \(i\) and \(j\) [19]. A path from \(i\) to itself is called a cycle.

For graph geometries where between each pair of nodes \((i, j)\) there are only exclusively on or exclusively odd paths (equivalent to there being no odd-length cycles in the graph), probability time symmetry must always hold as Eq. (1) is always satisfied. Such graphs are called bipartite, where the nodes can be partitioned to two disjoint sets and nonzero edge weights \(H_{ij} \neq 0\) only connect nodes of different sets [20]. Note that this disallows self-edges, since such edges could be used to make cycles of arbitrary length. Bipartite graphs can also be understood in terms of gauge transformations, as their structure implies the existence of a gauge transformation \(H \mapsto \Lambda^\dagger H \Lambda = -H\), which immediately implies the probability time-symmetry condition \(|U_{ij}|^2 = |(U^*)_{ji}|^2\).

This leaves us with two overlapping classes of time-symmetric network geometries, trees with self-edges and bipartite graphs, where the overlap is the class of trees without self-edges or, equivalently, bipartite graphs without simple cycles. The remaining graph geometries are all potentially time asymmetric, with the degree of asymmetry determined by the values assigned to the edge weights. These findings are summarized with examples in Table I.

IV. QUANTUM CIRCUITS

Consider now instead a unitary propagator \(U\) formed by a palindromic circuit consisting of two-site gates, \(U = \prod_k U_k\prod_k U_k^\dagger\). Here the arrows indicate that the second part of the circuit is the reverse of the first, ensuring the circuit is palindromic, since nonpalindromic sequences trivially break time symmetry and thus do not support control over time symmetry breaking. Each circuit is associated with its support graph, which has an edge if and only if there is a gate in the circuit directly connecting the two sites.

In accordance with the majority of physical implementations, each gate \(U_k = \exp(-iH_kt_k)\) with \(H_k = \sum_{\ell |\ell_k\rangle \langle \ell_k|} (H_k)_{\ell_k\ell_k}\) acts on two sites connected by the edge \(e_k\). Like before, we explicitly break apart the two complex off-diagonal elements of each gate Hamiltonian, writing \((H_k)_{\ell_k} = h_{\ell_k} \exp(i\alpha_k) = (H_k)_{\ell_k}^*\), where \(e_k = (i, j)\). We now identify time-symmetric circuits as we did for Hamiltonians.

Our starting point is the case in which each gate is amplitude time symmetric, \((U_k)_{\ell_k} = (U_k)_{\ell_k}^*\), or equivalently \(\alpha_k = 0\). This ensures amplitude time symmetry of the whole palindromic sequence \(U_{ij} = U_{ji}\), and thus also probability time symmetry [21]. Once again, we find other time-symmetric circuits by considering gauge transformations \(U \mapsto \Lambda^\dagger U \Lambda\) away from this class of circuits.

Analogous to tree Hamiltonians discussed in the previous section, consider minimal spanning tree circuits, those with only one gate per edge of a treelike support graph. There is always a gauge transformation that makes every gate amplitude

---
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TABLE I. In which network geometries do transition probabilities depend on the complex phases \(\alpha_{ij}\) of the edges of the (effective Hamiltonian’s) internode coupling graph? We are interested in how the transition probabilities in the site basis depend on \(\alpha_{ij}\) and if certain values of the \(\alpha_{ij}\) can break time-reversal symmetry.

<table>
<thead>
<tr>
<th>Linear chains</th>
<th>Trees (possibly with self-edges)</th>
<th>Bipartite graphs (only even cycles)</th>
<th>Non-bipartite graphs (some odd cycles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability time symmetric ((\forall \alpha_{ij}))?</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Probability depends on (\alpha_{ij})?</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

Time symmetric, \(\alpha_k \mapsto 0\), thus implying that \(U\) must itself be probability time symmetric.

Likewise, analogous to bipartite Hamiltonians, any circuit with a bipartite support graph with vanishing diagonal Hamiltonian terms \((H_k)_{ij} = 0\) is gauge equivalent to its inverse and thus naturally exhibits PTS.

The connection between time-reversal symmetry in circuits and in Hamiltonian evolution can be made even stronger. Any Hamiltonian evolution can be simulated by a palindromic circuit of the second-order Trotter type. For simplicity, consider the Hamiltonian evolution \(\exp(-iHt)\) with \(H = \sum_{\sigma \in E} H_\sigma\), where \(H_\sigma = h \sum_{(i,j) \in \sigma} \exp(i\alpha_{ij})|ij\rangle \langle j| + \text{H.c.}\), for some directed edge set \(E\). We construct a palindromic circuit \(U\), which for each edge \(\sigma \in E\) has a single two-site gate \(U_\sigma = \exp(-iH_\sigma t/2)\). For small enough values of time parameter \(\theta = ht\), the circuit \(U \approx e^{-iH t}\) simulates evolution according to \(H\). Thus palindromic circuits, our focus, naturally include in them the properties of Hamiltonian evolutions.

We consider a simple implementation of the above Trotter-type circuit using a qubit for each node and working in the single-excitation subspace. Explicitly, \(|j\rangle\) is the state with all qubits in the state |0\>, except \(j\), which is in the state |1\>. The two-site off-diagonal gates are now two-qubit gates

\[
U^{[ij]}(\alpha, \theta) = \exp(-i[\cos(\alpha)S^{[ij]} + \sin(\alpha)A^{[ij]}]t/2),
\]

and are generated by combinations of excitation-number-preserving time-symmetric \(S^{[ij]} = X^{[i]}X^{[j]} + Y^{[i]}Y^{[j]}\) and antisymmetric \(A^{[ij]} = X^{[i]}Y^{[j]} - Y^{[i]}X^{[j]}\) Hamiltonians, where \(X^{[i]}, Y^{[i]}\) and \(Z^{[i]}\) are Pauli matrices acting on qubit \(i\).

Many systems naturally possess Hamiltonian terms like \(S^{[ij]}\). Crucially, it is possible to decompose the two-site gate

\[
U^{[ij]}(\alpha, \theta) = R_z^{[ij]}(\alpha)U^{[ij]}(0, \theta)R_z^{[ij]}(\alpha),
\]

into a symmetric gate generated by \(S^{[ij]}\) alone, and local \(z\) rotations \(R_z^{[ij]}(\alpha) = e^{-i(\alpha/2)Z^{[ij]}}\) controlling time asymmetry. Since the \(z\) rotations can often be placed in such a way that they combine, often very few rotations are needed to implement \(U\). For example, controlling the probability time asymmetry in a ring of \(2N + 1\) spins requires \(2(2N + 1)\) symmetric two-site gates but only 1 pair of \(z\) rotations.

We will now demonstrate how state transfer can be directed by time symmetry breaking. The simplest circuit that allows time symmetry breaking is

\[
U(3\alpha, \theta) = U^{[12]}U^{[23]}U^{[31]}U^{[31]}U^{[23]}U^{[12]},
\]

involving three nodes, where all the two-site gates have the same parameters: \(U^{[ij]}(\alpha, \theta)\). For small enough gate angles \(\theta = ht\) it simulates the evolution \(U = e^{-iH t}\) according to the most fundamental Hamiltonian \(H = h e^{i\alpha/(1)}(2) + |2\rangle\langle 3| + |3\rangle\langle 1| + \text{H.c.}\) that allows time symmetry breaking [see Fig. 1(c)], but we need not be constrained to the regime of small \(\theta\).

V. EXPERIMENT

We implement the circuit in Eq. (4) using NMR techniques in a three-qubit system consisting of \(^{13}\)C-labeled trichloroethylene dissolved in deuterated chloroform. The implementation requires six symmetric two-site gates and a pair of \(z\) rotations, shown in Fig. 1(b). We directly measure the transition probabilities \(|\langle i| U(\alpha, \theta) |j\rangle|^2\), while varying both the gate angle \(-\pi < \theta < \pi\) and the time-asymmetry parameter \(0 < \alpha < 2\pi\), where time symmetry occurs only for \(\alpha = n\pi\).

We display our experimental results for the transport probability from site 1 to site 3 for four values of \(\alpha\) and \(\theta = n\pi/18\) in Fig. 1(a). The slice \(\alpha = 0\) corresponds to the amplitude and probability time-symmetric case. The slice \(\alpha = \pi/2\) corresponds to maximum probability time asymmetry. The slices corresponding to \(\alpha = \pi\) and \(\alpha = 3\pi/2\) represent a reflection in time \(\theta\) of the first two cases.

For the time-symmetric case (\(\alpha = 0\)) the probabilities of transporting the excitation to the other two spins are always bounded from above by 0.6. However, time asymmetry (\(\alpha \neq 0\)) allows us to break this barrier, with transition probabilities approaching unity at the point of maximal time asymmetry (\(\alpha = \pi/2\), as shown in Fig. 1(a).
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where we denote C1 as qubit 1, C2 as qubit 2, and H as qubit 3. The natural Hamiltonian of this system is

\[
H = \sum_{j=1}^{3} \pi \nu_j Z^{[j]} + \frac{\pi}{2} (J_{13} Z^{[1]} Z^{[3]} + J_{23} Z^{[2]} Z^{[3]}) + \frac{\pi}{2} J_{12} (X^{[1]} X^{[2]} + Y^{[1]} Y^{[2]} + Z^{[1]} Z^{[2]}),
\]

where \( \nu_j \) is the chemical shift of the \( j \)th spin and \( J_{ij} \) is the scalar coupling strength between spins \( i \) and \( j \). As the difference in the chemical shifts between C1 and C2 is not large enough to adopt the weak \( J \)-coupling approximation [22], these two carbon spins are treated as strongly coupled. The parameters of the Hamiltonian are determined by iteratively fitting the simulated and experimental spectra and presented in the table in Fig. 2(b).

Without loss of generality, we will describe the experimental procedure with spin 1 initially excited, i.e., \( |100\rangle \), as the initial state. Each experiment consists of three main parts: (a) state initialization: preparing the system in the pseudopure state \( |000\rangle \) and then exciting one spin to the state \( |100\rangle \); (b) evolution: driving the system through a palindromic quantum circuit; and (c) measurement: measuring the probabilities of finding the excitation at each of the spins.

(a) State initialization. Starting from thermal equilibrium, we first create the pseudopure state

\[
\rho_{000} = (1 - \epsilon)1/8 + \epsilon |000\rangle\langle 000|,
\]

using the spatial averaging technique [23]. Here \( \epsilon \approx 10^{-5} \) quantifies the polarization of the system and 1 is the \( 8 \times 8 \) identity matrix. Next, we apply a \( \pi \) pulse on spin 1 to rotate it to the excited state \( |1\rangle \). This \( \pi \) rotation is realized by a 2-ms and over 99.5% simulated fidelity GRAPE pulse [24,25]. All GRAPE pulses in the experiment are designed to be robust against the inhomogeneity of radio-frequency pulses.

(b) Evolution. The initial state will be evolved under four types of effective Hamiltonians: a symmetric Hamiltonian \( S^{(j)} \) and its time-reversed version \( -S^{(j)} \), and the asymmetric Hamiltonian \( A^{(j)} \) and its time-reversed version, all obtained from \( S^{(j)} \) using local \( R_z \) pulses as shown in Eq. (3). The circuit of the entire sequence is depicted in Fig. 1(b), where the six two-body interactions form a palindromic circuit for this
The experiment utilized GRAPE pulses with different lengths to implement all of the two-body interactions, depending on the J-coupling strength [see the table of Fig. 2(b)] of the related two spins. The three typical lengths of GRAPE pulses for implementing the two-body interactions are 3 ms for $J_{12}$, 2 ms for $J_{23}$, and 8 ms for $J_{13}$, respectively. Therefore, the overall run time of the circuit composed of all six evolutions is 26 ms, which is much less than the decoherence time as seen in Fig. 2(b). For all four of the Hamiltonian types, we implemented the circuit 37 times as $\pi/18$ step in $[-\pi, \pi]$. The total number of GRAPE pulses is 444 and all pulses have simulated fidelities over 99%.

(c) Measurement. After implementing the circuit, we measure the probabilities of finding the excitation at each spin, i.e., the probabilities of the |100⟩, |010⟩, and |001⟩ states, which corresponds to standard population measurement in the NMR setup. We use a $\pi/2$ pulse to rotate spin 2 to the transverse $x$-$y$ plane and compare the relative intensities of the transitions with the initial state. Then all three probabilities can be obtained, and the results are shown in Fig. 3.

VI. DISCUSSION

The behavior of the fundamental laws of physics under time reversal has long remained central to the foundations of physics [26–27] and has found use in condensed-matter theory [28–32]. By going beyond Hamiltonian-generated quantum walks, considering quantum circuits, and analyzing their time-reversal properties, we obtain a far richer set of behaviors. This also provides us with another set of tools for controlling transport in quantum systems.
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