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Abstract

Objective—There is growing interest in using closed-loop anesthetic delivery (CLAD) systems to automate control of brain states (sedation, unconsciousness and antinociception) in patients receiving anesthesia care. The accuracy and reliability of these systems can be improved by using as control signals electroencephalogram (EEG) markers for which the neurophysiological links to the anesthetic-induced brain states are well established. Burst suppression, in which bursts of electrical activity alternate with periods of quiescence or suppression, is a well-known, readily discernible EEG marker of profound brain inactivation and unconsciousness. This pattern is commonly maintained when anesthetics are administered to produce a medically-induced coma for cerebral protection in patients suffering from brain injuries or to arrest brain activity in patients having uncontrollable seizures. Although the coma may be required for several hours or days, drug infusion rates are managed inefficiently by manual adjustment. Our objective is to design a CLAD system for burst suppression control to automate management of medically-induced coma.

Approach—We establish a CLAD system to control burst suppression consisting of: a two-dimensional linear system model relating the anesthetic brain level to the EEG dynamics; a new control signal, the burst suppression probability (BSP) defining the instantaneous probability of suppression; the BSP filter, a state-space algorithm to estimate the BSP from EEG recordings; a proportional-integral controller; and a system identification procedure to estimate the model and controller parameters.

Main Results—We demonstrate reliable performance of our system in simulation studies of burst suppression control using both propofol and etomidate in rodent experiments based on Vijn and Sneyd, and in human experiments based on the Schnider pharmacokinetic model for propofol. Using propofol, we further demonstrate that our control system reliably tracks changing target levels of burst suppression in simulated human subjects across different epidemiological profiles.

Significance—Our results give new insights into CLAD system design and suggest a control-theory framework to automate second-to-second control of burst suppression for management of medically-induced coma.

*enb@neurostat.mit.edu.
1. Introduction

Development of a closed-loop anesthetic delivery (CLAD) system is a standard feedback control problem. An anesthetic drug is delivered to a patient using a computer-controlled infusion pump, based on a model of how the drug affects the anesthetic states of the brain. A control signal that relates the brain’s response to the anesthetic is defined in terms of an electroencephalogram (EEG) signature. The control signal is computed in real-time and used to generate an error signal, the difference between the measured value of the EEG signature and the level targeted to maintain the desired anesthetic state. Given a specific control strategy, the error signal is processed and fed back in real-time to adjust the rate of drug administration by the infusion pump. CLAD systems offer the possibility of continuous, close control of a patient’s anesthetic state while using less drug than an anesthesiologist would by manual control [1–9].

Bickford proposed the first CLAD system more than 60 years ago [10]. However, system development did not begin in earnest until the 1980s [11]. Since then, there have been many clinical studies on the use of CLAD systems in anesthesiology practice, and systems are now commercially available [12]. Although most CLAD systems have focused on delivering anesthetics to achieve sedation or unconsciousness [1–6,8–11,13–26], a recent report studied control of unconsciousness and antinociception [7]. The control signals have included the median frequency of the spectrogram [22, 23], entropy measures [7], a wavelet-based depth of anesthesia index [24], an auditory evoked potential index [17], and most frequently, the Bispectral Index (BIS) [1–6, 8, 9, 13–16, 20, 21]. These systems have used a range of standard and non-standard control strategies [2,7,11,14,17].

Despite the significant progress in CLAD system design, further improvements should be possible. First, for each control signal a monotonic relationship between the signal and the anesthetic state is assumed or established, yet the neurophysiological mechanism of how each signal relates to the specific state is not known. Second, although BIS has been the most widely used control signal in CLAD studies, BIS computations require up to a 20-second delay to output a new value, making true real-time feedback not possible with this index [27]. Third, the control target has often been specified as a range—say, a BIS between 40 and 60. Maintenance of the BIS within this range is considered successful control. Maintenance of the anesthetic state at a specific value of the control signal, as has been demonstrated in some studies [11], is more challenging but would represent a tighter level of control [5]. Therefore, a plausible approach to improving CLAD system design is to identify neurophysiologically-based EEG signatures that relate directly to well-defined anesthetic states and that can be processed in real-time to achieve reliable individual control.

We hypothesize that developing a CLAD system to control burst suppression would be a good starting point for studying the feasibility of these possible improvements. Burst suppression, an EEG pattern in which periods of bursts of electrical activity alternate with periods of isoelectricity, i.e. flatlines, (Fig. 1A), is a state of profound brain inactivation and unconsciousness seen in deep general anesthesia, hypothermia, significantly compromised brain development and coma [28, 29]. Burst suppression is a much studied anesthetic state. A long-standing interpretation is that burst-suppression represents an active thalamic stimulus being transmitted to a largely inactivated cortex [30]. A recent modeling study has shown that burst-suppression likely arises when the brain rates of ATP production are insufficient to maintain the integrity of ATP-dependent potassium channels [31]. Maintenance of burst suppression for extended periods is a practice used in intensive care units to treat patients with brain injuries [32]. Anesthetic drugs such as propofol, barbiturates, midazolam and fentanyl are administered to brain injury patients during their acute recovery periods to render them unconscious and to reduce brain swelling by...
decreasing cerebral metabolism and blood flow [32]. Similarly, large doses of propofol, barbiturates or inhaled anesthetics are the last-line treatment for patients with refractory status epilepticus, i.e., uncontrollable seizures [33,34]. When anesthetics are administered in this way the drug-induced state is termed a medically-induced coma [35].

The current approach for controlling a medically-induced coma—choosing a target level of burst suppression, monitoring continually the EEG, and adjusting manually the anesthetic infusion rate—is inefficient. Because the state of coma is often maintained for several days, it is unrealistic to expect human management to maintain close control on a minute-to-minute basis. Close control is advantageous for balancing important trade-offs: providing adequate brain protection; allowing intermittent arousals to assess neurological status; and avoiding the undesirable consequences of anesthetic overdose syndrome [36]. This suggests that the control of medically-induced coma could be automated by designing a CLAD system to control the level of burst suppression [31,32].

The level of burst suppression can be quantified by computing the burst suppression ratio (BSR) defined as the proportion of time the EEG is suppressed in a given time interval [37]. The BSR ranges from 0, meaning no suppression, to 1, meaning an isoelectric EEG. Vijn and Sneyd designed CLAD systems for rat models of propofol and etomidate using BSR as the control signal [38]. The objective of their investigation was to develop a model-free approach to CLAD design to determine if performance in a CLAD system could provide useful information for drug development. Their error signal, the difference between a specified BSR level and the BSR computed from the EEG, was the input to a deterministic controller constructed as the product of a proportional term and an integral term. Although the authors claim that their CLAD system maintained BSR at specific targets for both propofol and etomidate, they reported BSR time courses only for the average of 3 rats and for no individual animal. The Vijn and Sneyd system was recently implemented to test the efficacy of new etomidate-based anesthetics in controlling BSR in rats [39]. These authors also reported only average BSR time courses. To our knowledge there are no studies using CLAD systems to control burst suppression in human experiments or to control it in the intensive care unit to maintain medically-induced coma.

We conduct a theoretical study of CLAD system design for maintenance of burst suppression using a new concept, the burst suppression probability (BSP), as the control signal. We reanalyze the Vijn and Sneyd data and derive a two-compartment burst-suppression-specific model for both propofol and etomidate in rats. We also establish a 2-dimensional model for propofol in humans by deriving approximations to the standard 4-compartment model [40]. We use these models to design drug-specific proportional-integral (PI) controllers to maintain the BSP at target levels. Our simulation studies show that this model, with a PI controller and BSP signal estimated from the EEG using a binary filter algorithm, can control burst suppression maintained by propofol and etomidate over a broad range of target values.

2. Theory

To construct our CLAD system we define the state model, the control signal, the state estimation algorithm, the system identification procedure, and the controller.

2.1. A State Model of Burst Suppression

We assume that two is the minimal dimension of a state model required to define the brain’s state of burst suppression in response to administration of an anesthetic. We construct our state model by adapting a two-compartment linear pharmacokinetics system for intravenous drug infusion (Fig. 2). We let \( x(t) = (x_1(t), x_2(t)) \) be the state of the system at time \( t \) where
\( x_1(t) \) is the amount of anesthetic in the peripheral compartment, \( x_2(t) \) is the amount of the anesthetic in the brain or the effect-site compartment, and \( \cdot \) denotes the transpose of the vector. We let \( I(t) \) denote the infusion rate of the anesthetic at time \( t \). We assume that: drug enters into the peripheral compartment; drug flows back and forth between the peripheral and the brain compartments; drug is eliminated from the body only through the peripheral compartment; and the amount of drug in the brain compartment determines the EEG level of burst suppression. The differential equation defining our state model (Fig. 2) is

\[
\frac{d x(t)}{dt} = A x(t) + u(t) \tag{1}
\]

where

\[
A = \begin{bmatrix}
-(a_{12} + a_{10}) & a_{21} \\
-1 & -a_{21}
\end{bmatrix}, \quad u(t) = \begin{bmatrix}
bl(t) \\
0
\end{bmatrix}, \tag{2}
\]

where \( A \) is the matrix of rate coefficients controlling the flow of anesthetic between the compartments and the elimination from the body and \( u(t) \) is the external input to the system comprised of \( I(t) \) the drug infusion rate modulated by a gain coefficient \( b \).

One justification for this model comes from considering how burst suppression is produced and how the pharmacokinetics of anesthetics are modeled. In general, 3- and 4-compartment models are commonly used to describe the pharmacokinetics of anesthetics. Burst suppression is a profound state of general anesthesia so that once the brain is in this state, its activity falls into a limited dynamic range. That is, if sufficient drug has been administered to induce burst suppression, then administering more will only deepen the state of burst suppression, i.e., lengthen the suppression periods, until the EEG is isoelectric. Similarly, if the infusion rate is decreased or turned off, burst suppression will gradually disappear. As a consequence, once the brain is in burst suppression, the model need only describe transitions to higher or lower levels of burst suppression. A second-order system using a peripheral and a brain compartment is a flexible, elementary model for describing these dynamics. This effectively means using the peripheral compartment to represent all of the compartments other than the brain compartment that are typically in the 3- and 4-compartment models. An alternative justification of the 2-dimensional model can be derived by showing that it approximates a recently reported neural-metabolic model of burst suppression [31].

### 2.2. Notation, Observation Model and the Definition of Burst Suppression Probability

We assume that the control experiment is conducted on the interval \([0, T]\). We discretize by choosing a large integer \( K \) and defining \( \Delta = K^{-1} T \) to divide the interval \((0, T]\) into \( K \) subintervals of width \( \Delta \). Subinterval \( k \) is defined as \(( (k - 1) \Delta, k \Delta ] \) for \( k = 1, 2, \ldots, K \) and the value of the system in Eq. (1) for \( t \in ((k - 1) \Delta, k \Delta ] \) is given by its value at \( t = k \Delta \). We let \( k \) denote the time \( t = k \Delta \) and we use the notation \((\cdot)_{k}\) to express the model components evaluated in discretized time. For example, we have at time \( t = k \Delta \), \( x_k = (x_{1,k}, x_{2,k})' \).

The response of the brain to the anesthetic is monitored by the EEG. We assume that a sufficient dose of an anesthetic is administered to a subject to induce burst suppression and that the effects of the anesthetic can be observed continuously in time by recording the EEG. To link the EEG state of burst suppression to our model in Eq. (1) we assume \( K \) is chosen sufficiently large to ensure that \( \Delta \) is sufficiently small so that each subinterval \(( (k - 1) \Delta, k \Delta ] \) contains at most one binary event \( n_k \). We define \( n_k = 1 \) if there is a suppression in the subinterval \( k \) and \( n_k = 0 \) if there is a burst in the subinterval (Fig. 1B).

Using this discretization, we define the burst suppression probability (BSP) as
\[ p_k = \phi(x_{2,k}), \quad (3) \]

where

\[ \phi(x) = \frac{1 - \exp(-x)}{1 + \exp(-x)}, \quad (4) \]

is a standard sigmoidal function. Because \( p_k \) defines the probability of a suppression event in subinterval \( k \) given \( x_{2,k} \), it follows that \( n_k \) obeys the Bernoulli process

\[ \Pr(n_k \mid x_{2,k}) = p_k^{n_k} (1 - p_k)^{1 - n_k}. \quad (5) \]

Equation (3) maps \( x_{2,k} \), the amount of anesthetic in the brain, defined on \([0, \infty)\), into \( p_k \), a well-defined probability on \([0, 1)\). In this way, \( p_k \) provides an instantaneous output of the probability of the brain being suppressed.

2.3. State Estimation: The Burst Suppression Probability Filter Algorithm

To implement the CLAD system we require a way to estimate \( p_k \), or equivalently, the brain state, \( x_{2,k} \), from the binary time-series \( n_k \). We develop a version of a binary filter algorithm [41, 42] to compute estimates of \( p_k \) and \( x_{2,k} \) in real time. We assume a simplified, stochastic version of the state model in Eq. (1) by using a natural logarithmic transformation

\[ z_k = \log(x_{2,k}), \quad (6) \]

where \( z_k \) obeys the Gaussian random walk model such that

\[ z_k = z_{k-1} + v_k \quad (7) \]

where the \( v_k \) are independent, zero-mean Gaussian random variables with variance \( \sigma^2_v \). The transformation in Eq. (6) ensures that \( x_{2,k} \) remains non-negative. Given estimates of \( z_0 \) and \( \sigma^2_v \), the following binary filter algorithm can be applied to the \( n_k \) to compute \( p_{k|k} \) and \( x_{2,k|k} \). It is

\[ z_{k|k-1} = z_{k-1|k-1} \quad (8a) \]

\[ \sigma^2_{k|k-1} = \sigma^2_{k-1|k-1} + \sigma^2_v \quad (8b) \]

\[ z_{k|k} = z_{k|k-1} + c_k \sigma^2_{k|k-1} \left[ p_{i,k} (1 - p_{i,k}) \right]^{-1} (n_k - p_{i,k}) \quad (8c) \]

\[ \sigma^2_{k|k} = \left[ \sigma^2_{k|k-1} \right]^{-1} + \left[ p_{i,k} (1 - p_{i,k}) \right]^{-1} c_k^2 \quad (8d) \]

where

\[ c_k = \frac{x_{2,k|k} \exp(x_{2,k|k})}{1 + \exp(x_{2,k|k})} (1 - p_{i,k}) \quad (8e) \]
for \( k = 1, \ldots, K \), and the notation \( z_{k|s} \) denotes the estimate of \( z_k \) given the data up through subinterval \( s \). It follows from Eqs. (3), (8a), and (8c) that at time \( k \) (meaning \( k\Delta \)) the estimates for \( x_{2,k} \) and \( p_k \) are, respectively

\[
x_{2,k|k} = \exp(z_{k|k}) \quad (9)
\]

\[
p_{k|k} = f(v_{2,k|k}) \quad (10)
\]

We term Eqs. (8a) through (10) the BSP filter algorithm. It is constructed using the well-known Bayes’ Rule Chapman-Kolmogorov equations [41]. The algorithm computes recursively Gaussian approximations to the Chapman-Kolmogorov equation or one-step prediction density defined as \( p(z_k | n_1, n_2, \ldots, n_{k-1}) \) and to the posterior density defined as \( p(z_k | n_1, n_2, \ldots, n_k) \). Equations (8a) and (8b) are respectively the mode and variance of the Gaussian approximation to \( p(z_k | n_1, n_2, \ldots, n_{k-1}) \), which is the probability density of the state \( z_k \) given the data up through time \( k-1 \). Equations (8c) and (8d) are the mode and variance respectively of the Gaussian approximation to \( p(z_k | n_1, n_2, \ldots, n_k) \), which is the probability density of the state \( z_k \) given the data up through time \( k \).

The derivation of this filter algorithm follows that given in [41] for the state space model defined by Eqs. (5) and (7). Computing a Gaussian approximation to \( p(z_k | n_1, n_2, \ldots, n_k) \) is equivalent to computing a quadratic approximation to the log posterior density, \( \log(p(z_k | n_1, n_2, \ldots, n_k)) \). Equations (8c) and (8d) follow by computing respectively the first and second derivatives of \( \log(p(z_k | n_1, n_2, \ldots, n_k)) \) with respect to \( z_k \). These equations are implicit functions of \( z_{k|k} \) because, by Eqs. (9) and (10), \( p_{k|k} \) depends on \( z_{k|k} \). At each update time \( k \) of the BSP algorithm we apply a Newton-Raphson procedure to the first derivative of \( \log(p(z_k | n_1, n_2, \ldots, n_k)) \) computed with respect to \( z_k \) to find \( z_{k|k} \) which maximizes \( \log(p(z_k | n_1, n_2, \ldots, n_k)) \). The posterior variance, \( \sigma^2_{k|k} \), is computed by evaluating Eq. (8c) at the solution \( z_{k|k} \). Because \( \Delta \) is small, we use \( z_{k|k-1} \) as the initial guess for the 1 Newton-Raphson procedure at time \( k \). To simplify computations and ensure stability of the algorithm, we replace the second derivative of the log posterior density in the Newton-Raphson procedure with its expected value. Therefore, we maximize the log posterior density at each time step of the BSP filter algorithm using a Fisher scoring algorithm [43]. As a consequence, \( \sigma^2_{k|k} \) is estimated as the expected value of the negative inverse of the second derivative of the log posterior density instead of as the negative inverse of the second derivative.

2.4. System Identification for the BSP Algorithm and the State Model

System identification for our CLAD system entails estimating the parameters \( A \) and \( b \). We use the subscript \( j \) to index time in order to make clear that the time interval for system identification is different from the time interval on which the control experiment is conducted. For the rodent simulation studies we derive from the experimental data for propofol and etomidate reported by Vijn and Sneyd [38] approximate time course of \( x_{2,j} \) for each drug in response to a bolus dose. For the human simulation studies we derive an approximate time course of \( x_{2,j} \) from simulations of the Schnider pharmacokinetics model for propofol in response to a bolus dose [40]. We describe the specific approach to deriving the approximate time course of \( x_{2,j} \) below in the discussion of each experiment. We treat this approximate time course as observed data and estimate \( A \) and \( b \) by non-linear least squares using the criterion function
where \( J \) is the number of observations in the time course of \( x_{2,j} \) with \( \Delta = 5 \) msec and \( x_{2,j}(A, b) \) is computed from Eq. (1) by a Runge-Kutta procedure for any values of \( A \) and \( b \).

### 2.5. Design of a Proportional-Integral Controller

To complete the design of the CLAD system, we define the controller for the state model in Eq. (1). For this purpose, we choose a proportional integral (PI) controller because it is simple, proven effective [44], and as we show below robust to noise. We construct the controller in continuous time to match the system in Eq. (1) then give its formulation in discrete time. For the PI controller, \( u(t) \), the system input, i.e. the infusion rate, is calculated as

\[
u(t) = a_p e(t) + a_i \int_0^t e(\tau) d\tau, \quad (12)
\]

where the coefficients \( a_p \) and \( a_i \) are to be determined using the standard control design prescription given below. The signal \( e(t) \) is the error defined by

\[
e(t) = x_{2, \text{target}} - x_2(t), \quad (13)
\]

where, for the purposes of controller design, we assume that the state variable \( x_2(t) \) is available. The target value \( x_{2, \text{target}} \) is the effect-site concentration that corresponds to a specific target BSP and is defined as \( x_{2, \text{target}} = \mathcal{K}^{-1}(p^{\text{target}}, f(x)) \), where \( \mathcal{K}(x) \) is defined in Eq. (4). It follows that the transfer function from \( e(t) \) to \( x_2(t) \) is given by

\[
H(s) = \frac{X_2(s)}{E(s)} = \frac{(sa_p + a_i)ba_{12}}{s(s+a_{10})(s+a_{21})}, \quad (14)
\]

Here, \( X_2(s) \) and \( E(s) \) are the Laplace transforms of \( x_2(t) \) and \( e(t) \), respectively, and the poles of the closed-loop system are the solutions of the characteristic equation

\[
1 + H(s) = 0. \quad (15)
\]

From Eqs. (14) and (15) we can select \( a_i \) and \( a_p \) to affect the location of the closed-loop poles within the \( s \)-plane, and, specifically, to achieve a balance between rise time and overshoot, the latter being undesirable in anesthetic induction. From this specification, we design the system to be critically damped—i.e., Eq. (15) has real and repeated roots.

Using standard controller design methods [44,45], we first set the ratio

\[
\frac{a_i}{a_p} = \min \{a_{10}, a_{21}\}, \quad (16)
\]

thereby inducing a pole-zero cancellation in Eq. (14), yielding

\[
H(s) = \frac{X_2(s)}{E(s)} = \frac{ba_{12}a_p}{s(s+\max \{a_{10}, a_{21}\})}. \quad (17)
\]
Substituting this simplified open-loop transfer function into Eq. (15), the poles of our closed-loop system are given by the solutions of

$$s^2 + \max[a_{10}, a_{21}] s + ba_{12}a_p = 0.$$  \hspace{1cm} (18)

It follows from the discriminant of Eq. (18) that the PI controller gains that achieve critical damping are

$$a_p = \frac{\max[a_{10}, a_{21}]}{4ba_{12}}$$  \hspace{1cm} (19)

and

$$a_i = a_p \min[a_{10}, a_{21}] .$$  \hspace{1cm} (20)

While numerous other design algorithms exist for selecting PI controller gains, Eqs. (19) and (20) provide explicit design equations in terms of the underlying system parameters.

Finally, to implement the controller as shown in Figure 3, \(x_{2,k,k} \mid k\) from Eq. (9) provides the estimate of \(x_2(t)\) in Eq. (13). We compute the input \(u_{k,k} \mid k\) by discretizing Eq. (12) as

$$u_{k,k} \mid d_k = a_p^d e_{k,k} + a_i^d \sum_{j=1}^{k-1} e_{j,j} .$$  \hspace{1cm} (21)

where \(e_{j,j}\) is the discretized time form of the error in Eq. (13) defined as

$$e_{j,j} = x_2^{\text{target}} - x_{2,j,j}$$  \hspace{1cm} (22)

for \(j = 1, 2, \ldots, k\), and \(a_p^d, a_i^d\) are obtained from \(a_p, a_i\) through a standard PI control discretization [45].

2.6. Controller stability and robustness

The controller described above is robust to parametric uncertainty. We characterize this robustness in terms of stability margins [44]. In particular, assume that the ‘true’ parameters \(a_{10}, a_{21}\) deviate from the model by multiplicative factors \(\sigma_{10}\) and \(\sigma_{21}\), respectively. It follows from Eqs. (14), (19) and (20) that the open loop transfer function is given by

$$H(s) = \frac{X_2(s)}{E(s)} = \frac{a_p (s + \min[a_{10}, a_{21}]) ba_{12}}{s(s + a_{10}a_{10})(s + \sigma_{21}a_{21})} .$$  \hspace{1cm} (23)

Using a standard root-locus argument, it can be verified that the poles of the corresponding closed-loop system are stable for all \(a_p > 0\) if the following condition holds:

$$\min[a_{10}, a_{21}] < \sigma_{10}a_{10} + \sigma_{21}a_{21} .$$  \hspace{1cm} (24)

A conservative sufficient condition for Eq. (24) is

$$\sigma_{10} + \sigma_{21} > 1 ,$$  \hspace{1cm} (25)

which constitutes a generous tradeoff relationship in parametric uncertainty, that is, the parameters \(a_{10}\) and \(a_{21}\) would have to be severely misidentified in order to potentially affect
the closed-loop stability. Furthermore, if Eq. (24) holds, arbitrary uncertainty in \( a_{12} \) or \( b \) will not destabilize the system (since such uncertainty enters multiplicatively in \( a_p \)).

3. Results

3.1. A Rodent CLAD Model for Control of Burst Suppression

System Identification—To develop CLAD models for propofol and etomidate, we reanalyzed the experimental data reported by Vijn and Sneyd (V&S) [38] for these anesthetics and conducted system identification for our two-dimensional model in Eq. (1) and its control parameters in Eqs. (19) and (20). These authors administered bolus injections of propofol and etomidate to rats and measured the time course of burst suppression by computing the BSR in 15-second non-overlapping intervals. For each drug they computed the average BSR trace as a function of time and scaled it to compute the weighting function for their closed-loop controller (V&S, Fig. 3). We rescaled the weighting functions so that the maximum was 0.95, the typical maximum BSR achieved by each drug (V&S, Fig. 2). We assumed that this average curve represented the average burst suppression response of the rats to the particular anesthetic. We fit our two-dimensional model in Eq. (1) to the average BSR time course for propofol and etomidate by non-linear least squares (Eq. (11)) to estimate the parameters \( A \) and \( b \) for each drug. The estimated model parameters (Table 1) gave very good fits to the average BSR time courses of both propofol and etomidate (Fig. 4), suggesting that the two-dimensional model offers a plausible approximation to the essential dynamic features of this system.

Testing the BSP Filter Algorithm—To demonstrate that each model with the estimated parameters could produce binary time-series that would resemble those computed from the EEG in burst suppression in response to a bolus dose of propofol and a bolus dose of etomidate, we simulated binary observations using the two-dimensional model in Eq. (1) and the Bernoulli model in Eqs. (3) to (5) for both drugs evaluated at the estimated parameter values (Table 1). We simulated the model using a single 8 mg kg\(^{-1}\) bolus dose of propofol and a single 3.5 mg kg\(^{-1}\) bolus dose of etomidate each administered to a 0.26 kg rat over 10 seconds. For both propofol (Fig. 5A) and etomidate (Fig. 5B), we simulated 10 realizations of binary observations over ten minutes with a sampling interval of \( \Delta = 5 \) msec to give 120,000 observations per realization. We estimated the BSP time course from the simulated binary data by applying the BSP filter in Eqs. (8) to (10) using \( \sigma^2 = 10^{-6} \) and \( z_0 = \log f^{-1} (\hat{p}_0) \), where \( \hat{p}_0 \) is the fraction of suppression events in the first 2 seconds with \( \Delta = 5 \) msec. We found that these choices of \( \sigma^2 \) and \( z_0 \) gave good approximations to the maximum likelihood estimates of these parameters for this problem [42]. The BSP filter recovered BSP time courses for propofol (Fig. 5C, red curves) and for etomidate (Fig. 5D, red curves) that closely resembled the average BSR time courses (Fig. 5C, 5D, black curves) we extracted by rescaling the V&S weighting functions for these drugs (Fig. 4).

Simulation Studies of the CLAD Model—Applying Eqs. (19) and (20) to the estimated model parameters we solved for the proportional \( a_p \) and integral \( a_i \) controller gains in our models for propofol and etomidate (Table 1). We tested our controller performance with two different observation models, at each of six different target burst suppression levels. The burst suppression targets were equally spaced on the interval [0.15, 0.9]. In the first observation model, \( x_2(t) \) was directly observable; in the second, \( x_2,k \) was observable though a binary process. The latter case simulated the actual scenario of burst suppression being observed in the EEG and converted to a binary time series through thresholding and segmentation.
To begin each experiment we converted the target BSP, \( p_{\text{target}} \) (Fig. 6, horizontal dashed lines), into the brain state target, as \( x_2^{\text{target}} = \log \left( \left[ 1 - \frac{p_{\text{target}}}{1 + p_{\text{target}}} \right]^{-1} \right) \) and we set \((x_1(0), x_2(0)) = [e^{-5}, e^{-5}]\), to approximate empty compartments. In the first case, in which \( x_2(t) \), the brain site anesthetic level, is directly observable, our PI controller worked well for both propofol (Fig. 6A) and etomidate (Fig. 6B), as the system attained each target level in a short period. The average rise time (\( t_{90\%} - t_{10\%} \)) was 1.32 minutes for propofol and 3.03 minutes for etomidate. As specified by the controller design, there was no overshoot in either simulation study.

In the second case, we simulated the two-dimensional model, but as in Fig. 5, we simulated binary observations based on Eqs. (3) to (5). Because the observable in this case is the time-series of binary observations, we estimate \( x_{2,k} \) and \( p_k \) from the BSP filter as \( x_{k|k} \) and \( p_{k|k} \) respectively in Eqs. (9) and (10). We applied the remainder of the control algorithm as in the deterministic noise-free case by treating \( x_{k|k} \) as the observed value of the control variable.

We simulated 10 control experiments to illustrate between-run variation for each BSP target level. To emulate the function of an actual anesthetic infusion pump we updated the BSP estimate \( p_{k|k} \) every 5 msec and \( u_{k|k} \), the control signal, every second. After incorporating the BSP filter into the closed loop, the PI controller continued to perform well throughout a range of burst suppression targets with rise times that were comparable to the noise-free case with no overshoot for propofol (Fig. 6C) or for etomidate (Fig 6D). This finding suggests that the BSP filter estimates, \( x_{k|k} \) and \( p_{k|k} \), accurately captured the time courses of \( x_{2,k} \) and \( p_k \) respectively for both drugs.

Although Vijn and Sneyd developed what they termed a non-model-based controller, our results demonstrate that a highly structured model underlies the data reported in their experiments and that this model may be used to construct a PI controller to control burst suppression.

3.2. A Human CLAD Model for Control of Burst Suppression

Model Formulation and System Identification—We next used our paradigm to develop a CLAD system for burst suppression control in humans for propofol. As we stated in the Theory section, we assume that burst suppression is a sufficiently profound state of brain inactivation and that once the brain is in this state, its activity falls into a limited dynamic range. Under the further assumption that the level of burst suppression depends directly on the amount of anesthetic in the brain (effect-site) compartment we postulate that these dynamics can be described by our two-dimensional model (Fig. 2). The Schnider four-compartment model is an established pharmacokinetics model that describes the effects of propofol on the brain and body [40]. We did not study etomidate in humans because it is no longer administered in the intensive care unit by long-term infusion because of the high risk of adrenal suppression [46].

To test our approximation hypothesis, we used the Schnider model to simulate bolus administration of a sufficient dose of propofol to induce burst suppression in six human subjects: a 30 year-old, 180 cm 70 kg man; a 30 year-old 150 cm, 50 kg woman; a 40 year-old 170 cm 90 kg man; a 40 year old, 165 cm, 60 kg woman and a 50 year old 196 cm 100 kg man; and a 50 year-old 175 cm 80 kg woman. We chose these six different profiles to test whether our approximation would apply across the broad range of patients commonly encountered in the intensive care unit. The propofol induction dose was 3.5mg/kg administered over 10 seconds. We simulated the Schnider model for 9 minutes, treated the time course of the brain compartment for each anesthetic as the observed data, and fit our 2-dimensional model to each time course using nonlinear least-squares. We transformed the simulated time courses and the time course estimates computed from our two-dimensional model...
model into their associated BSP time courses using 3. In all 6 subjects, the two-dimensional model estimates (red curves) gave good fits to the propofol data (black curves), capturing well the rapid rise and the slow decline of the effect-site concentration (Fig. 7). For subjects 1 and 5, and to a lesser extent for subjects 2 and 4, the two-dimensional model performed less well in describing the time course of the four-compartment model during declining periods at low BSP levels. The lack of agreement between the two models occurred below a BSP of 0.2, suggesting that the additional compartments of the Schnider model are likely needed to account for this rapid decline. These findings support our hypothesis that a two-dimensional approximation can be constructed to the standard four-compartment Schnider model for a broad range of patients when the dose of propofol being administered is sufficient to produce burst suppression.

Simulation Studies of a Human CLAD Model—By evaluating the estimated model parameters (Table 2) in Eqs. (19) and (20), we computed the control parameters \( a_p \) and \( a_i \). As in the rodent example, we again tested our controller performance with two different observation models, at each of six different target burst suppression levels equally spaced on the interval \([0.15, 0.9]\). In the first observation model, the effect-site concentration, \( x_2(t) \) was directly observable; and in the second \( x_2(t) \) was observable through the binary process defined in Eq. (5). We show the results for Subjects 1 and 6 as the results for the other four subjects were similar. With \( x_2(t) \) directly observable, our controller easily achieved and maintained each target level of burst suppression without overshoot for both subjects (Fig. 8). The average rise time was 7.35 minutes. We simulated 10 control experiments in which \( x_2(t) \), observed through the binary time-series, was estimated as \( x_{2,k} \mid k \) using the BSP filter algorithm (Fig. 8). In each individual simulation of binary data, at each BSP target level, our controller achieved and maintained the target levels without overshoot and with rise times comparable to those achieved when \( x_2(t) \) was directly observable.

To gain further insight into how the controller might perform in more realistic circumstances and to provide a sensitivity analysis for our framework, we simulated 6 different propofol control experiments in each of six subjects. Each subject was required to track each of 6 different trajectories derived by considering the \( 3! = 6 \) permutations of the three BSP target levels of 0.3, 0.7, and 0.9. Every 30 minutes we changed the BSP target level that the controller was required to achieve and maintain. We used the model parameters estimated by fitting the two-dimensional approximation to simulated bolus response data from the four-compartment Schnider model for propofol (Table 2, rows 1-4) to compute the control parameters for each individual subject (Table 2, rows 5 and 6). We chose \( c_r^2 \) and \( z_0 \) as in the rodent experiments and we updated the BSP estimate \( p_{k} \mid k \) every 5 msec and \( u_{k} \mid k \), the control signal, every second. For each of the six subjects, for each of the six trajectories, the controller achieved and maintained the target level of burst suppression (Fig. 9). During the ascents to a higher from a lower BSP target level, the controller achieved the new level with a rise time of approximately 7.35 minutes (Fig. 9) with no overshoot, as it did when \( x_2(t) \) was directly observable (Fig. 8). When the target BSP level was decreased, the controller required approximately 10 minutes to achieve the new level in all six subjects. Although the control trajectories agreed for all six subjects, their instantaneous infusion rates differed (Fig. 9).

Our findings suggest that a two-dimensional model combined with the BSP filer algorithm and a PI controller can be used to control burst suppression in humans at levels that could be chosen to maintain medically-induced coma.
4. Discussion

There is a growing interest in anesthesiology to use CLAD systems to automate control of brain states for patients requiring anesthesia care. The accuracy and reliability of CLAD systems can be enhanced by using EEG markers for which the neurophysiological link to the anesthetic-induced brain state is well established. Burst suppression is a readily discernible EEG signature that is known to be associated with a state of profound brain inactivation characterized by decreased neuronal and metabolic activity. Therefore, we have established a CLAD system to control burst suppression that consists of: a two-dimensional linear system model to describe the effect of the drugs on the EEG; the new concept of the burst suppression probability, defining the instantaneous probability of the EEG being suppressed; the BSP filter to compute the state of burst suppression from EEG recordings converted to binary observations; a system identification procedure to determine the parameters of the pharmacokinetics model; and a PI controller.

We demonstrated that the parameters of our two-dimensional control model could be estimated from the rat experimental data reported by Vijn and Sneyd [38] for propofol and etomidate (Fig. 4, Table 1). We simulated the performance of our PI controller using a directly observable control signal and a control signal observable through a binary time series derived from the EEG (Figs. 1 and 5). In each condition, for both of the drugs, the controller achieved the specified level of burst suppression without overshoot (Fig. 6). We also showed that our two-dimensional model could be used to control burst suppression in simulated human subjects using propofol and etomidate by deriving an approximation to the standard four-dimensional human pharmacokinetics models for these anesthetics (Figs. 7 and 8). Finally, we demonstrated using propofol that our control system could reliably achieve and maintain changing levels of burst suppression across a broad dynamic range of control conditions by testing it in simulated patients with different epidemiologic profiles (Fig. 9).

To conduct either the rodent or human experiments, the prescription for implementing our paradigm is to: 1) administer a bolus dose of the anesthetics sufficient to achieve burst suppression; 2) use the BSP filter algorithm in Eq. (8a) with an EEG segmentation algorithm to convert the EEG into the BSP; 3) perform the system identification using the estimated BSP data to obtain the parameters for the two-dimensional linear model in Eq. (1); 4) compute the PI control parameters from the pharmacokinetics parameters using Eqs. (19) and (20) and the discretization correction in [44]; 5) Set a target level of burst suppression and implement control. For the human studies the system identification can also be carried out by simulating bolus administration of propofol using the Schnider model and fitting the linear two-dimensional model to the simulated data as in Figure 7.

4.1. Strategies for Controller Design

Our reanalysis of the Vijn and Sneyd data allowed us to place their analyses in a formal control theory framework. These authors implemented what is effectively a PI control strategy by devising a scheme to weight their sequence of control errors and use that weighted sequence to adjust anesthetic infusion rates. The weights for their error sequences were determined by the impulse response profiles they generated for each drug. Our analyses showed that their impulse response profiles could be efficiently described by our two-dimensional linear system 1, and that therefore, these response profiles could be used to estimate the parameters of this model by conducting formal system identification (Fig. 4). The weights for the error sequence in our approach were then determined not directly from the impulse response profile, but rather by standard results for PI controller design, as detailed in Eqs. (12)-(20).
By simulating human EEG data based on the Schnider model for propofol [40] and the Arden model for etomidate [47], we demonstrated that our two-dimensional model could successfully approximate the standard four-compartment models typically used to describe the pharmacokinetics of these anesthetics. This strategy predicts that when controlling burst suppression is the objective a low-order representation can be used to approximate the behavior of the more complex models. Having fewer parameters to identify in the two-dimensional models makes control design much more feasible.

The two-dimensional model is the lowest order representation that allows us to capture two essential properties of induction and maintenance of burst suppression. First, there have to be at least two compartments in the model, since the drug cannot be administered directly into the primary effect site, the brain, it must therefore first enter a central or outer compartment. Second, burst suppression being a profound state of brain inactivation means that sufficient anesthetic has been administered to bypass the other less profound states. Hence, once it has been achieved, increasing (decreasing) the anesthetic infusion rate will only increase (decrease) the level of burst suppression. If required, a more detailed state model of burst suppression could be incorporated into our paradigm by considering approximations to the neuronal metabolic model of burst suppression developed by Ching et al [31].

To illustrate our CLAD systems in both the rat and human studies we used the estimated pharmacokinetics parameters and the models in Eqs. (1)-(3) to simulate binary time series. Application of our paradigm in actual experimental studies will require the additional steps of thresholding and segmenting the EEG recordings into binary time series (Fig. 1). These steps can be accomplished in real time [48]. Another important component of our control paradigm is the use of the BSP filter algorithm Eqs. (8)-(10) to estimate the BSP from the EEG. This algorithm is approximately optimal having been designed from the established Bayes’ Theorem-Chapman-Kolmogorov framework used to construct state-space filter algorithms such as the Kalman filter [41]. Unlike the BSR which requires 4 [37], 15 [38], or 60 [49] seconds to compute an update, our BSP filter algorithm can compute BSP updates in real-time at 1-second intervals or shorter, making real-time control with our paradigm straightforward to realize.

We developed our controller using a deterministic control paradigm. It was constructed implicitly assuming that the state of burst suppression could be readily estimated, or effectively observed, from the EEG recordings. Among the advantages of our PI design is a high tolerance to noise. As shown in our analysis (see Eqs. (23)-(25)), our PI controller is robust to large uncertainty in model parameters. Moreover, a feature of the PI controller is robustness to input disturbances [44] such as noise affecting the pump or flow of anesthetic. Nevertheless, our use of a basic controller design method means there is much room in the study of this problem for application of advanced techniques, such as stochastic [50] and model predictive control [51] strategies. Any further elaborations of the control design must go hand-in-hand with testing of our paradigm in actual burst suppression experiments.

4.2. Application of the PI Controller to Control Medical Coma

Along with being a clearly defined EEG signature for CLAD system testing, burst suppression is a marker rhythm for medically-induced coma. Hence, the development of plausible strategies to control burst suppression can have immediate therapeutic implications for aiding the recovery of patients following traumatic and hypoxic brain injuries, and for treating patients with uncontrollable seizures.

Our simulation results provide strong evidence that maintenance of the brain in a medically-induced coma at a precise level of burst suppression is highly feasible. Testing of our
paradigm for control of burst suppression in rat and human experiments will be topics of future reports. Finally, our current paradigm applies only to burst suppression. Other models need to be formulated to control other brain states for which the EEG response dynamics are different [29, 52]. Our paradigm suggests how these systems could be designed.
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Figure 1. Illustrative example of burst suppression
(A) A 100-second epoch of burst suppression recorded from the EEG of a human in response to bolus administration of the anesthetic propofol. Red lines are the 5 microVolt amplitude thresholds. (B) Binary representation of EEG computed from the amplitude threshold. White (black) indicates burst (suppression) events or 0s (1s) when the absolute value of the EEG amplitude is greater (less) than the 5 microVolt threshold. The data were recorded at 1KHz and filtered between 0.1 and 70 Hz.
Figure 2. Two-compartment pharmacokinetics-binary observation model
The pump infusion rate $u(t)$ governs the flow of anesthetic into the central compartment. The kinetic rate parameters $a_{12}$ and $a_{21}$ govern the anesthetic flow between the central compartment and the brain compartment. The variable $x_1(t)$ is the amount of anesthetic in the central compartment and the variable $x_2(t)$ is the amount of anesthetic in the brain compartment. The rate parameter $a_{10}$ governs the rate of anesthetic clearance from the central compartment. The observation $n_k$ is the binary form of the EEG at time $t = k\Delta$. By Eqs. (3) to (5) the probability of observing $n_k$ is a function of $x_2(t)$.
The target level of burst suppression is set by $p_{\text{target}}$ and is converted into the target brain anesthetic $x_{2,\text{target}}$ by inverting Eq. (3). The control signal, the current state estimate $x_{2,k|k}$ computed from the BSP filter in Eq. (9), is subtracted from $x_{2,\text{target}}$ to compute $e_{k,k} = x_{2,\text{target}} - x_{2,k|k}$. The controller uses Eq. (21) to compute the pump’s infusion rate $u_{k|k}$. By Eq. (1) the infusion rate changes the anesthetic level in the central compartment and in the brain compartment. Changing the brain compartment level changes the level of burst suppression on the EEG, and hence, the value of the binary time series, $n_{k+1}$ at time $k+1$. The BSP filter uses $n_{k+1}$ to compute $p_{k+1|k+1}$, and the update of the control signal $x_{2,k+1|k+1}$, which is fed back to compute the next control output $u_{k+1|k+1}$.
Figure 4. Analysis of the Vijn and Sneyd rat burst suppression experiments
BSP time courses from the V&S rat experiments for propofol (A) and etomidate (B), and the first of the two-compartment model in Eq. (1). The black curves are the BSP time courses computed from the impulse response functions in V&S and the blue curves are non-linear least-squares fits of the two-compartment model. The parameter estimates are given in Table 1.
Figure 5. Testing the BSP filter algorithm
Realizations of binary series simulated from Eqs. (1) to (5) using the estimated propofol parameters (A) and the estimated etomidate parameters (B) in Table 1 based on bolus administration of each anesthetic. BSP time courses (black curves) computed by evaluating Eqs. (1) and (3) at the estimated propofol and etomidate (D) parameters. BSP filter estimates (red curves) of the BSP time course computed from the 10 different simulated binary series for propofol (C) and etomidate (D).
Figure 6. BSP control in simulated rat experiments
Each experiment uses 6 different burst suppression target levels for propofol (A, C) and etomidate (B, D). In the first experiment (A, B) control is achieved assuming that the observable is the brain level of the anesthetic, $x_2(t)$. In the second experiments (C, D) control is achieved by using the estimated brain anesthetic level, $x_{2,k|k}$ from the BSP filter in Eqs. (8) to (10). Control with the binary filter is demonstrated with 10 binary series realizations at each of the 6 levels for both anesthetics.
Figure 7. System identification of the parameters for the 2-dimensional model of propofol
The experiments simulate the Schnider model for propofol in response to bolus administration of 3.5 mg kg$^{-1}$ for each patient. Patient 1, a 30 year-old, 180 cm 70 kg man; Patient 2, a 30 year-old 150 cm, 50 kg woman; Patient 3, a 40 year-old 170 cm 90 kg man; Patient 4, a 40 year-old, 165 cm, 60 kg woman; Patient 5, a 50 year-old 196 cm 100 kg man; and Patient 6, a 50 year-old 175 cm 80 kg woman. The black curves are the BSP time courses simulated from the four-dimensional Schnider model and the red curves are nonlinear least-squares fits of the two-compartment model approximations in 1. The parameter estimates are given in Table 2.
Figure 8. BSP control in the simulated human patients using propofol

For propofol, the control experiment sets 6 different burst suppression target levels, evenly spaced from 0.15 to 0.9, and tracks them using the model and control parameters (Table 2) for Patients 1 and 6 (Fig. 7). In the first experiments (A, B) control is achieved assuming that the observable is $x_{2,k}$, the brain level of propofol. In the second experiments (C, D) control is achieved by estimating $x_{2,k/k}$, the brain level of propofol from the BSP filter in Eq. (8a). Control with the BSP filter is demonstrated with 10 binary series realizations at each of the 6 levels.
Figure 9. BSP control performance in simulated human patients using propofol
The control targets are $3! = 6$ different sequences of the BSP levels 0.3, 0.7 and 0.9 (dashed lines BSP subpanels) with each level maintained for 30 minutes. Each of the 6 patients (Table 2) must achieve control of each of the 6 target trajectories. In each panel, the upper subpanel shows the time course of the BSP control output, $x_{2,k|k}$ and the lower subpanel shows the infusion rates, $u_{k|k}$ required to achieve the control output. The BSP time courses and the infusion rates are: red for Patient 1; dark blue for Patient 2; light blue for Patient 3; yellow for Patient 4; green for Patient 5; and purple for Patient 6.
Table 1
Rat Model Drug-Specific Parameter Estimates
The estimated rate parameters $\hat{\alpha} = (\hat{\alpha}_{12}, \hat{\alpha}_{21}, \hat{\alpha}_{10})$, scale factor $\hat{b}$, and control parameters $\hat{a}_i$ and $\hat{a}_i$ for the two-dimensional rat control model for propofol and etomidate.

<table>
<thead>
<tr>
<th></th>
<th>Propofol</th>
<th>Etomidate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\alpha}_{12}(\text{min}^{-1})$</td>
<td>0.01557</td>
<td>0.01547</td>
</tr>
<tr>
<td>$\hat{\alpha}_{21}(\text{min}^{-1})$</td>
<td>0.9599</td>
<td>0.6703</td>
</tr>
<tr>
<td>$\hat{\alpha}_{10}(\text{min}^{-1})$</td>
<td>4.552</td>
<td>1.993</td>
</tr>
<tr>
<td>$\hat{b}$</td>
<td>0.5885</td>
<td>0.8394</td>
</tr>
<tr>
<td>$\hat{\beta}_p(\text{min}^{-1})$</td>
<td>565.4</td>
<td>76.51</td>
</tr>
<tr>
<td>$\hat{\beta}_i(\text{min}^{-1})$</td>
<td>9.045</td>
<td>0.8548</td>
</tr>
</tbody>
</table>
Table 2

Drug-Specific Human Model Parameters The estimated rate parameters \( \hat{\alpha} = (\hat{\alpha}_{12}, \hat{\alpha}_{21}, \hat{\alpha}_{10}) \), scale factor \( \hat{b} \), and control parameters \( \hat{\alpha}_p \) and \( \hat{\alpha}_i \) for the two-dimensional control model for propofol for six simulated human patients.

<table>
<thead>
<tr>
<th>Patient</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\alpha}_{12}(\text{min}^{-1}) )</td>
<td>1.010e-4</td>
<td>1.358e-4</td>
<td>1.417e-4</td>
<td>2.260e-4</td>
<td>1.687e-4</td>
<td>1.478e-4</td>
</tr>
<tr>
<td>( \hat{\alpha}_{21}(\text{min}^{-1}) )</td>
<td>0.760</td>
<td>0.717</td>
<td>0.707</td>
<td>0.731</td>
<td>0.741</td>
<td>0.710</td>
</tr>
<tr>
<td>( \hat{\alpha}_{10}(\text{min}^{-1}) )</td>
<td>0.761</td>
<td>0.716</td>
<td>0.708</td>
<td>0.732</td>
<td>0.741</td>
<td>0.710</td>
</tr>
<tr>
<td>( \hat{b} )</td>
<td>0.1310</td>
<td>0.1156</td>
<td>0.04828</td>
<td>0.1177</td>
<td>0.06741</td>
<td>0.08111</td>
</tr>
<tr>
<td>( \hat{\alpha}_p(\text{min}^{-1}) )</td>
<td>10040</td>
<td>7044</td>
<td>12260</td>
<td>8028</td>
<td>13120</td>
<td>10510</td>
</tr>
<tr>
<td>( \hat{\alpha}_i(\text{min}^{-1}) )</td>
<td>127.3</td>
<td>87.00</td>
<td>149.0</td>
<td>95.90</td>
<td>155.0</td>
<td>124.0</td>
</tr>
</tbody>
</table>