On the character of certain irreducible modular representations

The MIT Faculty has made this article openly available. Please share how this access benefits you. Your story matters.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>As Published</td>
<td><a href="http://dx.doi.org/10.1090/S1088-4165-2015-00463-7">http://dx.doi.org/10.1090/S1088-4165-2015-00463-7</a></td>
</tr>
<tr>
<td>Publisher</td>
<td>American Mathematical Society (AMS)</td>
</tr>
<tr>
<td>Version</td>
<td>Final published version</td>
</tr>
<tr>
<td>Accessed</td>
<td>Sat Dec 08 15:34:30 EST 2018</td>
</tr>
<tr>
<td>Citable Link</td>
<td><a href="http://hdl.handle.net/1721.1/105137">http://hdl.handle.net/1721.1/105137</a></td>
</tr>
<tr>
<td>Terms of Use</td>
<td>Article is made available in accordance with the publisher's policy and may be subject to US copyright law. Please refer to the publisher's site for terms of use.</td>
</tr>
<tr>
<td>Detailed Terms</td>
<td></td>
</tr>
</tbody>
</table>
ON THE CHARACTER OF CERTAIN IRREDUCIBLE MODULAR REPRESENTATIONS

G. LUSZTIG

ABSTRACT. Let $G$ be an almost simple, simply connected algebraic group over an algebraically closed field of characteristic $p > 0$. In this paper we restate our conjecture from 1979 on the characters of irreducible modular representations of $G$ so that it is now directly applicable to any dominant highest weight.

1. Let $G$ be an almost simple, simply connected algebraic group over $k$, an algebraically closed field of characteristic $p > 1$. Let $RepG$ be the category of finite dimensional $k$-vector spaces with a given rational linear action of $G$ and let $IrrG$ be a set of representatives for the simple objects of $RepG$. We fix a Borel subgroup $B$ of $G$ and a maximal torus $T$ of $B$. Let $Y = \text{Hom}(k^*, T)$, $X = \text{Hom}(T, k^*)$ (with group operation written as $+$) and let $\langle , \rangle : Y \times X \to Z$ be the obvious pairing. If $V \in IrrG$, then there is a well-defined $\lambda_V \in X$ with the following property: the $T$-action on the unique $B$-stable line in $V$ is through $\lambda_V$; according to Chevalley, $E \mapsto \lambda_E$ is a bijection from $IrrG$ to a subset of $X$ of the form

$$X^+ = \{ \lambda \in X; [\tilde{\alpha}_i, \lambda] \in N \ \forall i \in I \}$$

for a well-defined basis $\{\tilde{\alpha}_i; i \in I\}$ of $Y$. For $\lambda \in X^+$ we shall denote by $V_{\lambda}$ the object of $IrrG$ corresponding to $\lambda$. If $V \in RepG$, then for any $\mu \in X$ we denote by $n_{\mu}(V)$ the multiplicity of $\mu$ in $V|_T$; we set $[V] = \sum_{\mu \in X} n_{\mu}(V)e^\mu \in Z[X]$ where $Z[X]$ is the group ring of $X$ (the basis element of $Z[X]$ corresponding to $\mu \in X$ is denoted by $e^\mu$ so that $e^\mu e^\mu' = e^{\mu + \mu'}$ for $\mu, \mu' \in X$). It is of considerable interest to compute explicitly the element $[V_{\lambda}] \in Z[X]$ for any $\lambda \in X^+$. Let $h$ be the Coxeter number of $G$. A conjectural formula for $[V_{\lambda}]$ (assuming that $p \geq c_G^0$ where $c_G^0$ is a constant depending only on the root datum of $G$) was stated in [L1] p. 316. In the early 1990’s it was proved (see [AMS] and the references there) that there exists a (necessarily unique) prime number $c_G \geq c_G^0$ depending only on the root datum of $G$ such that the conjectural formula in [L1] p. 316 is true if $p \geq c_G$ and $c_G$ is minimum possible (but $c_G$ was not explicitly determined). In [F], Fiebig showed that $c_G \leq c'_G$ where $c'_G$ is an explicitly known but very large constant. In [W], Williamson, partly in collaboration with Xuhua He, showed that for infinitely many $G$, $c_G$ is much larger than $c_G^0$. Now the conjecture in [L1] p. 316 had an unsatisfactory aspect: it applied only to a finite set of $\lambda \in X^+$ which, after application of Jantzen’s results [J] on translation functors, becomes a larger but still finite set (including all $\lambda$ in $X^+_\text{red} = \{ \lambda \in X^+; [\tilde{\alpha}_i, \lambda] \leq p - 1 \ \forall i \in I \}$); then...
the case of a general \( \lambda \in X^+ \) had to be obtained by applying the Steinberg tensor product theorem \([S]\). In this note I want to offer a reformulation of the conjecture in \([L1]\) p. 316] (now a known theorem for \( p \) large enough) which applies directly to any \( \lambda \in X^+ \); see 7(b).

2. Notation. Let \( NT \) be the normalizer of \( T \) in \( G \) and let \( W = NT/T \) be the Weyl group. Note that \( \hat{\mathfrak{su}}_2 \) is a Coxeter group on the generators \( x_1, x_2 \). We define \( W \) as the subgroup of the group of permutations of \( \hat{\mathfrak{su}}_2 \) by the condition that \( \hat{\alpha}_i \) is the highest coroot. For \( i \in I \cup \{0\} \) define \( \alpha_i \in X \) by the condition that \( \langle \alpha_i, \lambda, \lambda \rangle = 1 \) for any \( \lambda \in X^+ \) by \( \langle \hat{\alpha}_i, \rho \rangle = 1 \) for any \( i \in I \). Define \( \rho \in X^+ \) by \( \langle \hat{\alpha}_i, \rho \rangle = 1 \) for any \( i \in I \). Let \( \leq \) be the partial order on \( X \) given by \( \lambda' \leq \lambda \) whenever \( \lambda' - \lambda \in \sum_{i \in I} \mathbb{N} \alpha_i \).

3. Let

\[
\delta = \{ \lambda \in X; \langle \hat{\alpha}_i, \lambda + \rho \rangle \leq 0 \quad \forall i \in I, \langle \hat{\alpha}_0, \lambda + \rho \rangle \geq -p \}.
\]

For \( i \in I \) we define \( s'_i : X \to X \) by \( s'_i(\lambda) = \lambda - \langle \hat{\alpha}_i, \lambda + \rho \rangle \alpha_i \) (an affine reflection). We define \( s'_0 : X \to X \) by \( s'_0(\lambda) = \lambda - (\langle \hat{\alpha}_0, \lambda + \rho \rangle + \alpha_0 \) (an affine reflection). Let \( W_a \) be the subgroup of the group of permutations of \( X \) generated by \( s'_i(i \in I \cup \{0\}) \). Then \( W_a \) is a Coxeter group on the generators \( s'_i(i \in I \cup \{0\}) \), with length function \( l : W_a \to \mathbb{N} \).

For \( \lambda, \mu \in X^+ \) we have \( w^{-1}(\lambda) \in \delta \) for some \( w \in W_a \) and among all such \( w \) there is a unique one, \( w_\lambda \), of minimal length.

For \( \lambda, \mu \in X^+ \) we set \( w = w_\lambda \) and

\[
P_{\mu, \lambda} = \sum_{y \in W_a, yw^{-1}(\mu) = w^{-1}(\lambda)} (-1)^{l(yw)} P_{y, w}(1) \in \mathbb{Z}
\]

where \( P_{y, w} \) is the polynomial associated in \([KL]\) to \( y, w \) in the Coxeter group \( W_a \).

From the definitions we see that \( P_{\mu, \lambda} \neq 0 \implies \mu \leq \lambda, P_{\lambda, \lambda} = 1 \). Hence for \( \lambda, \mu \in X^+ \) we can define \( q_{\mu, \lambda} \in \mathbb{Z} \) by the requirement

\[
\sum_{\nu \in X^+} P_{\nu, \nu} q_{\nu, \lambda} = \delta_{\mu, \lambda}
\]

for any \( \lambda, \mu \in X^+ \). We have \( q_{\mu, \lambda} \neq 0 \implies \mu \leq \lambda \) and \( q_{\lambda, \lambda} = 1 \).

4. For any \( \lambda \in X^+ \) we can write uniquely \( \lambda = \sum_{k \geq 0} \mu^k \lambda_k \) where \( \lambda_k \in X^+_{red} \) for all \( k \geq 0 \) and \( \lambda^k = 0 \) for large \( k \).

For any \( \lambda \in X^+ \) and any \( k \in \mathbb{N} \) we define elements \( E^k_\lambda \in \mathbb{Z}[X] \) by induction on \( k \) as follows:

\[
E^0_\lambda = \sum_{w \in W} \varepsilon_w e^{w(\lambda + \rho)} / \sum_{w \in W} \varepsilon_w e^{w(\rho)},
\]

(a) \[
E^k_\lambda = \sum_{\mu \in X^+} P_{\mu, \sum_{i \geq k+1} \mu^i, \lambda} e^{E^{k+1}_{\lambda', \sum_{j \geq k} \mu^j}} / \sum_{\mu \in X^+} P_{\mu, \sum_{i \geq k} \mu^i, \lambda} e^{E^{k+1}_{\lambda', \sum_{j \geq k} \mu^j}} \quad \text{if } k \geq 1.
\]

Note that \( E^k_\lambda \in \mathbb{Z}[X]^W \), the ring of \( W \)-invariants in \( \mathbb{Z}[X] \).

We show that for \( k \geq 0 \) we have

(b) \[
E^k_\lambda = \sum_{\mu \in X^+} q_{\mu, \sum_{i \geq k+1} \mu^i, \lambda} E^{k+1}_{\lambda', \sum_{j \geq k} \mu^j} / \sum_{\mu \in X^+} q_{\mu, \sum_{i \geq k} \mu^i, \lambda} E^{k+1}_{\lambda', \sum_{j \geq k} \mu^j} \mu.
\]
For any \( \mu \in X^+ \) and any \( k, h \geq 0 \),

\[
( \sum_{j, 0 \leq j \leq k-1} p^j \lambda^j + p^k \mu )^h
\]

is equal to \( \lambda^h \) if \( 0 \leq h \leq k - 1 \) and to \( \mu^{h-k} \) if \( h \geq k \); hence, by (a), we have

\[
E_{k+1}^{\lambda \mu} = \sum_{\nu \in X^+} p_{\nu, \Sigma h_0 h \geq k} \mu^{h-k} E_k^{\lambda \mu} = \sum_{\nu \in X^+} p_{\nu, \Sigma h_0 h \geq k} \mu^{h-k} \nu \sum_{\nu \in X^+} p_{\nu, \Sigma h_0 h \geq k} \mu^{h-k} E_k^{\lambda \mu}.
\]

Thus the right-hand side of (b) is

\[
\sum_{\nu \in X^+} p_{\nu, \Sigma j, j \geq k} \mu^{j-k} \lambda^j \sum_{\nu \in X^+} p_{\nu, \Sigma h_0 h \geq k} \mu^{h-k} E_k^{\lambda \mu} = \sum_{\nu \in X^+} \delta_{\nu, \Sigma j, j \geq k} \mu^{j-k} \lambda^j E_k^{\lambda \mu} = \sum_{\nu \in X^+} \delta_{\nu, \Sigma j, j \geq k} \mu^{j-k} \lambda^j E_k^{\lambda \mu}.
\]

This proves (b).

By induction on \( k \) we see, using (a), that for any \( k \geq 1 \) we have

\[
E_k^{\lambda} = \sum_{\mu_0, \mu_1, \ldots, \mu_{k-1} \in X^+} p_{\mu_0, \lambda^0 + \mu_1 \lambda^1 + \mu_2 \lambda^2 + \cdots + \mu_{k-1} \lambda^{k-1}} E_0^{\mu_0}.
\]

By induction on \( k \) we see, using (b), that for any \( k \geq 1 \) we have

\[
E_k^{\lambda} = \sum_{\nu_0, \nu_1, \ldots, \nu_{k-1} \in X^+} q_{\nu_0, \lambda \nu_1, (v_0 - \nu_0)/p} q_{\nu_2, (v_1 - \nu_1)/p} \cdots q_{\nu_{k-1}, (v_{k-2} - \nu_{k-2})/p} E_0^{\nu_0}.
\]

5. Let \( \lambda \in X^+ \). We can find \( n \geq 0 \) such that \( \lambda^n = \lambda^{n+1} = \cdots = 0 \). If \( k \geq n \) we have

\[
E_k^{\lambda} = E_{k+1}^{\lambda}.
\]

Indeed, if \( \mu \in X^+ \) and \( q_{\mu, \Sigma j, j \geq k} \mu^{j-k} \lambda^j \neq 0 \) we have \( q_{\mu, 0} \neq 0 \) hence \( \mu \leq 0 \), \( \mu = 0 \) and \( q_{0, 0} = 1 \); it follows that

\[
E_k^{\lambda} = E_{k+1}^{\lambda} = \sum_{j, 0 \leq j \leq k-1} p^j \lambda^j.
\]

Thus we can set \( E_k^{\lambda} = E_k^{\lambda} \) for large \( k \). Clearly, if \( \lambda \in X^+_\text{red} \), then \( E_k^{\lambda} = E_k^{\lambda} = \cdots = E_k^{\lambda} \).

Letting \( k \to \infty \) in 4(c),(d), we deduce that

\[
E^{\lambda}_{\infty} = \sum_{\mu_0, \mu_1, \mu_2, \ldots \in X^+: \mu_h = 0} (p_{\mu_0, \lambda^0 + \mu_1 \lambda^1 + \mu_2 \lambda^2 + \mu_3 \lambda^3}) E_0^{\mu_0},
\]
(note that for large \( h \) we have \( p_{\mu_h, \lambda^h + p \mu_{h+1}} = p_{0,0} = 1 \) so that the infinite product makes sense) and

\[
E^0_{\lambda} = \sum_{\nu_0, \nu_1, \nu_2, \ldots} (q_{\nu_0, \lambda} q_{\nu_1, (\nu_0 - \nu_0^q)/p} q_{\nu_2, (\nu_1 - \nu_1^q)/p} \ldots) E^{\infty}_{\nu_0^q + p \nu_1^q + p^2 \nu_2^q + \ldots}
\]

(note that for large \( h \) we have \( \nu_h = 0 \) hence \( q_{\nu_{h+1}, (\nu_h - \nu_h^q)/p} = q_{0,0} = 1 \) so that the infinite product makes sense).

6. It is known since the early 1990’s that, if \( p \) is not very small, then the conjecture 8.2 in [L2] on quantum groups at a \( p \)-th root of 1 holds. In particular for \( \lambda \in X^+ \), the element \( E^{0}_{\lambda} \) describes the character of an irreducible finite dimensional representation of such a quantum group and the tensor product theorem [L2, 7.4] holds for it.

Thus, if for any \( \xi = \sum_{\lambda \in X} c_{\lambda} e^{\lambda} \in Z[X] \) (with \( c_{\lambda} \in Z \)) and any \( h \geq 0 \) we set

\[
\xi^{(h)} = \sum_{\lambda \in X} c_{\lambda} e^{q^{h} \lambda} \in Z[X],
\]

then for any \( \lambda \in X^+ \) we have the equality

\[
E^{0}_{\lambda} = E^{0}_{\lambda^0} (E^{0}_{\sum_{j \geq k} p^{j-k} \lambda_j})^{(1)}.
\]

This can be also deduced from results in [K].

We show by induction on \( k \geq 1 \) that for any \( \lambda \in X^+ \) we have

\[
E^{k}_{\lambda} = E^{k}_{\lambda^0} (E^{0}_{\lambda^1})^{(1)} \ldots (E^{1}_{\lambda^{k-1}})^{(k-1)} (E^{0}_{\sum_{j \geq k} p^{j-k} \lambda_j})^{(k)}.
\]

By (a), we can assume that \( k \geq 2 \). Using 4(a), it is enough to show that

\[
\sum_{\mu \in X^+} P_{\mu, \sum_{j \geq k-1} p^{j-k+1} \lambda_j} E^{k-1}_{\sum_{j \leq k-1} p^{j-k} \lambda_j + p^{k-1} \mu} = E^{1}_{\lambda^0} (E^{1}_{\lambda^1})^{(1)} \ldots (E^{1}_{\lambda^{k-2}})^{(k-2)} (E^{0}_{\sum_{j \geq k} p^{j-k} \lambda_j})^{(k)}.
\]

Replacing here

\[
E^{k-1}_{\sum_{j, \lambda \leq k-2} p^{j-k} \lambda_j + p^{k-1} \mu} = E^{1}_{\lambda^0} (E^{1}_{\lambda^1})^{(1)} \ldots (E^{1}_{\lambda^{k-2}})^{(k-2)} (E^{0}_{\mu})^{(k-1)},
\]

which is known from the induction hypothesis, we see that it is enough to show that

\[
\sum_{\mu \in X^+} P_{\mu, \sum_{j \geq k-1} p^{j-k+1} \lambda_j} E^{1}_{\lambda^0} (E^{1}_{\lambda^1})^{(1)} \ldots (E^{1}_{\lambda^{k-2}})^{(k-2)} (E^{0}_{\mu})^{(k-1)} = E^{1}_{\lambda^0} (E^{1}_{\lambda^1})^{(1)} \ldots (E^{1}_{\lambda^{k-2}})^{(k-2)} (E^{0}_{\sum_{j \geq k} p^{j-k} \lambda_j})^{(k)}.
\]

Thus, it is enough to show that

\[
\sum_{\mu \in X^+} P_{\mu, \sum_{j \geq k-1} p^{j-k+1} \lambda_j} (E^{0}_{\mu})^{(k-1)} = (E^{1}_{\lambda^0})^{(k-1)} (E^{0}_{\sum_{j \geq k} p^{j-k} \lambda_j})^{(k)}
\]

or that

\[
\sum_{\mu \in X^+} P_{\mu, \sum_{j \geq k-1} p^{j-k+1} \lambda_j} E^{0}_{\mu} = E^{1}_{\lambda^{k-1}} (E^{0}_{\sum_{j \geq k} p^{j-k} \lambda_j})^{(1)}.
\]

Using (a), the right-hand side is \( E_{\sum_{j \geq k-1} p^{j-k+1} \lambda_j} \). This is equal to the left-hand side, by 4(a). This proves (b).

Letting \( k \rightarrow \infty \) in (b) we obtain for any \( \lambda \in X^+ \):

\[
E^{\infty}_{\lambda} = E^{1}_{\lambda^0} (E^{1}_{\lambda^1})^{(1)} (E^{1}_{\lambda^2})^{(2)} \ldots.
\]
Note that for large $h$ we have $\lambda^h = 0$ hence $E^1_{\lambda^h} = 1$ so that the infinite product makes sense. (We have also used that $E^0_{\sum_{j \geq k} \mu - \lambda^j} = E^0_0 = 1$ for large $h$.)

7. We now assume that $p \geq cG$. Then, by the first paragraph of section 6, we have

(a) $[V_{\lambda}] = E^1_{\lambda}$ for any $\lambda \in X^+_{\text{red}}$.

Using the Steinberg tensor product theorem [S] and (a), we see that for any $\lambda \in X^+$ we have

$[V_{\lambda}] = [V_{\lambda^0}]^{(1)}[V_{\lambda^2}]^{(2)} \cdots = E^1_{\lambda^0}(E^1_{\lambda^2})^{(1)}(E^1_{\lambda^4})^{(2)} \cdots$.

Using this and 6(c) we deduce

(b) $[V_{\lambda}] = E^\infty_{\lambda}$.

8. We preserve the setup of section 7. In the identity

$E^0_{\lambda} = \sum_{\mu \in X^+} q_{\mu, \lambda} E^1_{\mu}$

(see 4(b)) the coefficient $q_{\mu, \lambda}$ can be interpreted as the multiplicity of an irreducible representation of a quantum group at a $p$-th root of 1 in a not necessarily irreducible representation of that quantum group. In particular we have

(a) $q_{\mu, \lambda} \in \mathbb{N}$

for any $\lambda, \mu$ in $X^+$. We show by descending induction on $k$ that for any $\lambda \in X^+$ and any $k \geq 0$ we have

(b) $E^k_{\lambda} = [V_{\lambda}(k)]$

for some $V_{\lambda}(k) \in \text{Rep}G$.

If $k$ is large, we have $E^k_{\lambda} = E^\infty_{\lambda}$ and (b) follows from 7(b). Assume now that $k \geq 0$ and that (b) is known when $k$ is replaced by $k + 1$. Then (b) holds for $k$ by (a), 4(b) and the induction hypothesis.

9. We now assume that $G = SL_2(k)$ and $p = 3$. Let $d_{\lambda}(k) = \dim V_{\lambda}(k)$ (see Sec. 8) where $\lambda \in X^+$ and $k \geq 0$. The numbers $d_{\lambda}(0)$ form a sequence

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 \ldots

where $X^+$ is identified with $\mathbb{N}$ in an obvious way. We underline the numbers divisible by 3 in this sequence:

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 \ldots

and regard the underlined numbers as mirrors. We now consider the reflections of the non-mirrors in the list in the mirrors to its left and replace them by the alternating sum of those reflections; we leave the mirrors unchanged. For example, 4 is replaced by $4 - 2 = 2$, 5 is replaced by $5 - 1 = 4$, 7 is replaced by $7 - 5 + 1 = 3$, 8 is replaced by $8 - 4 + 2 = 6$, etc. We obtain the sequence

1 2 3 2 4 6 3 6 9 4 8 12 5 10 15 6 12 18 7 \ldots

which is the same as the sequence $d_{\lambda}(1)$. We arrange the numbers in the last sequence in groups of three and we underline every third group (in which all numbers are divisible by 3):

[1 2 3] [2 4 6] [3 6 9] [4 8 12] [5 10 15] [6 12 18] [7 \ldots].
We regard the underlined groups as (new) mirrors. We consider the reflections of the non-(new) mirrors in the list in the (new) mirrors to its left (preserving the order in each group) and replace them by the alternating sum of those reflections; we leave the (new) mirrors unchanged. For example, \([4 \ 8 \ 12]\) is replaced by \([4 \ 8 \ 12] - [2 \ 4 \ 6] = [2 \ 4 \ 6], [5 \ 10 \ 15] - [1 \ 2 \ 3] = [4 \ 8 \ 12], [7 \ 14 \ 21] - [5 \ 10 \ 15] + [1 \ 2 \ 3] = [3 \ 6 \ 9]\), etc. We obtain the sequence

\[1 \ 2 \ 3 \ 2 \ 4 \ 6 \ 3 \ 6 \ 9 \ 2 \ 4 \ 6 \ 4 \ 8 \ 12 \ 6 \ 12 \ 18 \ 3\ldots\]

which is the same as the sequence \(d_\lambda(2)\). We now arrange the numbers in the last sequence in groups of nine and we underline every third group (in which all numbers are divisible by 3). We repeat the previous procedure and we get the sequence \(d_\lambda(3)\), then \(d_\lambda(4)\), etc.
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