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Detailed Terms
Various theories that aim at unifying gravity with quantum mechanics suggest modifications of the Heisenberg algebra for position and momentum. From the perspective of quantum mechanics, such modifications lead to new uncertainty relations that are thought (but not proven) to imply the existence of a minimal observable length. Here we prove this statement in a framework of sufficient physical and structural assumptions. Moreover, we present a general method that allows us to formulate optimal and state-independent variance-based uncertainty relations. In addition, instead of variances, we make use of entropies as a measure of uncertainty and provide uncertainty relations in terms of min and Shannon entropies. We compute the corresponding entropic minimal lengths and find that the minimal length in terms of min entropy is exactly 1 bit.
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I. INTRODUCTION

A considerable amount of effort has been devoted to reconciling gravity with quantum mechanics, but the conventional field-theoretic avenues for quantizing general relativity have suffered issues with renormalizability. Several theories, such as string theory, have suggested that the sought-after quantum gravity has to be effectively cut off in the ultraviolet, leading to the notion of minimal length [1–3] (see also [4] and [5] and references therein). In other words, the gravitational effects become significantly important when probing physics at an energy scale as large as the Planck scale. Such a nontrivial premise of the minimal position uncertainty has been corroborated by string-theoretic arguments [1,6], leading to the so-called generalized uncertainty principle.

There had been a consensus within the high-energy physics community that such a minimal length has a quantum-mechanical origin which should effectively be formulated in the form of a nonzero minimal uncertainty for a position measurement. In its simplest version, this can be obtained by explicitly constructing position and momentum operators $x$ and $p$ that satisfy a deformed Heisenberg algebra

$$[x, p] = i\hbar f(p), \quad (1)$$

where the precise form of the modification $f(p)$ depends on which theory and approach is used [1,6–8]; see also, e.g., [9–11] for deformations in configuration space. Recently, a deformation of (1) where the rhs is assumed to be a stochastic Gaussian variable has been also considered [12]. Much related literature focuses on the case where $f(p) = 1 + \beta p^2$ and uncertainty is measured in terms of variances. This specific modification corresponds to the first term in a Taylor expansion in $p^2$ and reflects the expected simplest deviation from the standard case. In this work we allow modifications that satisfy a number of physically well-motivated assumptions (see Sec. II) and are otherwise completely general.

Despite the substantial understanding that was gained in previous approaches, there still exist conceptual shortcomings in the study of the origin of minimal lengths. First, the term “minimal length” should not be interpreted as an actual geometric length. Instead, minimal length refers to the perception that, in a modified algebra, the probability distributions obtained in a position measurement cannot become arbitrarily sharp. Hence, minimal length should instead be called and always be understood as “minimal position uncertainty.”

Second, if minimal length is to be understood as an immediate consequence of modifying the Heisenberg algebra, it is important to show that all possible pairs of operators $x$ and $p$ that satisfy this algebra lead to a nonzero minimal position uncertainty. If such a statement is not correct in all its generality, what assumptions are needed besides modifying the algebra to prove minimal length? In the standard case, this question is answered by the Stone–von Neumann theorem; in the present context, the situation is not at all clear. Most work related to the study of minimal length focused only on showing the mere existence of such operators, neglecting such uniqueness considerations [13].
Third, no general method to compute optimal and state-independent uncertainty relations for a given modification $f(p)$ has been developed so far. While such relations directly yield minimal length, they are of scientific interest on their own, since they express the influence of the modification on all states. For example, experimental proposals like [15] aim at observing a modified uncertainty relation in an uncertainty regime where minimal length cannot be attained.

As a last point, characterizing minimal length in terms of variances is at least controversial: on one hand, variances characterize well the uncertainty for most unimodal distributions, especially if they are Gaussian. On the other hand, variances of multimodal distributions are known to show strange and unwanted behavior if interpreted as a measure of uncertainty (as is done for minimal lengths). There is no reason why a position distribution should in general be unimodal, especially since nonzero minimal length immediately implies that Gaussian states are not part of the considered Hilbert space. Hence, in most cases variances are not a good candidate to capture the notion of minimal length as can also be seen from Fig. 1. In Sec. IV, we discuss this in more detail.

The choice of which measure to use instead is far from unique and depends on the operational task to be accomplished. Entropies as a measure of uncertainty have been proven to be tremendously useful in various fields, such as quantum information theory (see, e.g., [16]), quantum thermodynamics (see [17] for a survey), or quantum gravity (for recent work and references see [18]). For example, the uncertainty principle has been made operationally precise in the form of entropic uncertainty relations which are, for instance, an essential part of security proofs of quantum cryptographic protocols (e.g., [19]) and which are the focus of many investigations [20–22]; see also the reviews [23,24]. It thus seems beneficial to formulate entropic uncertainty relations in the context of modified Heisenberg algebras, thereby introducing the concept of entropic minimal length. We investigate its implications compared to those obtained by its variance-based counterpart, see [25].

In this work we develop the underlying quantum-mechanical setting in which one can study the direct consequences of modifying the Heisenberg algebra in view of the existence of nonzero minimal lengths. Then, temporarily complying with the consensus to formulate minimal length in terms of variances, we provide a general framework from which optimal and state-independent uncertainty relations and minimal lengths can be calculated efficiently. Here, the term “optimal” refers to Pareto optimality, which originates in the theory of optimization [26]. We will also argue why a typical approach that invokes equality in the Robertson-Kennard relation (15) does not provide an optimal uncertainty relation. Lastly we compute and discuss implications and advantages of an entropic formulation of minimal length. In particular, we introduce minimal length in terms of the Shannon entropy (or differential entropy in the continuous setting) and show that both the minimal length value and the correspondingly minimizing states are not equivalent to those obtained for the “standard” minimal length in terms of variances. We also discuss how a further feature appears when using entropies, namely, a maximal entropy in momentum space. Finally, we compute minimal length in terms of the min entropy, which quantifies the maximum probability of correctly predicting the outcome of a position measurement. Intriguingly, we find an intimate connection between variance-based and min-entropy-based minimal length: for scenarios with normalized variance-based minimal length, the minimal length in terms of min entropy is also normalized, meaning that the best possible localization of space is exactly 1 bit.

II. REPRESENTATION OF THE MODIFIED HEISENBERG ALGEBRA

Let us consider the position operator $x$, i.e., the multiplication operator on the Hilbert space $\mathcal{H} = L^2(\mathbb{R})$. In this section we characterize properties of momentum operators $p$ that satisfy the modified Heisenberg algebra (1). After briefly summarizing and unifying previous constructions that showed the existence of operators $p$ that lead to minimal length effects, we present our main result of this section that proves the uniqueness of such constructions.

More concretely, we aim at characterizing a linear, self-adjoint operator $p$ with dense domain in a closed subspace $\mathcal{P}$ of a Hilbert space $\mathcal{H}$ with spectrum coinciding with $\mathbb{R}$ that satisfies the modified Heisenberg algebra [27] (we set $\hbar = 1$ in the following)
\[ [x, p] = if(p), \]  

(2)

where \( f: \mathbb{R} \to \mathbb{R} \) satisfies

(i) \( f(0) = 1 \),

(ii) \( f(p) = f(-p) \) for all \( p \in \mathbb{R} \),

(iii) \( f(p) \) is convex on \( \mathbb{R}^+ \), i.e., \( \forall p, p' \geq 0: f(\lambda p + (1-\lambda)p') \leq \lambda f(p) + (1-\lambda)f(p') \).

Assumption (i) ensures that for small momentum we retrieve the original unmodified Heisenberg algebra, while assumption (ii) translates to the statement that momentum should not have a preferred direction. The last assumption (iii) is a generalization of modifications that were considered previously in the literature [3,5] and implies that higher momentum leads to stronger effects of the modification.

Since \( f(p) \) is adimensional, it depends on momentum via the product \( \sqrt{\beta}p \), with \( \beta \) a constant with dimension of inverse-squared momentum (or inverse-squared mass in natural units), which sets the scale where deviations with respect to the standard picture are important [30]. In natural units \( \beta \) is naturally expected to be of the order of \( m_{\text{Pl}}^{-2} \), with \( m_{\text{Pl}} \) the Planck mass, but we consider this scale as a free parameter.

Previous works aimed at explicitly constructing operators \( p \) that satisfy the algebra (2) and lead to a nontrivial minimal length. Before discussing subtleties arising from these approaches, we briefly review these constructions which may be unified as follows: consider the unmodified momentum operator \( k \) on \( \mathcal{H} \) such that \( x \) and \( k \) satisfy the standard commutation relation

\[ [x, k] = il. \]  

(3)

That is, the momentum operator is given by

\[ k = \mathcal{F}^\dagger x \mathcal{F}, \]  

(4)

with \( \mathcal{F} \) the Fourier transform acting on states \( \phi \in \mathcal{H} \) via

\[ (\mathcal{F}\phi)(k) = \frac{1}{\sqrt{2\pi}} \int e^{ikx}\phi(x)dx. \]  

(5)

We can then deform the spectrum of \( k \) until we find a linear operator \( p = p(k) \) that satisfies (2) (see Fig. 2). More concretely, by functional calculus we can evaluate the commutator

\[ [x, p] = \left[ i \frac{d}{dk}, p(k) \right] = i \frac{d}{dk} p(k), \]  

(6)

to find that (2) translates to the differential equation

\[ \frac{d}{dk} p(k) = f(p(k)). \]  

(7)

By the implicit function theorem we obtain the solution

\[ k(p) = \int_{p_0}^p dp' \frac{1}{f(p')}, \]  

(8)

where we set \( p_0 = 0 \), such that the momentum operators \( p \) and \( k \) yield the same physics in the small-momentum regime. For all cases where this integral is finite in the limit \( p \to \infty \), this implies the existence of a momentum cutoff,

\[ k_{\text{max}} = \int_0^\infty dp' \frac{1}{f(p')} \]  

(9)

This argument, commonly found in related literature [3,31], shows that for states with support in the interval \([-k_{\text{max}}, k_{\text{max}}]\) there exist operators \( x \) and \( p \) satisfying the modified commutation relation (2). Moreover, the operator \( p \) is only defined on a proper subspace \( \mathcal{P} = \mathcal{L}^2([-k_{\text{max}}, k_{\text{max}}]) \) of the Hilbert space \( \mathcal{H} \) (Fig. 3). In particular, states with vanishing position uncertainty which have, by (5), a broad momentum distribution are no longer contained in \( \mathcal{P} \); this, hence, implies the existence of a nontrivial minimal length. In this sense the existence of a momentum cutoff, sometimes also referred to as a UV cutoff, directly implies the existence of a nontrivial minimal length. Conversely, if \( \mathcal{P} = \mathcal{H} \), i.e., there is no momentum cutoff, there are states with vanishing position uncertainty, as is the case for the unmodified Heisenberg algebra.

However, in order to interpret the momentum cutoff and the corresponding minimal length as a direct consequence of modifying the algebra, it is not sufficient to just show the existence of operators that allow for nontrivial minimal lengths as above. Instead, one needs to show that \textit{all} operators \( x \) and \( p \) satisfying (2) lead to this effect. In this section we show that this is indeed the case if, given \( x \) is the standard position operator, we additionally require that the spectral projections of the canonical momentum operator \( k = \mathcal{F}^\dagger x \mathcal{F} \) and the modified momentum operator \( p \) are close to each other in the regime of small momenta. This assumption immediately implies that, in this regime, the
FIG. 3. For an unmodified algebra, minimal uncertainty is obtained for states \( \phi \) from a state space \( \mathcal{H} \). In the case of the usual Heisenberg algebra the corresponding minimal length becomes trivial; that is, all states in \( \mathcal{H} \) are physical. If a modification of the algebra directly leads to a restricted state space \( \mathcal{P} \) that does not contain such states, one obtains a nontrivial minimal length as a direct consequence of modifying the algebra.

probability distributions induced by \( k \) and \( p \) are almost the same, which agrees with the intuition that observable effects of the modified algebra only occur for high momenta. More precisely, we require that there exists \( \epsilon_0 > 0 \) such that for all \( \epsilon \in (0, \epsilon_0) \) there is an \( \epsilon' > 0 \) and \( \delta > 0 \) with \( \delta \sim O(\epsilon^3) \) such that

\[
\|E_k([\epsilon, \epsilon]) - E_p([\epsilon', \epsilon'])\| < \delta, \tag{10}
\]

where \( E_k \) and \( E_p \) denote the spectral projections of \( k \) and \( p \), respectively. With this assumption we show the following theorem (see Appendix A for the proof).

**Theorem 1:** Let \( x \) be the position operator and \( k = \mathcal{F}^+ x \mathcal{F} \) be the unmodified momentum operator as defined above. Denote by \( p \) a modified momentum operator on a Hilbert space \( \mathcal{P} \); i.e., \( x \) and \( p \) satisfy the modified Heisenberg algebra (2) for all states in \( \mathcal{P} \). If additionally (10) is satisfied, then

(i) there exists a momentum cutoff, i.e., there is an interval

\[
I = [-k_{\text{max}}, k_{\text{max}}] \subseteq \mathbb{R}, \tag{11}
\]

with \( k_{\text{max}} \) as in (9) such that \( \mathcal{P} = \mathcal{L}^2(I) \);

(ii) there is a function \( p : I \rightarrow \mathbb{R} \) such that for all states in \( \mathcal{P} \)

\[
p = p(k). \tag{12}
\]

Hence, \( p \) is indeed a function of \( k \), which legitimates the standard construction after Eq. (5).

In other words, the scope of Theorem 1 can be summarized as follows. Assume an experimenter who, on a length scale that is above Planck length, can agree on a clear notion of what the position \( x \) and the unmodified momentum \( k \), i.e., a particular representation of the Heisenberg algebra, should be. If he extrapolates his notion of \( x \) down to lower scales, and assumes that a modified algebra has a consistent limit to what he observed on higher scales, he obtains by Theorem 1 a unique notion of what \( p \) is in this situation. Theorem 1 can therefore be seen as the reason why the aforementioned construction is indeed meaningful: the construction describes all possible modified momentum operators \( p \). Importantly, it proves the existence of a UV cutoff and a corresponding nontrivial minimal length as a direct consequence of modifying the underlying algebra.

Note that Theorem 1 builds on the natural assumption that measurement probabilities should be similar when measuring the modified momentum operator \( p \) or the unmodified momentum operator \( k \) in the regime of small momentum. This assumption is essential since it provides a means to characterize the action of \( x \) on states in \( \mathcal{P} \): as the position operator \( x \) induces shifts in \( k \)-momentum space, knowing that \( p \) and \( k \) are not too different in the small-momentum regime implies that \( x \) also induces shifts in \( p \)-momentum space (up to some arbitrarily small error). By how much \( x \) is shifting a state in \( k \) or \( p \) space is governed by the respective commutation relation. Hence, while \( x \) induces constant shifts in \( k \) space, the strength of shifting in \( p \) space is monotonically increasing with higher momentum as is the modification \( f \) [assumption (iii)]. This leads to normalizability constraints: for high-enough momentum the shift becomes too large for the corresponding states to be normalizable. The cutoff parameter \( k_{\text{max}} \) is exactly the momentum value for which the states can no longer be normalizable.

The self-adjoint position operator \( x \) has a domain dense in \( \mathcal{H} \). Theorem 1 shows, however, that if the modification \( f(p) \) is such that \( k_{\text{max}} \) is finite, the relevant Hilbert space \( \mathcal{P} \) is strictly smaller than \( \mathcal{H} \). So, how can the measurements of position be described if acted on states in \( \mathcal{P} \)? This is in particular interesting since the position operator \( x \) restricted to \( \mathcal{P} \) is not self-adjoint anymore. Nevertheless, a position measurement still has a well-understood description, known as a POVM (positive operator valued measure). POVMs describe the most general form of a quantum measurement (see, e.g., [16]). An explicit construction of the position operator as a POVM on a restricted state space can be found in [32].

### III. Optimal Uncertainty Relations in Terms of Variances

The concept of minimal length expresses the fact that for all states position measurements will in general not produce arbitrarily sharp outcome distributions. This is typically quantified by computing the minimal variance

\[
I^2_{\text{min}} = \min_{\psi \in \mathcal{P}} \Delta x, \tag{13}
\]

of these distributions, where

\[
\Delta x = \langle \psi | x^2 | \psi \rangle - \langle \psi | x | \psi \rangle^2. \tag{14}
\]
As such, minimal length is intimately related to the concept of uncertainty relations, which place constraints on how sharp the distribution for some observable $A$ can be, given the sharpness of the distribution of another (say $B$). The standard example of such an uncertainty relation is the one due to Robertson and Kennard [33,34], i.e.,

$$\Delta A \Delta B \geq \frac{1}{4} \langle \psi | [A, B] | \psi \rangle^2.$$  \hspace{1cm} (15)

A naive approach to compute the minimal length is to impose equality in (15) and then search for minimizing states within the corresponding subset of states. In this section we will remark that this approach will fail in most cases due to the state dependence of the lower bound in (15). Instead, we provide a general framework to obtain optimal and state-independent uncertainty relations for a modified Heisenberg algebra in the first part of this section. As a side product, this allows us to directly compute the corresponding minimal length. Then, in the second part of the section, we exemplary apply this framework to the modification $f(p) = 1 + \beta p^2$, since here all differential equations can be solved analytically. We obtain the same uncertainty relation as in [3], but now with a proof of its optimality. We also apply our framework to other modifications, i.e., $f(p) = \cos(\sqrt{\beta} p)$ and $f(p) = 1 + \beta p^2 + \beta^2 p^4/4$, employing numerical tools [see also [35] for a treatment of higher-order modifications $f(p)$].

**A. General method for finding uncertainty relations and minimal length**

Uncertainty relations allow us to provide a lower bound for the uncertainty of one measurement, given the uncertainty of another measurement. Having this in mind, a good way to generally think about uncertainty is in terms of diagrams, as shown in Fig. 4 [3,20,22]. Here, the blue shaded region indicates the set $\mathcal{U}$ of all tuples $(\Delta p, \Delta x)$ that can be obtained by measuring both $p$ and $x$ on the same state $\psi$, where $\psi$ is taken from $\mathcal{P}$. In the following we will refer to $\mathcal{U}$ as the uncertainty region.

Uncertainty relations express the fact that there is no state such that both variances are becoming simultaneously arbitrary small. If this is the case, the point $(0, 0)$ is not contained in $\mathcal{U}$ and the uncertainty diagram has some empty space around the origin.

However, we can still ask for the “smallest” points in $\mathcal{U}$, i.e., the points on the “lower left” boundary of $\mathcal{U}$, which are obtained by minimizing one variance under the constraint such that the other stays below some fixed threshold, and vice versa [20,22]. In Fig. 4 this trade-off curve is indicated by a solid red line and is henceforth referred to as an optimal and state-independent uncertainty relation. Here, the term optimal means that for any attainable value for $\Delta p$, or equivalently for $\Delta x$, we can find a state in $\mathcal{P}$ such that the uncertainty relation is tight, i.e., that equality is attained.

State-independent means that the uncertainty relation only depends on functions of the variances $\Delta p$, $\Delta x$, and constants, but not on any other quantities that depend on the state. Hence an optimal and state-independent uncertainty relation defines a trade-off curve such that for any attainable value of $\Delta p$, we can directly conclude the best lower bound on $\Delta x$ that will hold for all states in $\mathcal{P}$, and vice versa.

Importantly, minimal length as defined in (13) can be directly computed if such an uncertainty relation is known by simply optimizing over all possible values of $\Delta p$. For this and other operationally motivated reasons pointed out by Deutsch in the 1980s [36], optimal and state-independent uncertainty relations are the ones to look for. However, such uncertainty relations are usually also the hardest ones to obtain because they always involve a constrained optimization problem over the whole state space.

At this point it might be important to recall the often-ignored fact that, in general, an optimal and state-independent uncertainty relation cannot be inferred from the relation (15), which in our case takes the form

$$\Delta x \Delta p \geq \frac{1}{4} \langle \psi | f(p) | \psi \rangle^2.$$  \hspace{1cm} (16)

FIG. 4. The boundary of $\mathcal{U}$ for the modified [with $f(p) = 1 + \beta p^2$] and standard (long dashed black curve) Heisenberg algebra. We show the point corresponding to the maximally localized state (26), for which $\Delta x = 1/\Delta p = \beta$. The tradeoff curve (solid red line) $\gamma_{U}(k)$ branch below this point corresponds to ground states of (deformed) harmonic oscillators (36) with, from right to left, increasing frequency $\omega \in [0, \infty]$. The upper part of the curve (short dashed red line) is obtained by considering states $\psi(k) \propto \cos(\sqrt{\beta} k)^{1/4}$ with $\gamma_{k} < 1$, which are not the ground state of a harmonic oscillator.
Here, the expectation value on the rhs of (16) [or (15)] is generally state dependent, such that evaluating the uncertainty relation for a particular state does not allow us to directly conclude anything about the uncertainty of any other state. In particular, it is generally not true, in either direction, that states giving equality in (15) correspond to points on the boundary of an uncertainty region. This circumstance can be checked, for instance, by considering any noncommuting pair of measurements, e.g., two angular momentum components [20]. This has also been pointed out by [28,37] for the case of the smallest value of $\Delta x$. In general, this makes the method of investigating equality in (15) for inferring minimal length quite problematic.

However, there are at least two exceptions to the above criticism: one is the usual Heisenberg algebra, where the rhs of (15) is the same for every normalized state and, thus, state independent. Optimality is granted by Gaussian states, for which it is well known that they achieve equality in (15) in the whole parameter range of $\Delta p$ and $\Delta x$, respectively.

The other exception has been exploited in [3] for the case of a modified Heisenberg algebra with $f(p) = 1 + \beta p^2$. If we take the square root on both sides of (16), the rhs only contains a constant, some factors, and the second moment of $p$, and thus one obtains a state-independent uncertainty relation

$$\sqrt{\Delta x \Delta p} \geq \frac{1}{2} (1 + \beta \Delta p + (p)^2) \geq \frac{1}{2} (1 + \beta \Delta p). \quad (17)$$

While this was not directly spelled out in [3], this bound is in fact optimal, as we will show at the end of this section by a straightforward application of Theorem 2.

For a large class of modifications (see Appendix C) we can set

$$g(p) := f(-\sqrt{|p|}), \quad (18)$$

and substitute this into (16). Then, in a similar spirit as above, we obtain

$$\Delta x \geq \frac{g(\Delta p)^2}{4\Delta p}. \quad (19)$$

which is state independent but in general not optimal (see the blue line in Fig. 5).

To the best of our knowledge no universal method for obtaining an optimal, state-independent uncertainty relation for an arbitrary pair of observables $A$ and $B$ is known. However, it is possible to obtain lower bounds (and by this a state-independent uncertainty relation) on every uncertainty region by computing its convex hull (see [20,38,39] and Appendix B). Such a bound will become optimal whenever $\mathcal{U}$ itself is convex. In this case an uncertainty relation can always be characterized by a function $u(\lambda)$ with $\lambda \in [0,1]$ and a set of linear inequalities

$$\lambda \Delta x + (1 - \lambda) \Delta p \geq u(\lambda). \quad (20)$$

The function $u(\lambda)$ will give us a full description of the boundary of the convex hull of $\mathcal{U}$ (see Appendix B and Fig. 10). If needed, one can recover the trade-off curve, denoted by $\xi_{\mathcal{U}}(\lambda)$ in the following, by the formula

$$\xi_{\mathcal{U}}(\lambda) = (u(\lambda) + (1 - \lambda)u'(\lambda), u(\lambda) - \lambda u'(\lambda)). \quad (21)$$

Note that, given a particular form of $u(\lambda)$, one can always find a substitution for $\lambda$ in (21), such that (21) has a form that only depends on $\Delta x$ and $\Delta p$.

The following theorem states that the ansatz above is already sufficient for providing an optimal uncertainty relation.

FIG. 5. Uncertainty regions $\mathcal{U}$ for the modifications $f_1 = \cosh(\sqrt{\beta} p)$ (left panel) and $f_2 = 1 + \beta p^2 + \beta^2 p^4/4$ (right panel) bounded by the red lines. The black dashed lines show the standard Heisenberg bound for the position and unmodified momentum operator. The blue lines show the not optimal but state-independent bounds from (19).
Theorem 2. Let $\mathcal{U}$ be the uncertainty region of $x$ and $p$ satisfying a modified algebra with a modification $f(p)$ that obeys the assumptions described in Sec. II. Then

1. the lower boundary, i.e., the trade-off curve, of $\mathcal{U}$ lies completely on the boundary of a convex set,
2. states corresponding to this trade-off curve always have expectation $\langle p \rangle = 0$ and can be chosen to have $(x) = 0$, and
3. these states are ground states of the modified harmonic oscillator

$$H_\lambda = \lambda x^2 + (1 - \lambda)p^2.$$  

A proof and a mathematically more dedicated formulation of the statements 1 and 2 from Theorem 2 can be found in Appendix B. However, statement 3 can be concluded directly from statements 1 and 2 using (20): from statement 1 we know that we can obtain the optimal bound $u(\lambda)$ by minimising the expression $\lambda \Delta x + (1 - \lambda)\Delta p$ for fixed $\lambda$ over all states in $\mathcal{P}$. Using statement 2 we arrive at

$$u(\lambda) = \min_{\psi \in \mathcal{P}} (\langle x^2 \rangle + (1 - \lambda)\langle p^2 \rangle) |\psi\rangle,$$  

which is exactly the ground-state energy of a harmonic oscillator in the modified algebra. Moreover, when we represent $p$ and $x$ in the domain of $k$, we can state the following corollary.

Corollary 3: An optimal and state-independent uncertainty relation can be directly obtained by solving the ground-state problem of the Schrödinger operator

$$H_\lambda = -\lambda \partial_k^2 + (1 - \lambda)p(k)^2,$$  

with Dirichlet boundary conditions at $\pm k_{\text{max}}$ and a symmetric, convex, and positive potential $p(k)^2$. This uncertainty relation saturates (20) and can be found by solving

$$H_\lambda \psi_\lambda(k) = u(\lambda) \psi_\lambda(k),$$  

where $u(\lambda)$ is given by the ground-state energy of (23).

Fortunately, these kind of problems have been the subject of many extensive studies (see for example [40, 41]) since the early days of quantum mechanics. Indeed, well-established numerical methods and analytical solutions for several particular instances of $p(k)$ are available.

As a first step, note that $f(p)$ satisfies the requirements (i)–(iii). Hence, we know by Theorem 1 that the modified momentum operator $p$ must be a Hermitian operator that satisfies the differential equation (7). This yields

$$p(k) = \frac{1}{\sqrt{\beta}} \tan(\sqrt{\beta}k).$$  

Also, by (9) we can compute the momentum cutoff,

$$k_{\text{max}} = \frac{\pi}{2\sqrt{\beta}}.$$  

The optimal state-independent uncertainty relation is characterized by the trade-off curve of the uncertainty region $\mathcal{U}$, the exact form of which depends on the modification. By Theorem 2 we know that the states $\psi_\lambda$ parametrizing this trade-off curve are ground states of the modified harmonic oscillator with Hamiltonian $H_\lambda = \lambda x^2 + (1 - \lambda)p^2$, i.e.,
\(H_\beta \psi_\beta = u(\lambda) \psi_\beta. \)  

(31)

We rewrite this condition by explicitly inserting the parameter \(\beta\) to render all terms adimensional. By dividing by \(\lambda\) we then have

\[
\left(\frac{1}{\beta} x^2 + \frac{1 - \lambda}{\lambda} \beta p^2\right) \psi_\beta = \frac{u(\lambda)}{\lambda} \psi_\beta \equiv \gamma(\lambda) \psi_\beta. 
\]

(32)

The ground states of these Hamiltonians correspond to vectors in the kernel of the annihilation operator

\[
a_\lambda = \frac{x}{\sqrt{\beta + i \gamma \lambda \beta p}}, \quad \text{(33)}
\]

since \(H_\lambda\) always [42] satisfies

\[
\frac{1}{\lambda} H_\lambda = \frac{1}{\beta} x^2 + (\gamma^2 - \gamma \lambda) \beta p^2 = a_\lambda^\dagger a_\lambda + \gamma \lambda. 
\]

(34)

when choosing \(\gamma_\lambda\) such that \(\gamma_\lambda^2 - \gamma_\lambda = (1 - \lambda)/\lambda\). Hence, we have \(a_\lambda \psi_\beta = 0\), which translates into the differential equation

\[
\partial_\beta \psi_\beta(k) + \gamma_\lambda \sqrt{\beta} \tan(\sqrt{\beta} k) \psi_\beta(k) = 0, \quad \text{(35)}
\]

with the solution

\[
\psi_\beta(k) = \left(\frac{\beta}{\pi}\right)^{1/4} \left(\frac{\Gamma(1 + \gamma_\lambda)}{\Gamma(1/2 + \gamma_\lambda)}\right)^{1/2} \cos(\sqrt{\beta} k)^{\gamma_\lambda}, \quad \text{(36)}
\]

where

\[
\gamma_\lambda = \frac{1}{2} \left(1 + \sqrt{1 + 4 \frac{1 - \lambda}{\lambda}}\right). \quad \text{(37)}
\]

These states parametrize the complete trade-off curve of the uncertainty region \(U\) as depicted in Fig. 4 and therefore yield an optimal state-independent uncertainty relation for the modification \(f(p) = 1 + \beta p^2\). More concretely, we can evaluate the variances \(\Delta x\) and \(\Delta p\) for these states

\[
\Delta x = \frac{\beta - 1}{2 \gamma_\lambda - 1}, \quad \Delta p = \frac{1}{\beta \gamma_\lambda - 1}, \quad \text{(38)}
\]

where we invoked Theorem 2 to set \(\langle x \rangle = \langle p \rangle = 0\).

Notice that for \(\lambda \to 0\) (i.e., \(\gamma_\lambda \to \infty\)), the state becomes a plane wave, while \(\lambda = 1\) \((\gamma_\lambda = 1)\) corresponds to the maximally localized state

\[
\psi(k) = \sqrt{\frac{2 \sqrt{\beta}}{\pi}} \cos(\sqrt{\beta} k), \quad \text{(39)}
\]

for which \(\Delta x = \Delta p = \beta\); compare with (26) and (27). The results (36) and (37) as well as the trade-off curve coincide with those obtained in [3] [compare with Eq. (69) in that paper] with the identification

\[
\frac{1 - \lambda}{\lambda} = \frac{1}{(\beta \omega a)^2}. \quad \text{(40)}
\]

See also [43], where the harmonic oscillator problem in the presence of a minimal length uncertainty relation is also solved in arbitrary dimensions. However, our findings greatly simplify and extend the derivation of these results, while proving uniqueness properties and the optimality of the state-independent uncertainty relation, and allowing us to treat any modification \(f\) that satisfies (i)–(iii).

The above discussion allows for interesting physics to become visible: when looking at the trade-off curve traced out by the states \(\psi(k)\) (see Fig. 4) the position variance decreases with increasing momentum variance, exactly up to the point where the frequency of the harmonic oscillator diverges, \(\lambda = \gamma_\lambda = 1\). At this point the state reaches the maximal possible localization in space, the endpoint of the solid red line in Fig. 4. Indeed, using (38) it is easy to check that the states (36) still saturate the generalized uncertainty principle bound even for \(\gamma_\lambda < 1\) but they do not correspond to the ground state of a harmonic oscillator, see (40), but rather can be formally seen as eigenstates of a quadratic potential with an imaginary frequency \(\omega\). This regime corresponds to the upper branch in Fig. 4 (dashed red line). When \(\gamma_\lambda\) decreases, both \(\Delta x\) and \(\Delta p\) grow and diverge in the limit \(\gamma_\lambda \to 1/2\). Yet, the states with any \(\gamma_\lambda > -1/2\) are normalizable, so that we can associate to them an entropy in both momentum and position space, as we will see in the next section.

### IV. Entropic Bounds

In this section we introduce, compute, and discuss implications of an entropic formulation of uncertainty and minimal length. Here, one might be tempted to ask why using variances is not always a good choice to quantify the uncertainty of two measurements, especially since we dedicated the previous section to exactly this setting. The answer is that the emphasis of the previous section lies in the formulation of optimal and state-independent uncertainty relations that best describe minimal uncertainties and are always superior to statements about minimal length only or state-dependent uncertainty relations. The concept of optimal and state-independent uncertainty relations is, however, completely independent of the chosen uncertainty measure: one can formulate such relations using variances as done in the last section, or compute so-called entropic uncertainty relations as suggested by Deutsch in his seminal paper [36], which will be the content of this section. Before introducing entropies, let us first clarify why variances as measure of uncertainty are problematic.

In [36] Deutsch argued that variances suffer from the fact that they depend on the specific ordering and labeling of measurement outcomes. To illustrate this point, consider a fair coin that yields “heads” or “tails” with equal probability. To be able to quantify the uncertainty about the
outcome of one coin toss in terms of variances, one needs to artificially associate real numbers to heads or tails. In other words, variances depend on the choice of the labels of the possible outcomes, to the extent that we can choose this “measure of uncertainty” to become arbitrarily small or large, while intuitively our uncertainty is the same, independent of the labeling.

As another example that is related to this problem, let us consider a spin measurement on a spin-1 particle [23,44]. Let us assume that we only know that the outcomes \{-1, +1\} occur with equal probability \( p_{-1} = p_{+1} = 1/4 \), whereas with highest probability \( p_0 = 1/2 \) we obtain outcome 0. Now imagine that we get additional information about the source telling us that we never obtain outcome zero. Our state of knowledge changes and so does the probability distribution which now is given by \( p_{-1} = p_{+1} = 1/2 \) and \( p_0 = 0 \). Here a “good” measure of uncertainty should mirror our decrease of uncertainty by not increasing during this process. However, variances do not satisfy this minimal requirement: the variance in the above example will increase by a factor of 2, while intuitively our uncertainty is the same, independent of the labeling.

For unbounded observables yet another problem arises; namely, the variance of a random variable can diverge though the corresponding probability distribution seems to be “located” in some sense. Prominent examples of this are Cauchy distributions and Lévy distributions. Moreover, this effect also occurs for two of the distributions shown in Fig. 1. Here, the black and the red curve correspond to Cauchy distributions and Lévy distributions. Moreover, this effect also occurs for two of the distributions shown in Fig. 1. Here, the black and the red curve correspond to distributions which appear to be “localized” even though their variances diverge.

All these examples are a consequence of the variance depending on the outcomes and not only on the underlying probability distribution. In finite dimensions, entropies are a well-known alternative to variances that do not suffer from this drawback [24,36,45]. The most prominent is the Shannon entropy [46] of a discrete probability distribution \( w: \mathbb{Z} \to (0,1) \),

\[
H(w) \equiv - \sum_i w_i \log(w_i), \quad (41)
\]

which was introduced in the seminal work [47]. Later, Rényi introduced a whole family of entropies \( H_\alpha \) [48], called Rényi-\( \alpha \) entropies, that also do not suffer from the above drawbacks and that contain the Shannon entropy in the limiting case \( \alpha \to 1 \). In this work we will consider only the Shannon entropy and the min entropy \( H_\infty \), which arises in the limit \( \alpha \to \infty \),

\[
H_\infty(w) = - \log(\max_i w_i). \quad (42)
\]

Note that these two entropies are so far only defined in a finite-dimensional setting. In the following we will define

and compute minimal length in terms of Shannon entropies and min entropies for continuous variables.

### A. Shannon entropy

In [47] Shannon presented a generalization of (41) for continuous variables with a probability density \( w: \mathbb{R} \to \mathbb{R} \),

\[
h(w) = -\int dy \, w(y) \log(w(y)), \quad (43)
\]

which is called the differential entropy. This quantity can be negative and even reach the value \(-\infty\), which might, on a first view, appear to be an astonishing property for an uncertainty measure. We therefore give some clarification of its meaning. Consider a continuous valued observable given by a random variable \( Y \) with outcomes \( y \) on the whole real line. Now assume that an experimenter tries to measure this observable with a device that has a finite operating range, let us say in an interval \( I \). Assume further that her measurement device only has a finite resolution, say \( \epsilon \), which means that the device can only decide whether the outcome of a measurement is in a particular interval of length \( \epsilon \) or not. Now the experimenter can divide the operating range \( I \) into bins \( \Omega_i \) of length \( \epsilon \) and will thus, effectively, obtain a description of her measurement by a discrete random variable, say \( Y' \), with approximately \( |I|/\epsilon \) different outcomes. Here computing entropies like (41) or (42) for this random variable will give her a good description of the information-theoretic uncertainty.

The experimenter might then take a better device, i.e., one with a finer resolution and a larger operating range. In this case the entropy increases because the number of possible measurement results will increase. Moreover, in the limit \( |I| \to \infty \) and \( \epsilon \to 0 \) the entropy will reach infinity. Nevertheless, assuming that \( Y \) is distributed by \( w \), for (41), we can write this limit as

\[
\lim_{|I| \to \infty} H(Y') = \lim_{\epsilon \to 0} \sum_i \mathbb{P}(Y, \Omega_i) \log(\mathbb{P}(Y, \Omega_i)), \quad (44)
\]

where \( \mathbb{P}(Y, \Omega_i) \) denotes the probability of measuring a result in the bin \( \Omega_i \). For small \( \epsilon \) and a bin with center \( y_i \) we might approximate this probability by \( \epsilon w(y_i) \) and get

\[
H(Y') \approx -\sum_i \epsilon w(y_i) \log(\epsilon w(y_i))
- \sum_i \epsilon w(y_i) \log(\epsilon). \quad (45)
\]

which gives

\[
\lim_{\epsilon \to 0} \sum_i |I| \to \infty \lim_{|I| \to \infty} H(Y') = h(w) + \infty. \quad (46)
\]

Thus, the quantity \( h(w) \) can be understood as a deviation from infinity. However the limit, in (46), strongly depends

\[
\lim_{|I| \to \infty} \sum_i \mathbb{P}(Y, \Omega_i) \log(\mathbb{P}(Y, \Omega_i)).
\]
on the experimenter’s choice of dividing the interval \( I \) into equidistant bins. This choice corresponds to the assumption that, not knowing anything about \( Y \), the probability of obtaining an outcome in any bin \( Q' \) should be the same when sampling from a uniform distribution on \( I \). This assumption might become controversial (see [49]) when taking the limit \( |I| \) to infinity, because there is no notion of a uniform distribution on the whole real line. In the following, we will see that we will have to take care of such a choice of a reference measure when defining entropies for the modified momentum.

At this point we should also emphasize that, even if the absolute value \( h(w) \) is only a rather indirect operational meaning, \( h(w) \) is still a good quantity to judge if one distribution is “sharper” than another, and thus minimizing \( h(w) \) will give us a good notion for characterizing minimal length quantum states. Moreover, \( h(w) \) can be used to compute other information-theoretic quantities like the mutual information \( I(A, B) = h(A) + h(B) - h(AB) \) which quantifies the correlation between two random variables \( A \) and \( B \). Here \( h(A) \) denotes the Shannon entropy of the probability density of the random variable \( A \). It was shown in [47] that the \( \infty \) term from (46) cancels out, such that \( I(A, B) \) arises as a rigorous limit of a discrete quantity.

Let us now define and compute the corresponding minimal length in terms of the Shannon entropy. To this end, we consider the Shannon entropy of a probability distribution obtained by measuring \( x \) on a state \( \psi \in \mathcal{P} \). Assuming that we are given \( \psi \) as a function \( \psi(k) \) of the coordinate \( k \), we can obtain its representation as a function \( \phi(x) \) of the coordinate \( x \) by applying a Fourier transformation. In this case the amplitude \( |\phi(x)|^2 \) will correspond to a probability density on \( \mathbb{R} \) normalized with respect to the measure \( dx \) and we set

\[
h_\psi(x) = -\int_{\mathbb{R}} dx |\phi(x)|^2 \log |\phi(x)|^2
\]

(47)

in order to define the Shannon entropy of a position measurement. In analogy to the “standard” (but problematic) definition of minimal length, minimal length in terms of entropies is now defined by the minimal entropy that a probability distribution obtained by a position measurement can have [50]

\[
\Gamma_{\text{min}} = \min_{\psi \in \mathcal{P}} h_\psi(F(\psi))
\]

(48)

Measuring the unmodified momentum \( k \) on \( \psi \in \mathcal{P} \) will give us the probability distribution \( |\psi(k)|^2 \) such that we will define the unmodified momentum entropy as

\[
h_k(\psi) = -\int_I dk |\psi(k)|^2 \log |\psi(k)|^2,
\]

(49)

where the interval \( I \) ranges from \(-k_{\text{max}}\) to \(+k_{\text{max}}\).

As mentioned in the previous subsection, the subtlety of choosing an appropriate reference measure emerges: when we represent \( \psi \) as a function \( \tilde{\psi}(p) \) of the coordinate \( p \), the probability of measuring a certain value \( p \) from an interval \((a, b)\) is given by

\[
\mathbb{P}(p \in (a, b), \mathbf{p}, \psi) = \int_a^b \frac{dp}{f(p)} |\tilde{\psi}(p)|^2,
\]

(50)

which is no longer translation invariant, due to the scaling factor \( 1/f(p) \). Here the experimenter from the above example has to adapt to this when choosing bins. One choice would be to keep on taking bins with equal length. Another choice, the one we use in this work, is to take bins such that for all bins the probability obtained by measuring a function \( \tilde{\psi}(p) \), which is constant on a particular bin, is the same (see Fig. 6). In this case a bin, with center \( a \) and volume \( \epsilon \), will correspond to an interval \((p(-\epsilon/2 + p^{-1}(a)), p(p^{-1}(a) + \epsilon/2)) \), where \( p \) and \( p^{-1} \) are obtained by representing \( \mathbf{p} \) as a function of \( k \). By evaluating the limit of \( \epsilon \to 0 \), we see that we therefore should define the entropy of a modified momentum measurement via [52]

\[
h_p(\tilde{\psi}) = -\int_{\mathbb{R}} \frac{dp}{f(p)} |\tilde{\psi}(p)|^2 \log |\tilde{\psi}(p)|^2.
\]

(51)

Notice that for \( \mathbf{p} \) and \( k \) both choices will lead to the same definition of an entropy. Furthermore, \( h_p \) as defined above has the nice advantage that it arises from \( h_k \) by an integral substitution and thus does not change, i.e.,

\[
h_p(\tilde{\psi}) = h_k(\psi).
\]

(52)

Thus, the optimization of \( h_p \) over all states represented as functions of \( p \in \mathbb{R} \) amounts to optimizing \( h_k \) over all functions of \( k \in I \). Finally, \( h_p \) also depends on \( f(p) \) only through the cutoff parameter \( k_{\text{max}} \). All results that can be shown for an arbitrary \( k_{\text{max}} \) are therefore valid for arbitrary modifications \( f(p) \).

Having defined the entropic uncertainty measures, we can now compute the corresponding uncertainty relations.

FIG. 6. Different binnings of measurement data lead to different uncertainty measures. Here we choose a binning such that all bins have the same probability in our definition of the Shannon entropy.
To this end, we consider all possible pairs \((h_k(\phi), h_k(\psi))\) which are attainable by \(\psi(k) \in P\) where \(\phi(x) = \mathcal{F}[\psi](x)\). We recall that in the standard scenario, \(\beta = 0\), both momentum and position entropies can become arbitrarily small or large if one considers sequences of states which converge (in the distribution sense) to the \(x\) or \(p\) eigenfunctions. In this case the “physical” states satisfies the Bialynicki-Birula (BB) bound [53,54], obtained by the Babenko-Beckner inequality [55],

\[
h_k(\psi) + h_k(\phi) \geq \log(\pi e),
\]

which is again saturated, as for the product of variances (see Theorem 2), by the ground states of harmonic oscillators which is again saturated, as for the product of variances (see Theorem 2), by the ground states of harmonic oscillators with arbitrary frequency \(\omega\).

For a modified algebra, the existence of a momentum cutoff is expected to imply a minimal value for \(h_k\). Before discussing its value, it is worth noticing that the representation of a modified algebra also implies a maximal entropy \(h_p\) in momentum space. This maximal entropy is attained for any series of functions converging to the uniform distribution on \(I = [-k_{\text{max}}, k_{\text{max}}]\), and reads

\[
\max_{\psi \in P} h_k(\psi) = -\int_I \frac{1}{|I|} \log \left( \frac{1}{|I|} \right) dk = \log(2k_{\text{max}}). \tag{54}
\]

In particular, for the family of states from (36) this bound is obtained if we take the limit \(\gamma_\lambda \to 0\) (see Fig. 8).

If we combine (54) with the BB bound we find that

\[
h_k(\phi) \geq 1 - \log \left( \frac{2k_{\text{max}}}{\pi} \right), \tag{55}
\]

implying a lower bound on the entropy \(h_k\). For a modification \(f(p) = 1 + \beta p^2\) this reads

\[
h_k(\psi) \leq \log(\pi) - \frac{1}{2} \log(\beta) \tag{56}
\]

and

\[
h_k(\phi) \geq 1 + \frac{1}{2} \log(\beta). \tag{57}
\]

However, this bound is not optimal, because the BB bound, the dashed line in Fig. 7, becomes tight only on Gaussian functions, see [56]. Still, all entropy pairs have to lie “above” this line.

In analogy with the standard result for the entropy bound, and motivated by our results of the previous section about the optimal uncertainty relation in terms of variances, we conjecture that the analogue of the BB curve corresponds to the states \(\psi_\lambda(k) \propto \cos(\sqrt{3}k)\gamma_\lambda\), which we saw for \(\gamma_\lambda \geq 1\) represent the ground state of the deformed harmonic oscillator; for \(\gamma_\lambda < 1\) they still saturate the optimal bound in terms of variances, but can be seen as eigenstates of an imaginary frequency oscillator. This curve is shown as the convex solid line in Fig. 7.

We were unable to obtain an analytic form for the corresponding values of \(h_k\), which have been computed numerically. On the other hand, we can give a simple expression for \(h_k\) in terms of special functions. To this end, let us observe that the states (36) can be also written as

\[
\psi_\lambda(k) = \frac{1}{\sqrt{\kappa(\gamma)}} \exp \left( -\gamma \int_0^k p(k') dk' \right), \tag{58}
\]

where we omit the argument \(\gamma \equiv \gamma_\lambda\) for readability and

\[
\kappa(\gamma) = \sqrt{\frac{\pi \Gamma(1/2 + \gamma)}{\beta \Gamma(1 + \gamma)}}. \tag{59}
\]

Thus, their entropy \(h_k\) reads

\[
h_k = \int_I \frac{1}{\kappa(\gamma)} \exp \left( -2\gamma \int_0^k p(k') dk' \right) \times \left( 2\gamma \int_0^k p(k') dk' + \log(\kappa(\gamma)) \right), \tag{60}
\]

or

\[
h_k = \log(\kappa(\gamma)) - \frac{1}{\kappa(\gamma)} \frac{d}{dp} \kappa(\gamma). \tag{61}
\]
FIG. 8. Minimal length states (36) for \( \beta = 1 \) and \( \gamma_2 = 1 \) (red, dashed, variance), \( \gamma_1 = 1/2 \) (blue, dotted, Shannon entropy) and \( \gamma_1 \approx 0 \) (black, solid, min entropy) as in Fig. 1 but in the \( k \) representation. These minimal length states differ from the states with maximal momentum uncertainty in the case of variances and Shannon entropy. For min entropies, however, the minimal length state also yields maximal possible momentum uncertainty.

Using (59), we find

\[
h_p = h_k = \log \left( \frac{\sqrt{\pi} \Gamma(1/2 + \gamma)}{\beta \Gamma(1 + \gamma)} \right) + \gamma N(\gamma) - \gamma N\left(\gamma - \frac{1}{2}\right),
\]

with \( N(\gamma) \) as the harmonic numbers.

This new boundary curve, shown in Fig. 7, can be divided into three parts, corresponding to different properties of the optimal states (58) (we fix here \( \beta = 1 \)).

(i) For large positive values of \( h_x \) and large negative \( h_p \), the curve asymptotically reaches the BB bound, as expected (the role played by the cutoff \( \beta \) can be neglected in this regime). As \( h_x \) decreases, the curve starts bending and leaves the BB straight line. The solid circle shown in Fig. 7 denotes the states of maximal localization in terms of variances studied in the previous section, for which

\[
h_k = \log(2\pi/e) \quad \text{and} \quad h_x \approx 1.374.
\]  

Until this point the optimal states are the \( \psi_\alpha(k) \) with \( \gamma_2 \geq 1 \), i.e., the ground states of the deformed harmonic oscillators.

(ii) As \( \gamma \) falls below unity, the value of \( h_x \) continues to decrease, until \( \gamma = 1/2 \), which corresponds to the cross in Fig. 7. We have for this state

\[
h_k = 1 \quad \text{and} \quad h_x \approx 1.310,
\]

which represents the state of minimal entropy in position. We see that minimal length in terms of entropy is not equivalent to minimal length in terms of variances. Indeed, all optimal states in this branch of the curve have finite \( x \) and \( p \) variances, with the exception of the point \( \gamma = 1/2 \); see the previous section. The minimal position entropy can, thus, be attained by considering a sequence of such states with \( \gamma \to 1/2 \). In this limit the variances of both \( x \) and \( p \) diverge (see Fig. 4), while their entropies stay finite.

(iii) For even smaller values of \( \gamma < 1/2 \), \( h_x \) increases and so does \( h_k \) until it reaches its maximal value, corresponding to a constant wave function in \( I \) (\( \gamma = 0 \)), up to an arbitrary \( k \)-dependent phase. This state is shown in the entropy plane as the filled square in Fig. 7.

\[
h_k = \log(\pi) \quad \text{and} \quad h_x \approx 1.524.
\]  

This part of the curve, \( 1/2 > \gamma > 0 \), corresponds to normalizable wave functions but with infinite variances for both \( x \) and \( p \). Thus, it is an open boundary for “physical” states, i.e., states which are in the domain of position and momentum operators.

The solid line and the part of the horizontal line \( h_k = \log(\pi) \) starting from the filled square bounds a convex region. Our conjecture is that this is, in fact, the region in which all entropy pairs for states from \( P \) have to lie. We cannot present here a proof of this, but we have performed a numerical scan of pairs \( h_k - h_x \) corresponding to a random sample of 100000 states built from superposing low excited states [see Eq. (69) in next subsection].

B. Min entropy

Considering min entropies in order to quantify the uncertainty of a measurement is meaningful for several reasons: on one hand, \( H_\infty \) [see (42)] sets a lower bound on all other entropies within the Rényi-\( \alpha \) family, i.e., \( H_\infty \leq H_\alpha \) for all \( \alpha \in \mathbb{R}_+ \). On the other hand, it has a direct operational interpretation in the following sense: consider again an experimenter who now samples a (discrete) random variable \( Y_\beta^\epsilon \) and assume that she tries to guess the outcome of a particular sample. In this case the quantity \( \exp\left(-H_\infty(Y_\beta^\epsilon)\right) \) gives the highest guessing probability she can attain when doing so. In the same spirit, the min entropy \( h_\infty(w) \), i.e., the continuous counterpart/analogue of \( H_\infty \), of a probability density \( w \) is given as

\[
h_\infty(w) = -\log \left( \text{ess sup}_x |w(x)| \right).
\]  

Here the essential supremum \( \text{ess sup}_x |w(x)| \) (66) is needed to correctly deal with sets of measure zero. In particular, when regarding a partitioning of an interval into bins in the limit of vanishing bin size, the essential supremum arises as the natural limit of a supremum over finite bins. Operationally, this quantity can therefore be understood as follows: consider that we choose a partitioning into bins.
OPTIMAL UNCERTAINTY RELATIONS IN A MODIFIED …

\begin{align*}
\Omega_i \text{ of size } |\Omega_i| \text{ in a measurement scenario in which the outcomes are distributed according to a probability density } w(x). \text{ If the experimenter was to guess the bin in which the next measurement outcome will occur, the success probability } P_i = \int_{\Omega_i} w(x) \, dx \text{ is upper bounded by } P_i \leq c^{|\Omega_i|} \text{ with } c^a \text{ as some constant that may depend on the binning sizes, but that is independent of the bin } i. \text{ The min entropy characterizes the smallest constant } c^a \text{ for all possible binning sizes which is exactly given by } \text{ess sup}_{i} |w(x)|. \\

\text{Using the framework developed in this paper we are able to directly compute the minimal length in terms of min entropy,}
\end{align*}

\begin{align*}
\Gamma_{\text{min}}^{\infty} &= \inf_{\psi \in \mathcal{P}} \left[ -\log \left( \text{ess sup}_x |\phi(x)|^2 \right) \right] \\
&= -\log \left( \sup_{\psi \in \mathcal{P}} \text{sup}_x |\phi(x)|^2 \right),
\end{align*}

as follows: consider the “particle in a box” basis for the interval \([-k_{\text{max}}, k_{\text{max}}]\), i.e.,

\begin{align*}
\psi_n(k) &= \frac{1}{\sqrt{k_{\text{max}}}} \sin \left[ \frac{\pi n}{2k_{\text{max}}} (k - k_{\text{max}}) \right],
\end{align*}

with its Fourier transform

\begin{align*}
\phi_n(x) &= \left( \frac{\pi n^2 k_{\text{max}}}{2} \right)^{1/2} \frac{\sin(k_{\text{max}}x - \frac{\pi n}{2})}{k_{\text{max}}^2 x^2 - \frac{\pi^2 n^2}{4}} e^{-\pi |x|/k_{\text{max}}}. \quad (70)
\end{align*}

We can then decompose any \(\psi \in \mathcal{P}\) by \(\psi(x) = \sum_n \alpha_n \psi_n(k)\) with a square summable sequence \(\alpha_n\). In the same way, its Fourier transform \(\phi(x) = \mathcal{F}[\psi]\) reads \(\phi(x) = \sum_n \alpha_n \phi_n(x)\). We therefore have

\begin{align*}
\Gamma_{\text{min}}^{\infty} &= -\log \left( \sup_{\alpha_i} \left| \sum_n \alpha_n \phi_n(x) \right|^2 \right),
\end{align*}

where we used the fact that the \(\phi_n(x)\) are smooth to replace the essential supremum with the ordinary supremum. The term \(\left| \sum_n \alpha_n \phi_n(x) \right|^2\) can be rewritten as a scalar product \(\left| \langle \alpha_n | \phi_n(x) \rangle \right|^2\) which, due to the Cauchy-Schwarz inequality, is maximized by \(\langle \phi_n(x)|\phi_n(x) \rangle^2\). Also note that by choosing the phase of \(\psi\) appropriately we can, without loss of generality, set the maximum of the \(\phi_n(x)\) to be at \(x = 0\). Some algebra shows that \(\sum_n |\phi_n(0)|^2 = k_{\text{max}}/\pi\), proving that the minimal length in terms of min entropy is given by (see Fig. 9)

\begin{align*}
\Gamma_{\text{min}}^{\infty} &= -\log(k_{\text{max}}/\pi).
\end{align*}

In particular, whenever the variance-based minimal length is normalized, i.e., \(\Gamma_{\text{min}}^{\infty} = 1\), the minimal length in terms of min entropy is given by

\begin{align*}
\Gamma_{\text{min}}^{\infty} = \log 2 \equiv 1\text{[bit]},
\end{align*}

i.e., the minimal length is exactly 1 bit.

V. CONCLUDING REMARKS AND FUTURE DIRECTIONS

Minimal length is to be understood as the minimal possible uncertainty about position measurements due to a modification of the Heisenberg algebra. Nevertheless, two questions remained to be settled: first, under what assumptions does a modification actually imply minimal length? This line of thought is in contrast to previous attempts, in which only the existence of operators was shown which satisfy the algebra and lead to minimal length. Despite its importance, this question has not been answered so far to the best of our knowledge. One of our main results, Theorem 1, clarifies this issue and proves under physically well-motivated assumptions the uniqueness of such operators. As such, it justifies results obtained in previous literature.

Second, one should operationally motivate the choice of uncertainty measure used to define minimal length, since such measures are far from unique. The choice to use variances is in this context not at all an obvious one. Instead, entropic measures are known to have an operational interpretation while not suffering from a number of severe deficiencies that variances show if interpreted as a measure of uncertainty. We therefore introduce and show implications of an entropic formulation of minimal length.

Our main results can be summarized as follows: the states that correspond to the maximal possible localization in the \(x\) space in terms of variance \(\Delta x\) and of the Shannon entropy \(h_x\) or min entropy \(h_{\infty}^{\infty}\) are different, showing that the physical notion of minimal length itself depends on the particular choice adapted to its operational meaning. The min entropy provides a lower bound to all other R{\u03b1}enyi-\(\alpha\) entropies; likewise the minimal length in terms of min
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\caption{Entropic uncertainty region for min entropies \(h_{\infty}^{\infty}\). The minimal length \(\Gamma_{\text{min}}^{\infty}\) is analytically computed in (72). As for Shannon entropies, the min entropy of momentum attains an upper bound (dashed line), max \(h_{\infty}^{\infty} = \log(2k_{\text{max}})\), for the uniform distribution on the interval \(I\). Numerical evaluation indicates that any entropy pair satisfying these two constraints can be attained. Hence the uncertainty region \(U_{h_{\infty}^{\infty}}\) and the corresponding trade-off curve are given by the shaded region and the solid line, respectively.}
\end{figure}

\begin{align*}
\Gamma_{\text{min}}^{\infty} = \log 2 \equiv 1\text{[bit]},
\end{align*}

\(\Gamma_{\text{min}}^{\infty}\)
entropy is a lower bound to all other entropic minimal lengths and turns out to be exactly 1 bit. On the other side, entropic bounds also show another novel feature, namely, the presence of an upper bound on the entropy in $p$ space $h_p$ or $h'_p$ for physical states. In other words deformations of the standard Heisenberg algebra leading to a minimal length lead to a lower limit on the information we can get on a given state in terms of its momentum distribution. This is not the case if we use variances to quantify this information, since the value of $\Delta p$ can be arbitrarily large.

We have established a framework that allows us to compute optimal and state-independent uncertainty relations for modified Heisenberg algebras (see, e.g., Theorem 2 and Corollary 3). Optimal and state-independent uncertainty relations directly yield minimal lengths, but they contain much more information because they describe the uncertainties for all quantum states in the modified algebra.

One of the natural generalizations would be to extend our setting to higher dimensions. We hope that the study of the entropic uncertainties in three and four dimensions may shed some light on the plausible connection that might exist between previous limits such as bounds on information storage (holographic bound) [57–59], bounds on information scrambling/chaos [60], bounds on quantum evolution [61–63] (see also [64]), and bounds on quantum computation/complexity [65–67].

It might also be interesting to apply the general treatment of the geometry of the Heisenberg algebra in the context of Aharonov’s reformulation of quantum theory in terms of modular variables, see [68], in the case we have considered of a deformed Heisenberg algebra.

Finally, our new entropic bounds on $h_x$ and $h_p$ are directly applicable to the entropic steering inequalities formulated in [69] and thus lead to new limitations on the amount of entanglement that can be shared between two distant parties governed by a modified Heisenberg algebra.

It is worth noting that one of our main results, Theorem 1, directly links the study of quantum physics in a modified algebra to the study of classical information processing of band-limited analog signals. Quantum states are then replaced by the complex current in a wire, and the considered observables change from position and momentum to time and frequency (again linked by Fourier transformation). A momentum cutoff due to a modified algebra can therefore be understood as a frequency (or “band”) limitation of the complex current. We already exploited this analogy to some extent by considering operationally more relevant uncertainty measures, as was first done in the well-studied field [70–72] of classical information processing. By considering the Nyquist sampling theorem, steps into this direction have been taken by [73]. However, we strongly believe that one can obtain many more fundamental insights in the field of modified algebras by just transferring results and concepts from classical information theory.

### APPENDIX A: PROOF OF THEOREM 1

The starting point of our examination is the Hilbert space $\mathcal{H} := L^2(\mathbb{R}, dx)$, with the usual Borel-Lebesgue measure, together with the standard position operator $x$ with dense domain $D(x) = \{ \psi \in \mathcal{H} | \|x\psi\|_2 < \infty \}$. Recall that $x$ is self-adjoint on $D(x)$ and has continuous spectrum $\sigma(x) = \mathbb{R}$. The standard momentum operator $p$ on $\mathcal{H}$ with its domain $D(p)$ of weakly differentiable functions in $\mathcal{H}$ is related to $x$ by the Fourier transform on $\mathcal{H}$ and is self-adjoint. They fulfill the standard Heisenberg commutation relation $[x, p] \psi = i\hbar \psi$ for $\psi$ in a dense domain of analytic vectors for both operators.

Our aim is to examine the situation where there is another linear and self-adjoint operator $p$ on $\mathcal{H}$, possibly unbounded and with domain $D(p)$ such that there exists a sufficiently well-behaved function $f : \mathbb{R} \rightarrow \mathbb{R}$ such that

$$[x, p] \psi = if(p)\psi$$

(A1)

for some sensible choice of $\psi \in \mathcal{H}$.

More precisely, we even expect the operator $p$ to have a domain $D(p)$ just on a sub-Hilbert space $\mathcal{P} \subset \mathcal{H}$, such that it is self-adjoint only in $\mathcal{P}$ and that the commutation relation (A1) only holds true for suitable vectors $\psi \in \mathcal{P}$. Even more, we want to show that under suitable assumptions on the function $f$ we can find a function $f : I \subseteq \mathbb{R} \rightarrow \mathbb{R}$ such that $p = p(k)$ and $I$ is a possibly unbounded interval. The Hilbert space $\mathcal{P}$ can then be identified with $L^2(I)$.

It is important here that we consider an embedding of $\mathcal{P}$ into the larger space $\mathcal{H} = L^2(\mathbb{R})$, because this allows us to later interpret the operator $p$ as a modified version of the momentum operator.
1. An example

We start with an example from which we extract the essential structure we use later in our assertion. For this consider, as above, the Hilbert space $\mathcal{H} = L^2(\mathbb{R}, dx)$, and standard position and momentum operators $x$ and $k$ satisfying the standard canonical commutation relations $xk - kx = i\hbar$. On a common dense set $D$ of analytic vectors $\psi$. Denote by $E_k$ the spectral measure of $k$. Note that both operators, $k$ and $x$, have simple spectrum $\sigma(k) = \mathbb{R} = \sigma(x)$.

That is, they are unitarily equivalent to position operators on some $L^2(\mathbb{R}, \mu)$, where $\mu$ is a suitable measure $[74, 75]$. We consider the representation where $k$ (the momentum operator) acts on $\mathcal{H}$ as the position operator, i.e., $\forall \psi \in D(k): (k\psi)(k) = ky(k)$, and where $D(k)$ is the domain of $k$.

Now consider the real-valued function $p$ on $\mathbb{R}$ given by $p(k) = \tan^\epsilon \chi(k)$, $k \in \mathbb{R}$, where $\chi(t)$ is the characteristic function on the interval $I = [-\frac{\pi}{2}, \frac{\pi}{2}]$. From this we get a self-adjoint operator

$$
p := p(k) = \int_\mathbb{R} p(\lambda)E_k(d\lambda)
$$

with domain $\tilde{D}(p) = \{\psi \in \mathcal{H} | \int_\mathbb{R} |p(\lambda)|^2 d\langle \psi, E_k(\lambda)\psi \rangle < \infty\}$, and $d\langle \psi, E_k(\lambda)\psi \rangle$ is the unique measure on the Borel $\sigma$-algebra $B(\mathbb{R})$ given by $\langle \psi, E_k(\lambda)\psi \rangle$.

Let $P := L^2(I, dx) \subset \mathcal{H}$ and denote by $P$ the projection $\mathcal{H} \to \mathcal{H}$. Then it is easy to check that $p = p(PkP)$, and, when regarded as an operator, $p$ is self-adjoint on the domain $D(p) = \tilde{D}(p) \cap P$. Note that the operator $PkP$ is bounded, because the function $k \mapsto k$ is bounded on $I$.

Denote the operator $P \pi P$, when regarded as an operator on the Hilbert space $\mathcal{P}$, by $K_p$. Then $K_p$ has simple spectrum $\sigma(k_p) = \mathbb{R}$, and the self-adjoint, unbounded operator $p$ on $\mathcal{P}$ has spectrum $\sigma(p)$.

Furthermore, as such, $\sigma(p)$ is simple. Note that when regarded as operator on $\mathcal{H}$ the spectrum is not simple anymore, because zero is then an infinitely degenerate eigenvalue of $p$. In any case the spectral projections of $p$ commute with the spectral projections of $k$ and $k_p$, i.e., the operators $K_p$ and $p$ strongly commute.

Because the tangent is analytic the dense subspace of analytic vectors $D$ for $p$ in $\mathcal{P}$ is contained in the space of analytic vectors for $x$. For example, the smooth compactly supported functions in $I$ that exponentially decay at the boundary of $I$ are analytic for $p$ and also for $x$. Moreover, for $\psi \in D$ we have that $xp\psi - px\psi = i(1 + p^2)\psi$.

Now let $U : \mathbb{R} \times \mathcal{H} \to \mathcal{H}$ be the unitary 1-parameter group of translations generated by $x$. Then, for $\Omega \in B(\mathbb{R})$, and $t \in \mathbb{R}$ we have that $U_t E_k(\Omega)U_{-t} = E_{k}(\Omega + t)$, where $\Omega + t = \{x + t|x \in \Omega\}$. If $g : \mathbb{R} \to \mathbb{R}$ is an analytic function we get $(U_t E_k(\Omega))U_{-t} \psi(k) = \chi(\Omega + t) g(k - t)\psi(k) = \chi_{\Omega}(k)g(k - t)\psi(k)$, where we set $\Omega_p = \{k \in \mathbb{R} | g(k - t) \in \Omega\} = g^{-1}(\Omega + t)$.

Hence, $U_t E_k(\Omega)U_{-t} = E_k(\Omega_p) = E_p(\Omega) + Q$ with $\Omega' := p(\Omega_p) \cap [-\frac{\pi}{2}, \frac{\pi}{2}]$ and $Q = E_k(\Omega_p \setminus [-\frac{\pi}{2}, \frac{\pi}{2}])$.

This can also be used to see that for all $\epsilon \leq \frac{\pi}{2}$ there exists an $\epsilon' > 0$ such that $E_k([-\epsilon, \epsilon]) = E_p([-\epsilon', \epsilon'])$ by simply choosing $\epsilon' = \arctan\epsilon$.

2. The general case

Assumptions: Given $\mathcal{H}, x, k$ as before. Let $f : \mathbb{R} \to \mathbb{R}$ be a function with the following properties:

(i) $f$ is smooth.

(ii) $f(0) = 1$.

(iii) $f$ is symmetric, i.e., $\forall p \in \mathbb{R} : f(-p) = f(p)$.

(iv) $f$ is convex on $\mathbb{R}^+$. Furthermore there exists a closed subspace $P \subset \mathcal{H}$ with projection $P : \mathcal{H} \to \mathcal{P}$ such that $(p, D(p))$ satisfies

(i) $D(p) \subset \mathcal{P}$.

(ii) $(p, D(p))$ is a self-adjoint, linear operator on $\mathcal{P}$.

(iii) The spectrum $\sigma(p)$ is continuous, coincides with $\mathbb{R}$, and is simple; i.e., there exists a vector $\psi \in \mathcal{P}$ such that for any other vector $\varphi \in \mathcal{P}$ there exists a function $f \in L^2(\mathbb{R})$ such that $\varphi = \int_{ \mathbb{R} } f(t) dE_p(t)\psi$ and $\mu$ is the measure given by $\mu(\Omega) = E_p(\Omega)\psi, \psi$.

(iv) There exists a dense subspace $D \subset \mathcal{P}$ such that: $\forall \psi \in D : x\psi - \psi = if(p)\psi$.

(v) For all $\psi \in D$ and for all $n \in \mathbb{N}$ it holds that $x^n\psi \in D$ and $p^n\psi \in D$. In other words, $D$ is a dense set of analytic vectors in $\mathcal{P}$ for both, $x$ and $p$.

We say that the objects $(f, p, D(p), P)$ are admissible if they satisfy all of the above assumptions.

The existence of dense subsets of analytic vectors for $x$, respectively $p$, follows from the simplicity of their spectra by Theorem 69.3 of [74]. We want, however, that there exists a common set of analytic vectors for both operators, which is contained just in $\mathcal{P}$.

By Theorem 69.2 of [74] (or Proposition 5.18 of [75]) the assumption that $p$ has simple spectrum implies that $\mathcal{P} \cong L^2(\mathbb{R}, \mu)$; that is, vectors $\psi \in \mathcal{P}$ correspond to (equivalence classes of) functions $\psi \in L^2(\mathbb{R}, \mu)$. Furthermore, by abuse of notation, $\forall \psi \in D(p) : (p\psi)(p) = p\psi(p)$.

Definition 1 ([75]).—Let $A$ and $B$ be unbounded self-adjoint operators on some Hilbert space $\mathcal{H}$ and $E_A$ and $E_B$ their projection-valued measures over $\mathbb{R}$. We say that $A$ and $B$ strongly commute, if for all measurable sets $\Omega, \Omega' \subset \mathbb{R}$ the according spectral projections commute, i.e., $E_A(\Omega)E_B(\Omega') = E_B(\Omega')E_A(\Omega)$.

Theorem 4: Given the standard position and momentum operators $x$ and $k$ on $\mathcal{H} = L^2(\mathbb{R})$ and given $(f, p, D(p), P)$ admissible. Denote by $B(\mathbb{R})$ the Borel $\sigma$-algebra on $\mathbb{R}$ and by $E_k$, $E_k$ the spectral measures for $k$ and $p$, respectively.

Consider the following conditions:

(i) There exists $\epsilon_0$ such that $\forall 0 < \epsilon \leq \epsilon_0\exists \epsilon' > 0$ and $\exists \delta > 0$ it holds

$$
\|E_k([-\epsilon, \epsilon]) - E_p([-\epsilon', \epsilon'])\| < \delta \quad (A2)
$$

and $\delta \in O(\epsilon^3)$.
Given the strongly continuous 1-parameter group \( U_t \) of translations generated by \( x \) we require that for any measurable set \( \Omega \in \mathcal{B}(\mathbb{R}) \) there exists a measurable set \( \Omega' \in \mathcal{B}(\mathbb{R}) \) and a projection \( Q \leq 1 - P \), where \( P \) is the projection onto \( \mathcal{P} \), such that \( U_t E_p(\Omega) U_{-t} = E_p(\Omega') + Q \).

Then, it follows that \( k \), when restricted to \( \mathcal{P} \), has a self-adjoint extension \( k_p \) on \( \mathcal{P} \) and that \( p \) and \( k_p \) strongly commute as operators on \( \mathcal{P} \).

By Corollary 5.28 of [75] there then exists a dense linear subspace in \( \mathcal{P} \) invariant under both operators \( p \) and the restricted \( k \), such that they commute on vectors from this domain.

**Proof.**—The idea is to show that the spectral projections commute for any pair of finite Borel sets \( \Omega, \Omega' \in \mathcal{B}(\mathcal{H}) \). These sets can be partitioned into finitely many intervals of diameter \( e \) and \( e' \). The spectral projections of \( k \) for these intervals are simply translates of \([-e', e]\) by the unitary group \( U_t \), generated by the position operator \( x \). The idea now is to show that we can approximate the projections \( U_t E_p([-e, e])U_t \) by spectral projections \( E_p(\Omega) \) for some \( \Omega \in \mathcal{B}(\mathbb{R}) \) which depends on \( e, e' \), and \( t \). Note that because \( \mathcal{B}(\mathbb{R}) \) is generated by open and bounded intervals, and because spectral measures are countably additive, the assertion holds for all measurable sets if it holds for bounded open intervals.

Let \( \Omega, \Omega' \in \mathcal{B}(\mathbb{R}) \) be bounded and open intervals. Choose any \( e, e' > 0 \) and let \( \Omega^\alpha \) and \( \Omega^\beta \) be a cover of \( \Omega \) and \( \Omega' \) by disjoint open intervals \( \Omega^\alpha := (-e + \alpha, e + \alpha) \) and \( \alpha, \beta \) are the corresponding indices for the shifts. By countable additivity it follows that

\[
[E_k(\Omega), E_p(\Omega')] = \sum_{\alpha, \beta} [E_k(\Omega^\alpha), E_p(\Omega^\beta)].
\]

The unitary group \( U_t \) generated by \( x \) acts as translations on \( L^2(\mathbb{R}) \) when we view \( k \) as multiplication operator. Hence, we have for the spectral projections \( E_k(\Omega) \) for some measurable set \( \Omega \in \mathcal{B}(\mathbb{R}) \) that \( U_t E_k(\Omega) U_{-t} = E_k(\Omega + t) \). That is, for each index \( \alpha \) we get \( E_k(\Omega^\alpha) = U_\alpha E_k(\Omega^\alpha) U_{-\alpha} \) where \( \Omega^\alpha := \Omega^\alpha \).

Now choose \( e < e_0 \) and let \( e' \) and \( \delta \) such that \( \|E_k(\Omega^\alpha) - E_p(\Omega^\beta)\| < \delta \). Choose index sets \( I, J \) such that \( \Omega \subset \bigcup_{\alpha \in I} \Omega^\alpha \), \( \Omega' \subset \bigcup_{\beta \in J} \Omega^\beta \). It is enough to show that the commutators \([E_k(\Omega^\alpha), E_p(\Omega^\beta)]\) are small, because this implies that this is also true for the smaller projections \( E_k(\Omega) \) and \( E_p(\Omega') \).

By assumption we get for all such \( \alpha \) and with the notation \( \Omega^\alpha := \Omega^\alpha \)

\[
\|E_k(\Omega^\alpha) - U_\alpha E_p(\Omega^\alpha) U_{-\alpha}\| < \delta.
\]

Furthermore, we have that for each \( \alpha \in I \) there exists a measurable set \( \Omega^\alpha \) and a projection \( Q_\alpha \leq 1 - P \) such that

\[
U_\alpha E_p(\Omega^\alpha) U_{-\alpha} = E_p(\Omega^\alpha) + Q_\alpha.
\]

Therefore, we obtain the following estimate:

\[
||E_k(\Omega), E_p(\Omega')|| \leq \sum_{\alpha, \beta} \|E_k(\Omega^\alpha), E_p(\Omega^\beta)\| + 2\delta
\]

\[
= \sum_{\alpha, \beta} \|E_k(\Omega^\alpha) + Q_\alpha, E_p(\Omega^\beta)\| + 2\delta
\]

\[
= \sum_{\alpha, \beta} 2\delta = 2|J||I|\delta \leq \frac{4|\Omega||\Omega'|}{e^2}.\]

Because this estimate only depends on the partitioning of \( \Omega \) and \( \Omega' \) into small intervals and because we can choose this partitioning arbitrarily small, it follows that

\[
\forall \Omega, \Omega' \in \mathcal{B}(\mathbb{R}): ||E_k(\Omega), E_p(\Omega')|| = 0.
\]

In particular, this implies that for all measurable sets \( \Omega \in \mathcal{B}(\mathbb{R}) \) the projections \( E_k(\Omega) \) commute with the projection \( P: \mathcal{H} \rightarrow \mathcal{P} \). By Theorem 75.1 of [74] this implies that \( P \) is a function of \( k \); i.e., there exists a measurable function \( \chi_P \) on \( \mathbb{R} \) such that \( P = \int_\mathbb{R} \chi_P(\lambda) E_k(d\lambda) \). Furthermore, \( \chi_P \) is positive, \( \chi_P^2 = \chi_P \) and \( \|\chi_P\|_{\infty} = 1 \); hence, it is an indicator function of some measurable set \( I \in \mathcal{B}(\mathbb{R}) \), and the projection \( P \) coincides with \( E_k(I) \). The restriction of \( k \) to \( \mathcal{P} \) is therefore given by

\[
k_p = \int_\mathbb{R} \chi_p(\lambda) E_k(d\lambda).
\]

**Proposition 1:** Given the standard position and momentum operators \( x \) and \( k \) on \( \mathcal{H} = L^2(\mathbb{R}) \) and given \( (f, p, D(p), \mathcal{P}) \) admissible, satisfying the assumptions in Theorem 4. Then there exists an interval \( I \subseteq \mathbb{R} \) such that \( P = L^2(I) \), and a function \( p: I \rightarrow \mathbb{R} \) such that \( p = p(k) \) on \( \mathcal{P} \). The interval is determined by the function \( f \) in the following sense:

1. If the function \( g(p) = \int_I p G(\sigma(p))ds \) is bounded, then \( I = [k_{\max}, k_{\min}] \) and \( k_{\max} \) is given by

\[
k_{\max} = \int_0^\infty \frac{1}{f(p)} dp.
\]

2. If \( g \) is unbounded, then \( I = \mathbb{R} \).

**Proof.**—By the previous theorem, the operators \( k_p \) and \( p \) strongly commute on \( \mathcal{P} \). Let \( I \subseteq \mathbb{R} \) be the measurable set with \( E_k(I) = P \) and \( P: \mathcal{H} \rightarrow \mathcal{P} \) the projection onto \( \mathcal{P} \). By assumption the spectrum of \( p \) is simple and therefore the spectral projections \( E_k(\Omega) \) with \( \Omega \in I \) are bounded functions of \( p \) (Theorem VII.5 of [40]). Because for any
such $\Omega E_k(\Omega)$ is a projection, there exists a measurable set $\Theta \subset \mathbb{R}$ such that $E_k(\Omega) = E_p(\Theta)$. Therefore there exists an almost-everywhere-finite, measurable, real-valued function $g$ on $\mathbb{R}$ such that

$$P_k P = \int_{\mathbb{R}} g(\lambda) E_p(\lambda).$$

i.e., $P_k P = g(p)$. Now let $\psi \in D$. Then, by assumption

$$[x, p] \psi = i f(p) \psi.$$

Then

$$[x, g(p)] \psi = i g'(p) f(p) \psi.$$

However, because $[x, k] \psi = i \psi$ we must have that $g' = \frac{1}{f}$; therefore,

$$g(p) = \int_0^p \frac{1}{f(s)} ds.$$

Because the spectrum $\sigma(g(p))$ of $g(p)$ is the essential range of the function $g$ we see that the spectrum of $P_k P$ is the interval $I = [-k_{\text{max}}, k_{\text{max}}]$, if $g$ is bounded, and $\mathbb{R}$ if $g$ is unbounded. Hence, the subspace $P$ is isomorphic to $L^2(I)$.

Conversely, because $k$ has simple spectrum, there exists a function $\hat{h}$ such that $p = \hat{h}(k)$, and this function is necessarily unbounded.

APPENDIX B: PROOF OF THEOREM 2

We consider observables $x$ and $p$ that obey a modified commutation relation as described in Sec. II. Because we are interested in uncertainty relations that are optimal for all states, we need to consider mixed states as well. In order to focus on pure states one would need to first show that for all mixed states there exists a pure state that is “more optimal,” a notion that we will make precise in the following.

We denote by $\Omega$ the set of mixed states $\rho$, given by the density operators from $B(\mathcal{P})$. When considering variances, the corresponding uncertainty region is given by

$$\mathcal{U} = \{ (\Delta_x x, \Delta_p p) \in \mathbb{R}_+^2 | \rho \in \Omega \}. \quad (B1)$$

We can give a precise definition of the trade-off curve by introducing a partial ordering relation “$\prec$” (“$\preceq$”), which is given by saying that $v \prec w$ ($v \preceq w$), for $v, w \in \mathbb{R}^2$, if every component of $v$ is smaller (small or equal) than the corresponding component of $w$. The trade-off curve $\Gamma(\mathcal{U})$, i.e., the desired optimal and state-independent uncertainty relation, is then given by all tuples from $\mathcal{U}$ that are minimal in $\mathcal{U}$ with respect to the above ordering, i.e.,

$$\Gamma(\mathcal{U}) = \{ v \in \mathcal{U} | \exists w \in \mathcal{U} : w \prec v \}. \quad (B2)$$

Unfortunately, no general efficient method for computing this trade-off curve is known. However, in Theorem 5, we circumvent this circumstance by first providing a lower bound on $\Gamma(\mathcal{U})$ and then showing that this bound can be attained. For the first step we need the notion of a lower convex hull $\mathcal{U}_{lc}$. This is obtained by first filling up $\mathcal{U}$ with all points that are more uncertain than, at least, some point from $\mathcal{U}$, and then taking the convex hull of this set, i.e.,

$$\mathcal{U}_{lc} = \text{Conv}(\{ v \in \mathbb{R}^2 | \exists w \in \mathcal{U} : w \preceq v \}). \quad (B3)$$

Note that this does not add any additional extremal points other than those already contained in the convex hull of $\mathcal{U}$ (which are therefore already contained in $\mathcal{U}$).

Theorem: Let $x, p, \Omega, \mathcal{U}$ and $\mathcal{U}_{lc}$ be given as described above and let $\mathcal{U}_{00}$ denote the set of attainable tuples of second moments, i.e.,

$$\mathcal{U}_{00} = \{ (\text{tr}(\rho x^2), \text{tr}(\rho p^2)) | \rho \in \Omega \}. \quad (B4)$$

The notation indicates that $\mathcal{U}_{00}$ corresponds to the set obtained by restricting $\mathcal{U}$ to states with expectations $\langle x \rangle = \langle p \rangle = 0$. Then

$$\Gamma(\mathcal{U}_{lc}) = \Gamma(\mathcal{U}) = \Gamma(\mathcal{U}_{00}). \quad (B5)$$

Proof.—For any two sets $\mathcal{V}_1$ and $\mathcal{V}_2$ we introduce a partial ordering relation “$\preceq$” on the corresponding curves $\Gamma(\mathcal{V}_1)$ and $\Gamma(\mathcal{V}_2)$, respectively, by saying that

FIG. 10. The lower convex hull $\mathcal{U}_{lc}$ (blue region) of some set $\mathcal{U}$ (grey region) is obtained by considering hyperplanes (dashed blue lines) for $\lambda \in (0, 1)$. As in (20), the trade-off curve $\Gamma(\mathcal{U}_{lc})$ (solid blue line) of the convex hull can be parametrized by values $u(\lambda)$. The trade-off curve $\Gamma(\mathcal{U}_{lc})$ is never “worse” than the trade-off curve $\Gamma(\mathcal{U})$ (solid red line); both curves coincide if $\mathcal{U}$ is convex itself.
In the following we will prove that in fact procedure will not affect the variance of $U$.\footnote{\textit{Remark}: In particular, we can use the structure of $U$ to prove that in fact we have that $\Gamma(U) \leq \Gamma(U_0)$. \textit{Proof}: Let us assume that $\Gamma(U) < \Gamma(U_0)$. \textit{Claim}: If $\Gamma(U) < \Gamma(U_0)$, then we can always find a point $v \in \Gamma(U)$ such that $\Delta v \leq \Delta U_0$.

By construction we know that $U_{ic}$ is convex and $\Gamma(U_{ic}) \leq \Gamma(U)$. Note that $U_{ic}$ is also convex since it is obtained as the range of an affine map of the convex set $\Omega$. Additionally, points in $\Gamma(U_{ic})$ are always in $U$ and, hence,

$$\Gamma(U_{ic}) \leq \Gamma(U) \leq \Gamma(U_{ic}). \quad (B6)$$

In the following we will prove that in fact $\Gamma(U_{ic}) = \Gamma(U_{ic})$, which immediately implies the desired statement \textit{(B5)}.

Because $U_{ic}$ is convex, it is fully characterized by the intersection of its supporting half-spaces (see, for example, [38]); i.e., there is a function $u(\lambda)$ such that

$$U_{ic} = \{(v_1, v_2) \in \mathbb{R}_{+}^2 | \forall \lambda \in \mathbb{R} : \lambda v_1 + (1 - \lambda) v_2 \geq u(\lambda)\}. \quad (B7)$$

The boundary of $U_{ic}$ is the set of points which have an intersection with a supporting hyperplane, i.e., $\lambda v_1 + (1 - \lambda) v_2 = u(\lambda)$. Moreover, $\Gamma(U_{ic})$ consists of points on the boundary that, hence, attain equality for $\lambda \in (0, 1)$. Conversely, $u(\lambda)$ can be obtained by minimizing $\lambda v_1 + (1 - \lambda) v_2$ over all points in $U_{ic}$, for a fixed $\lambda$. However, for $\lambda$ in $[0, 1]$, this minimization of a linear functional will attain its minimum also on extremal points of $U_{ic}$, which are contained in the boundary of $U$. Therefore we can write

$$u(\lambda) = \inf_{\rho \in \Omega} \lambda \Delta \rho x + (1 - \lambda) \Delta \rho p. \quad (B8)$$

At this stage we can reformulate the variance of an observable $A$ as

$$\Delta \rho A = \min_{a \in \mathbb{R}} \langle (A - a)^2 \rangle_\rho, \quad (B9)$$

such that the rhs of \textit{(B8)} turns into

$$\min_{\alpha, \eta, \rho \in \Omega} \lambda \langle (x - \eta)^2 \rangle_\rho + (1 - \lambda) \langle (p - \alpha)^2 \rangle_\rho. \quad (B10)$$

The expectation of $x$ can be shifted by multiplying with $\exp(i k x)$. As $p$ commutes with $k$ (see Sec. II), this procedure will not affect the variance $\Delta \rho p$, such that we can always set $\eta = 0$ in the following. If we now represent $p$ as a function of the coordinate $k$ and $x$ as $i \partial_x$, the minimization over $\rho$ in \textit{(B10)} corresponds to finding the ground-state energy, $E_\alpha$, of the Schrödinger operator

$$H_\alpha := -\partial_k^2 + V_\alpha(k) \quad (B11)$$

with potential $V_\alpha(k) = (1 - \lambda)(p(k) - \alpha)^2$, i.e.,

$$u(\lambda) = \min_\alpha E_\alpha. \quad (B12)$$

As $V_\alpha(k)$ is positive and thus bounded from below for every $\alpha$, there is a unique function $\tilde{V}_0(k)$ which gives the best convex approximation to $V_\alpha(k)$ from below, i.e., the super graph of $\tilde{V}_0(k)$ is the convex hull of the super graph of $V_\alpha(k)$. If needed, $\tilde{V}_0(k)$ can be obtained by Legendre transforming $V_\alpha(k)$ twice. Now, for all states $\rho$, we have $\langle V_\alpha(k) \rangle_\rho \geq \langle \tilde{V}_0(k) \rangle_\rho$ and, hence, we can lower bound $E_\alpha$ by $\tilde{E}_\alpha$, which is the ground-state energy of the Schrödinger operator $-\partial_k^2 + \tilde{V}_0(k)$.

Note that $\tilde{V}_0(k)$ is a convex function in $\alpha$, because $V_\alpha(k)$ is convex in $\alpha$. We can therefore employ Corollary 13.6 from [76] to show that $\tilde{E}_\alpha$ is a convex function of $\alpha$ too.

Moreover, $\tilde{V}_0$ inherits the symmetry $\tilde{V}_0(-k) = \tilde{V}_0(k)$ from $V_\alpha(k)$, which can be implemented by a unitary automorphism on $\Omega$. This shows the symmetry $\tilde{E}_\alpha = \tilde{E}_{-\alpha}$, which directly implies that $\tilde{E}_\alpha$ becomes minimal for $\alpha = 0$. But here we have that $\tilde{V}_0(k) = V_0(k)$, because $V_0(k)$ is already a convex function, which yields

$$\tilde{E}_0 = E_0 = u(\lambda). \quad (B13)$$

We thus know that, for $\lambda \in (0, 1)$, the extremal points of $U_{ic}$ [which are in $\Gamma(U_{ic})$] have zero expectation in $x$ and $p$; i.e., they lie within $U_{ic}$. Because $\Gamma(U_{ic}) \leq \Gamma(U_{ic})$, we know that on these points the boundaries $\Gamma(U_{ic})$ and $\Gamma(U_{ic})$ coincide. However, as $U_{ic}$ and $U_{ic}$ are both convex, this implies that $\Gamma(U_{ic}) = \Gamma(U_{ic})$.

\section{APPENDIX C: A STATE-INDEPENDENT BUT NOT-SO-OPTIMAL BOUND}

Assume a modification $f(p)$ of the Heisenberg algebra with Taylor expansion $f(p) = 1 + \sum_{n=1}^{\infty} a_n p^{2n}$ and $a_n \geq 0$ for all $n \in \mathbb{N}$. This implies that $f$ is convex, monotonically increasing for $p \geq 0$, smooth and symmetric around the origin with $f(0) = 1$, hence fulfilling the assumptions (i)--(iii) in the main text. If we set

$$g(p) := f(-\sqrt{|p|}), \quad (C1)$$

we can see that

$$g(p^2) = f(-\sqrt{|p^2|}) = f(-|p|) = f(|p|) = f(p). \quad (C2)$$

Now, restricted to $p > 0$, $g(p)$ arises as a concatenation of convex functions, thus $g$ is also convex in this parameter range. Inserting \textit{(C2)} into the Robertson-Kennard relation \textit{(16)}, and using Jensen’s inequality together with the convexity of $g$, we get

$$\Delta x \Delta p \geq \frac{1}{4} \langle (f(p)) \rangle_\rho^2 \geq \frac{1}{4} \langle |g(p^2)| \rangle_\rho^2.$$
Now we can substitute $\langle p^2 \rangle = \Delta p + \langle p \rangle^2$ and use the properties of $g$ as well as the convexity of the absolute square to arrive after a simple calculation at

$$\Delta x \Delta p \geq \frac{1}{4} |g(\Delta p + \langle p \rangle)^2| \geq \frac{1}{4} |g(\Delta p)|^2 + \frac{1}{4} |g(\langle p \rangle)|^2 - 1.$$ 

Here the state-dependent term $\frac{1}{4} |g(\langle p \rangle)^2|$ is greater than or equal to 1, such that we can conclude the state-independent bound

$$\Delta x \Delta p \geq \frac{1}{4} g(\Delta p)^2.$$ (C3)

However, this bound is not optimal for general modifications. Examples for this can be seen in Fig. 5.

[6] K. Konishi, G. Paffuti, and P. Provero, Minimum physical momentum operator, as a function of the unmodified momentum operator, we discuss the uniqueness of representations of a modified representation of position and momentum, we choose suitable self-adjoint extensions.
[13] While there have been studies [3,14] that tackle the uniqueness of self-adjoint extensions of the position operator given a fixed representation of position and momentum, we discuss the uniqueness of representations of a modified momentum operator as a function of the unmodified momentum operator.
[27] Note that in the following $x$ is always the usual position operator on $H$, in contrast to the approach taken in [28,29]. However, we can obtain the form of the position operators in these references if we restrict $x$ to $P$ and then choose suitable self-adjoint extensions.
[30] We use here the same notation as [3] to simplify the comparison of our results with those described there.
We also note that the measure $\mu(dp) = dp/f(p)$ guarantees that in $H = C^2(\mathbb{R}, \mu(dp))$ the $x$ operator can be represented as $x = if(p)d/p$. Equivalently, in the $k$ representation the measure is simply $dk$ and $x = dk/dk$; see [3].