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We determine conditions on the filling of electrons in a crystalline lattice to obtain the equivalent of a band insulator—a gapped insulator with neither symmetry breaking nor fractionalized excitations. We allow for strong interactions, which precludes a free particle description. Previous approaches that extend the Lieb–Schultz–Mattis argument invoked spin conservation in an essential way and cannot be applied to the physically interesting case of spin-orbit coupled systems. Here we introduce two approaches: The first one is an entanglement-based scheme, and the second one studies the system on an appropriate flat “Bieberbach” manifold to obtain the filling conditions for all 230 space groups. These approaches assume only time reversal rather than spin rotation invariance. The results depend crucially on whether the crystal symmetry is symmorphic. Our results clarify when one may infer the existence of an exotic ground state based on the absence of order, and we point out applications to experimentally realized materials. Extensions to new situations involving purely spin models are also mentioned.
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Insulating states of matter arise, in clean systems, as a result of a commensuration between particle density and a crystalline lattice or a magnetic field. Mott insulators are a particularly interesting class. Their low energy physics are captured by a spin model with an odd number of spin-1/2 moments in the unit cell. A powerful result due to Lieb et al. (1) in 1D, later extended to higher dimensions by Oshikawa (2), Hastings (3), and Affleck (4), holds that if all symmetries remain unbroken, an insulating ground state must be “exotic”—for example, a Luttinger liquid in 1D or a quantum spin liquid in higher dimensions, both of which have fractional “spinon” excitations. These exotic states cannot be represented as simple product states as a consequence of their long-ranged entanglement.

This constraint, which we collectively refer to as Hastings–Oshikawa–Lieb–Schultz–Mattis (HOLSM), has experimental consequences. Indeed, no sign of magnetic or spatial symmetry breaking is observed down to temperatures orders of magnitude below the intrinsic energy scales in certain materials (5), including the quasi-2D Mott insulators κ-(BEDT-TTF)$_2$Cu$_2$(CN)$_3$, β$^\prime$Pd (dmit)$_2$, and Herbertsmithite ZnCu$_2$(OH)$_6$Cl$_2$, as well as the 3D Mott insulator Na$_8$Ir$_3$O$_8$. Hence if we can apply HOLSM to these systems, a strong case is made for an exotic ground state (assuming that the effects of disorder can be ignored). However, HOLSM involves spin rotation invariance in an essential way, which is typically broken in real materials due to spin-orbit coupling (SOC). These effects are not small: Herbertsmithite has Dyzalołhinskii–Moriya terms thought to be on the order of 10% of the Heisenberg coupling (6, 7). In the antiferromagnetic hyper-kagome compound Na$_4$Ir$_3$O$_6$, the physics are even dominated by SOC effects and charge fluctuation is significant (5). Physically, the only exact symmetries are time reversal (TR) and the crystal symmetries and charge conservation that allow us to define the electron filling. Can HOLSM be extended to this physically more realistic situation?

In this work we show that it indeed can, although entirely different theoretical approaches are needed. We introduce two methods that, like the flux-threading arguments of HOLSM, are nonperturbative, but differ from them in that conservation of spin is not assumed. The first one is an entanglement-based approach that allows us to prove that symmetric, gapped, and short-range entangled insulators—the interacting analog of band insulators—are allowed only at even integer fillings $\nu=2m$. For brevity we refer to such insulators as symmetric short-range entangled (“sym-SRE”) states. If a spin-orbit coupled insulator at odd filling is TR symmetric, its ground state must, in a precise sense, be exotic. A corollary is that, at odd integer fillings, Mott insulating phases must either break a symmetry or have a ground state degeneracy on certain geometries due to other, more exotic, mechanisms. A special case of this result for 1D spin models was previously discussed in ref. 8. Here we extend it to higher dimensions and allow for charge fluctuations.

This constraint on filling arises even when translations are the only spatial symmetries. What if additional symmetries are present, such as the 230 space groups of 3D crystals? It turns out that additional constraints appear only for the nonsymmorphic (NS) space groups, where the minimal positive filling $\nu_{min}$ at which a sym-SRE insulator can arise turns out to be at least 4. Earlier results on noninteracting band structures (9) pointed out that in NS crystals there are required band touchings leading to larger minimal fillings. In refs. 10 and 11 this was generalized to interacting systems, using flux threading arguments. However, similar to the HOLSM arguments, these need to assume spin rotation invariance and typically do not lead to useful constraints in its absence. Our argument allows both for strong interactions and for broken spin rotation invariance, while preserving TR symmetry.

Significance

Quantum spin liquids are exotic insulators in which the electron’s spin, charge, and fermionic statistics are carried by separate excitations. They have received attention for their potential as a quantum memory and as a parent state for high-temperature superconductivity. A key principle guiding the search for experimental candidate materials is the absence of conventional order in insulators at “fractional” electron filling. Previous results established what constitutes fractional filling, but assumed symmetries that are typically not respected in real materials or considered only simple lattices. Here, assuming only physical symmetries we establish filling conditions for all 230 space groups. This should aid in the search for quantum spin liquids and topological semimetals.
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The best bounds of $\nu_{\text{min}}$ are obtained using the second approach, by defining the system on a closed manifold that is locally flat and hence is locally indistinguishable from the Euclidean space (Bieberbach spaces). These spaces are generalizations of the torus, where instead of identifying points related by translations, one uses NS elements (glide planes or screw axes), which combine a fractional lattice translation with a reflection or rotation) to obtain a compact manifold. By exposing an obstruction for systems defined on such spaces, we show that a sym-SRE phase cannot appear at certain fillings.

Finally we show there are special cases where obstructions to a sym-SRE insulator occur despite being on symmetric lattices at even integer filling. These occur only in spin models without charge fluctuations, where reflection symmetry relates two entanglement cuts that can enclose an odd number of sites.

Overview

Before presenting our detailed arguments, we first give an intuitive description of the key ideas and results. A phase is SRE if it can be adiabatically deformed to an unentangled product state (12, 13). Note that there is no assumption of symmetry during the deformation, so topological insulators are SRE. In contrast, gapless phases with algebraic correlations (including both band metals and gapless spin liquids) and gapped phases with emergent anyonic excitations are “long-range entangled” phases.

In this work we prove a general constraint on the number of electrons $\nu$ per primitive unit cell required to realize a sym-SRE phase: Consider a system of electrons with Kramers degeneracy. We assume the particle number conservation, a space group symmetry including lattice translations, and TR symmetry. Then, to obtain a sym-SRE phase, $\nu$ has to be an even integer. Furthermore, if the space group is NS, $\nu$ must be a multiple of 4, 6, 8, or 12, depending on the space group.

We remark that our result is in fact slightly stronger than stated. Under the assumptions of ref. 14, by proving ground state degeneracy on certain geometries we rule out “invertible topological order” (iTO) at these fillings. All SRE phases are (trivial) iTO. In fact, some authors define the term “SRE” to mean iTO. Fortunately our constraint is correct with either definition.

To warm up, we first ignore charge fluctuations and consider an infinite, periodic 1D chain with one localized spin-1/2 moment per cell. For an $S^z$ conserving chain at half filling [including SO(3) invariant chains], the HOLSM theorem asserts that the ground state must either be gapless or break symmetry. A more general version of HOLSM is known in 1D (8): When each unit cell carries a projective representation (or Kramers degeneracy), a sym-SRE phase is forbidden.

To illustrate the ideas discussed in ref. 8, consider a spin-1/2 chain with TR symmetry $T$. Suppose the system is in a sym-SRE phase, and consider an entanglement cut at some bond $L$ which determines a Schmidt decomposition of the ground state. Due to the presence of a gap, the high-weight Schmidt states have a discrete spectrum (15), which we label $\Delta L$. The Schmidt states $|\Delta L\rangle$ are all either Kramers singlets with $T^z|\Delta L\rangle = |\Delta L\rangle$ or doublets with $T^z|\Delta L\rangle = -|\Delta L\rangle$. This is because in the absence of long-range order, all Schmidt states differ by the action of operators localized near the cut, and local operators never switch the value of $T^z$. Now advance the entanglement cut by a lattice translation to bond $L+1$, as illustrated in Fig. 1A. On the one hand, we have added one more spin-1/2 to the Schmidt states, so their $T^z$ eigenvalue must change by $-1$; on the other hand, the two cuts should be equivalent due to translation invariance, so their $T^z$ eigenvalue should not change. We thus arrive at a contradiction: The Kramers degeneracy carried by each unit cell translates into an obstruction to a sym-SRE phase.

In 1D there are two ways to circumvent the obstruction. If the system is gapless, the Schmidt weights form a degenerate continuum and it is no longer well defined to track the $T^z$ eigenvalue of any particular Schmidt state. If the system spontaneously breaks a discrete symmetry, one can still form a symmetric combination of the ground states, but it will be a Schrödinger’s cat state with long-range order. For a cat state the Schmidt states look different from each other arbitrarily far away from the cut, and the assignment of $T^z$ eigenvalues may differ across different Schmidt states at the same cut. For example, for the valence-bond solid (VBS) state in Fig. 1B, we assign $T^z = -1$ if the entanglement cut dissects a singlet pair and $T^z = +1$ otherwise. Consequently the $T^z$ eigenvalue depends on the Schmidt state and our argument breaks down.

To obtain similar constraints in higher-dimensional periodic systems, one can extend the above argument by suitably imposing periodic boundary conditions with odd circumference in all but one dimension to form a quasi-1D cylindrical geometry and then apply the 1D argument (16). For instance, a TR-symmetric Mott insulator on the Kagome lattice, having three spin-1/2 moments per cell, cannot be in the sym-SRE phase. In dimensions higher than 1D, if the system is gapped, the resulting ground state degeneracy at $\nu < \nu_{\text{min}}$ can be either due to spontaneous symmetry breaking or due to topological order. For topological orders with $\nu < \nu_{\text{min}}$ the topologically degenerate ground states associated with periodic boundary conditions may be related to each other by the symmetries, which is a subtle form of symmetry breaking.

HOLSM is only one example of a much larger class of constraints we obtain using this program: A sym-SRE phase is prohibited whenever two entanglement cuts are related by some spatial symmetry (such as reflection, glide, or screw) and they enclose a projective representation. In particular, a sym-SRE phase can be forbidden even when there are two spin-1/2 moments per unit cell when the enclosed volume is only a fraction of the unit cell. Later in this work we demonstrate this by a concrete model of localized spin moments.

Fig. 1. Schematic Schmidt decomposition of an infinite periodic chain with one spin-1/2 per cell and TR symmetry. (A) Two entanglement cuts, related by a lattice translation, enclose one spin-1/2 moment. If the system is in a sym-SRE phase, the Schmidt states have the same $T^z$ eigenvalue at the same cut and have to change from, say, $T^z = +1$ (blue) at cut $x$ to $T^z = -1$ (red) at cut $x+1$, which is inconsistent with translation symmetry. The system can circumvent such obstruction by either becoming gapless or spontaneously breaking symmetry (such that the symmetric state is a cat state). (B) Pictorial description of a VBS cat state.
In real materials, however, spin-1/2 moments typically come from spinful electrons that are not strictly localized. At a formal level, this does not constitute a projective representation in each unit cell and the preceding arguments do not apply. Naively, one might think any constraint on the number of localized spin-1/2 moments simply morphs into one on electron filling. Surprisingly, this is not true: There are localized spin models, like the one mentioned above, for which a sym-SRE phase becomes allowed once charge fluctuations are added.

To understand real materials, it is therefore important to extend HOLSM-type theorems to electronic systems with both charge fluctuation and SOC. We address this problem, assuming only particle number conservation and TR symmetry. Our results indicate that an electronic system can be in a sym-SRE phase only when the filling is an even integer. For most NS space groups, the presence of fractional translations in the glides or screws allows us to obtain an even tighter constraint. Two NS space groups, however, are exceptional and do not contain any intrinsically NS elements (17); they instead feature a “Borromean ring” of screws, and our entanglement argument does not distinguish them from the symorphic ones.

To handle them, we appeal to the following physical intuition: A sym-SRE phase is sensitive only to local physics, so should have a unique ground state on any large lattice geometry that looks locally identical to the translationally invariant infinite Euclidean space. These geometries are the lattice analogs of compact flat manifolds, and by systematically studying all of the compact flat manifolds we obtain the tightest possible lower bounds for a set of “elementary” space groups that we list in Table 1. Using group-subgroup relations, we manage to derive lower bounds on the sym-SRE electron filling for each of all 230 space groups (Fig. S1). These lower bounds are provably tight for all but 10 space groups.

A LSM-Type Theorem for Spin-Orbit Coupled Chains

Here we show that a TR-invariant spin-orbit coupled chain at odd filling cannot realize a sym-SRE phase. The argument presented here paraphrases a more precise proof, using the language of matrix product states in SI Text.

We proceed by assuming the ground state |Ψ⟩ is symmetric, obeys the area law, and is SRE and derive a constraint on the filling ν. Let x label unit cells and $\hat{T}_1$ be the translation $x \to x + 1$. Each unit cell may contain many sites and orbitals. We Schmidt decompose $|Ψ⟩$ across a bond $x \in (x_0 - 1, x_0)$, $|Ψ⟩ = \sum_\alpha |\alpha⟩ |\psi_{xL}\rangle |\psi_{xR}\rangle$. By the assumption that |Ψ⟩ obeys an area law, the Schmidt spectrum $s_\alpha$ (and hence the label $\alpha$) is discrete. Each Schmidt state is an eigenstate of the number operator $\sum_i \tau_i N_i$ (the total charge to the left), but it is subtle to discuss their eigenvalues as they are ill-defined in the thermodynamic limit. Instead, the well-defined quantity is the charge relative to the mean filling, $Q_\alpha = N_i - \nu$:

$$\sum_{x<\tau} \hat{Q}_\alpha |\psi_{xL}\rangle = Q_\alpha |\psi_{\tau L}\rangle, \quad Q_\alpha = \sum_{x<\tau} \langle\alpha| \hat{Q}_\alpha |\psi_{\tau L}\rangle. \quad [1]$$

The sum is well conditioned because $\langle\alpha| \hat{Q}_\alpha |\psi_{\tau L}\rangle \to 0$ as $x \to -\infty$ exponentially quickly in a sym-SRE state. This follows from the fact that the Schmidt states differ from the ground state only in the vicinity of the cut.

Translation invariance $\hat{T}_1 |Ψ⟩ = |Ψ⟩$ implies that the Schmidt decompositions across different bonds are related by $s_\alpha = s_{\tau+1}$, $\hat{T}_1 |\alpha⟩ |\psi_{\tau L}\rangle = |\alpha⟩ |\psi_{\tau+1L}\rangle$, with the two translation-related states having the same charge excess $Q_\alpha$. The Schmidt states at the two cuts are related by the addition of the intervening sites, spanned by states $|p⟩_{\tau}$:

$$|\alpha⟩ |\psi_{\tau L}\rangle = \sum_{p,\beta} B^\alpha_{p\beta} |p⟩_{\tau} |\beta⟩_{\tau L}. \quad [2]$$

Choosing a charge eigenbasis for the sites, $Q_\alpha |p⟩_{\tau} = Q_p |p⟩_{\tau}$, with $Q_p \in \mathbb{Z} - \nu$, charge conservation implies that whenever $B^\alpha_{p\beta} \neq 0$ we have $Q_p = Q_\beta + Q_\alpha$. However, as long as the state is SRE, $Q_\alpha - Q_\beta \in \mathbb{Z}$, because any two Schmidt states differ by the addition or rearrangement of some particles near the entanglement cut. This is a contradiction unless $\nu \in \mathbb{Z}$ (the HOLSM theorem). For a cat state of two charge-density wave orders, which is symmetric but not SRE, $Q_\alpha - Q_\beta$ no longer needs to be an integer and our argument does not apply.

When TR symmetry is incorporated, each Schmidt state is part of either a Kramers singlet or doublet:

$$\hat{T}_1^2 |\alpha⟩ |\psi_{\tau L}\rangle = (\hat{T}_1^2)_{\alpha} |\alpha⟩ |\psi_{\tau L}\rangle, \quad (\hat{T}_1^2)_{\alpha} = \pm 1. \quad [3]$$

Of course $(\hat{T}_1^2)_{\alpha}$ is related to $(-1)^{Q_\alpha}$, but we have to recall that $\hat{T}_1^2$ is defined to be $(-1)^{Q_\alpha}$, not $(-1)^{Q_\alpha}$. The divergence of the total charge results in an ambiguous but (assuming SRE) $\alpha$-independent phase, $(\hat{T}_1^2)_{\alpha} = e^{i\phi_{\alpha}[1]}$. Again, because of translation invariance, the charge excess $Q_\alpha$ and the TR character $(\hat{T}_1^2)_{\alpha}$ are independent of $x$.

Now consider the action of $\hat{T}_1^2$ on the decomposition (2),

$$\hat{T}_1^2 |\alpha⟩ |\psi_{\tau+1 L}\rangle = \sum_{p,\beta} B^\alpha_{p\beta} (\hat{T}_1^2 |p⟩_{\tau}) |\beta⟩_{\tau+1 L}$$

$$= e^{i\phi_{\alpha}} \sum_{p,\beta} B^\alpha_{p\beta} (-1)^{Q_p+Q_\alpha} |p⟩_{\tau} |\beta⟩_{\tau+1 L} \quad [4]$$

$$= (-1)^{i\nu} e^{i\phi_{\alpha}} (-1)^{Q_\alpha} |\alpha⟩ |\psi_{\tau+1L}\rangle,$$

where we used $Q_\alpha = Q_p + Q_\beta$ and Eq. 2 again in the last step. Note the factor of $(-1)^{i\nu}$ compared with $(\hat{T}_1^2)_{\alpha} = e^{i\phi_{\alpha}[1]}$. It follows that $(-1)^{i\nu} = 1$ and hence $\nu \in \mathbb{Z}$.

If $\nu \notin \mathbb{Z}$, one of our assumptions must be violated: Either the phase is gapless, the state breaks a symmetry, or it is symmetric but a long-range correlated cat state. For example, for a gapless system the entanglement Hamiltonian is also gapless: All $s_\alpha \to 0$, the Schmidt states form a continuum, and the symmetry properties of the Schmidt states are ill-defined. Alternatively, for a VBS cat state in Fig. 1B, the ambigous phase $e^{i\phi_{\alpha}}$ is no longer $\alpha$.

Table 1. Summary of $s_{\min}$ for elementary space groups

<table>
<thead>
<tr>
<th>ITC no.</th>
<th>Key elements</th>
<th>AI*</th>
<th>Ent1</th>
<th>Bbb*</th>
<th>Manifold name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Translation)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>Torus</td>
</tr>
<tr>
<td>4</td>
<td>21</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>Dicosm</td>
</tr>
<tr>
<td>144/145</td>
<td>31/21</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>Tricosm</td>
</tr>
<tr>
<td>76/78</td>
<td>41/41</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>Tetracosm</td>
</tr>
<tr>
<td>77</td>
<td>41</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>41</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>189/170</td>
<td>61/61</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>Hexacosm</td>
</tr>
<tr>
<td>171/172</td>
<td>62/62</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>173</td>
<td>61</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>Didicosm</td>
</tr>
<tr>
<td>19</td>
<td>21, 21</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>21, 21</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Glide</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>First amphicosm</td>
</tr>
<tr>
<td>9</td>
<td>Glide</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>Second amphicosm</td>
</tr>
<tr>
<td>29</td>
<td>Glide, 21</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Glide, 21</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

*The minimal filling required to form a symmetric atomic insulator.

**$s_{\min}$ obtained in Extension to 3D Symmorphic and NonSymmorphic Crystals. Bounds are not tight for nos. 19, 24, 29, and 33.

$\nu$: The minimal filling required to form a symmetric atomic insulator.
Extension to 3D Symmorphic and Nonsymmorphic Crystals

The above argument can be extended to 3D systems, using the quasi-1D (generalized) cylinder \( \mathbb{R} \times T^2 \). (Our results are also applicable to 2D systems with layer groups, because any layer group has a natural correspondence to a space group.) Given a 3D crystal with the primitive lattice vector \( \vec{a}_{1,2,3} \), we introduce a periodic boundary condition that identifies \( \vec{x} \) with \( \vec{x} + N_2 \vec{a}_2 \) and \( \vec{x} + N_3 \vec{a}_3 \). We are then left with a single “long” direction with infinite extent along \( \vec{a}_1 \) and a translation symmetry \( T_1 \). Formally we can view the cylinder as a 1D chain with a 1D-unit cell that comprises \( N_2 N_3 \) of the 3D unit cells. Therefore, choosing \( N_2, N_3 \) to be odd, the constraint on 1D filling \( \nu_{1D} = (N_2 N_3 \nu) \in 2 \mathbb{Z} \) implies \( \nu \in 2 \mathbb{Z} \).

Strictly speaking, at \( \nu \notin 2 \mathbb{Z} \) this argument demonstrates there cannot be a symmetric, gapped ground state for an infinite sequence of odd-circumference geometries. Assuming that sym-SRE phases must have a unique (and hence symmetric) gapped ground state on a cylinder of sufficiently large \( N_2, N_3 \), we then rule out sym-SRE phases in the thermodynamic limit. Intuitively, a sym-SRE phase cannot detect the global topology (or parity of \( N_i \)) because it is sensitive only to local physics. We comment further on this assumption later. We note that both Oshikawa’s argument (2) and the rigorous results of Hastings on the scaling of the gap (3) also apply only to tori of odd by even circumference. Thus, the same assumption is implicit if their results are taken to rule out sym-SRE phases.

The lower bound \( \nu_{\text{min}} = 2 \) is in fact the tightest possible bound for all 73 symmorphic space groups (unless extra constraints, like specifying a lattice realization, are imposed). A space group is symmorphic if every symmetry element can be decomposed into a product of a lattice translation \( n \vec{a}_i \), \( (n_i \in \mathbb{Z}) \) and a point group element. Such a decomposition implies that putting a site at the “origin” of the point group in each unit cell generates a lattice that respects all of the symmetries. One can then trivially realize an atomic insulator at \( \nu = 2 \) by putting a Kramers pair of electrons on each site of the lattice. Because we can explicitly construct a sym-SRE state at \( \nu = 2 \), the bound \( \nu_{\text{min}} = 2 \) is tight.

The situation is very different when the space group is NS, for which given any fixed origin at least one symmetry element contains a fractional translation. As a direct consequence, the unit cell of any lattice compatible with a given NS symmetry must contain more than one site. Because an atomic insulator can be formed by putting a Kramers pair on each site, an upper bound on \( \nu_{\text{max}} \) can be inferred from the lattice with fewest sites. This is listed in the “AI” column of Table 1.

To systematically study all 157 NS space groups, we focus on those 18 space groups listed in Table 1, which we refer to as elementary. All other NS space groups contain at least one of these elementary groups as a subgroup. [More precisely, here we are referring to so-called \( \Gamma \) subgroups (18), which retain the primitive unit cell of the entire group.] Thus, a lower bound on the elementary space groups immediately provides a lower bound for the others, although further work is required to determine whether the inferred bounds are tight.

All elementary NS space groups, except for no. 24, are made NS by a \( m_m \) screw (2\( \pi/n \) rotation followed by \( m/n \) translation) or a glide (a mirror reflection followed by a half translation), which we denote by \( G \) and list in the “key elements” column of Table 1. To establish a dimensional reduction as before, we have to specify our choice of primitive lattice vectors \( \vec{a}_{1,2,3} \). We require the following:

(i) The NS operation \( G \) is represented as \( G = e^{i\pi/(m/n)\vec{a}_i} \). Here, \( X \) is the rotation about an axis parallel to \( \vec{a}_i \) by \( m \pi/n \) or \( m/(m/n) \pi \). (ii) The plane spanned by \( \vec{a}_2 \) and \( \vec{a}_3 \) is invariant under \( X \). For these elementary NS groups, one can check case by case that such a choice is possible. (For nos. 24 and 80 one has to use the conventional cell that contains two primitive unit cells.)

As before, we take a cylinder geometry \( \mathbb{R} \times T^2 \) by introducing the periodic boundary condition for \( N_2 \vec{a}_2 \) and \( N_3 \vec{a}_3 \). We then replace the translation \( T_1 \) in the above argument with the NS operation \( G \).

The action of \( X \) is purely “on-site” in the 1D picture and has no effect on our 1D argument, because \( X \) merely rotates or reflects the plane spanned by \( \vec{a}_2 \) and \( \vec{a}_3 \), as illustrated in Fig. 2. The volume enclosed by the two cuts related by \( G \) is \( m/n \) times smaller than the symmorphic case, so we now have \( \nu_{1D} \neq (m/n)N_2N_3 \).

Requiring \( \nu_{1D} \notin 2 \mathbb{Z} \), we prove the \( \nu_{\text{min}} \) listed under column “\( \nu \)” in Table 1. (Because the conventional cell of nos. 24 and 80 contains two primitive unit cells, we have to divide the naive bound by 2, leading to the bounds 2 and 4, respectively.) For most of the elementary NS space groups, the lower bound of \( \nu_{\text{min}} \) obtained here coincides with the upper bound from the atomic insulator limit and hence is also the tightest possible bound.

Alternative Method: Putting Sym-SRE Insulators on Bieberbach Manifolds

The dimensional reduction argument can take advantage only of a single glide or screw symmetry, but no. 24 contains three orthogonal \( 2 \pi \) screws, and if any one is absent the crystal is symmorphic. As a result, applying the above argument to any particular \( 2 \pi \) screw leads to a nonoptimal bound (\( \nu_{\text{min}} = 2 \)) for no. 24. Similarly, the bounds obtained for nos. 19, 29, and 33 are not tight because of their multiple NS operations. Therefore, we need new machinery that makes use of multiple NS operations at once. Here we present a different line of argument that overcomes this challenge.

We use the following physical principle: If a Hamiltonian defined on an infinite lattice \( \Lambda \) is in a sym-SRE phase, it will have a unique gapped ground state on any compact lattice geometry in which (i) the Hamiltonian is locally indistinguishable from that on \( \Lambda \), (ii) the particle density is that of the thermodynamic limit, and (iii) the width of all compact directions is sufficiently larger than some scale comparable to the correlation length. The lattice geometries we have in mind are generalizations of the torus; in the continuum we would say they are “flat.” A discussion and heuristic justification of this principle are included in SI Text.

We first reproduce our constraint on \( \nu \) for symmorphic crystals. To that end, it is sufficient to put the system on a torus \( T^3 \) with odd circumferences \( N_1, N_2, N_3 \) in every direction, which is a well-defined procedure because the Hamiltonian is translation-invariant. If the filling \( \nu \) is odd, the total number of electrons \( N_e = \nu N_1 N_2 N_3 \) is also odd and Kramers degeneracy is unavoidable. However, according to the principle, a sym-SRE phase cannot detect the parity of \( N_1 \) once \( N_1 > 1 \) and should have a unique ground state. Hence \( \nu \) must be even.

Fig. 2. Entanglement cuts enclosing fractions of the unit cell. (A) In the quasi-1D setup, two entanglement cuts related by \( G \), say a \( 2 \pi \) screw, enclose a half-integral volume. (B) Distorted checkerboard lattice. Two entanglement cuts are related by the reflection symmetry.
The advantage of this argument is that one may get a stronger constraint by using manifolds other than the torus. To this end, we discuss how to define a lattice model on a flat manifold obtained by “modding out” $\mathbb{R}^2$ by a subgroup $\Gamma$ of the space group of the Hamiltonian. Let us first formalize the familiar example of putting a translation invariant 1D system onto a ring $S^1$. If the circumference of the ring is $N$, we identify sites $x$ with $x + nN$ ($n \in \mathbb{Z}$) and operators $O_i$ with $O_{i+nN}$. Denoting $\Gamma$ as the group generated by an $N$-step translation, one can formally rewrite this identification rule ($\sim$) as

$$\tilde{x} \sim_{\Gamma} g(x), \quad O^{(i)}_{\tilde{x}} \sim_{\Gamma} g^{-1} O^{(i)}_x g = \tilde{O}^{(i)}_{g(x)}(U)^g, \quad [5]$$

for $g \in \Gamma$. Here, $g$ is the quantum operator corresponding to $g$, $O^{(i)}$ runs over all of the operators at $\tilde{x}$, and $U^g$ is a unitary matrix representation that could account for any action of $g$ on the internal degrees of freedom, as will eventually be required for SOC. For the usual translation, $U^g = 1$. The Hamiltonian for the ring is obtained from that of the infinite chain by identifying terms using the $\sim_{\Gamma}$ relation.

The same procedure applies to more complicated space group symmetries: Given a 3D lattice Hamiltonian symmetric under $\Gamma$, we impose the equivalence relation $\sim_{\Gamma}$ to obtain a lattice model on the space $\mathbb{R}^3/\Gamma$. There are two requirements on $\Gamma$ to obtain a well-defined lattice Hamiltonian. First, $\Gamma$ must be fixed-point free (also called “Bieberbach”), as otherwise the manifold will contain conical singularities or edges, so will not be locally indistinguishable from the plane (more details in SI Text). Second, $U^g$ also encodes the nontrivial action of glides and screws on the internal spin, $\Gamma$ has to be compatible with certain consistency conditions (namely the existence of the lattice analog of Spin and Pin$^-$ structure), which we will return to shortly.

There are 10 compact flat manifolds (known as Bieberbach manifolds) in 3D, and each of them can be obtained by modding out $\mathbb{R}^2$ by a Bieberbach group $\Gamma$ (19). For example, when $\Gamma$ is generated by a glide and two other orthogonal translations, we obtain a manifold (the Klein bottle) $\times S^1$, the so-called “first amphicosm” (19). When $\Gamma$ is NS, the number of unit cells contained in the resulting manifold can be fractional and will lead to a tighter bound. To derive the constraint for space group no. 24, we use $\Gamma$ spanned by two screws suitably chosen to avoid a conical singularity (more details in SI Text). The resulting manifold (Fig. S2) contains two $(2N_1 + 1)(2N_2 + 1)(2N_3 + 1)/2$ primitive unit cells of no. 24 and we must have $N_i \in 4Z$ to avoid a Kramers degeneracy. By engineering $\Gamma$ for each of the elementary space groups, we have obtained the bounds $v_{\text{min}}$ summarized under column “Bbb” in Table 1—sym-SRE phases are allowed when $\nu$ is a multiple of $v_{\text{min}}$. Furthermore, by using group–group relations we determine bounds for each of the 157 NS space groups, which we include in full in SI Text.

Are our bounds optimal? Except for 10 NS space groups, we can prove the Bieberbach bound is necessary and sufficient by constructing a noninteracting band insulator at the conjectured filling (20). For 10 NS groups (nos. 73, 106, 110, 133, 135, 142, 206, 220, 228, and 230), however, our method here indicates a sym-SRE insulator is possible at $\nu = 4$, whereas one can in fact show a band insulator at this filling is impossible. Therefore, there are two possibilities—either one can actually show a stronger interacting constraint that prohibits a sym-SRE phase at $\nu = 4$ (by using purely point group symmetries of the space group, which we did not use in this work) or there indeed exists an interacting example of sym-SRE phase at this filling. The latter option would be quite surprising, implying the gap can be opened at these fillings only with interactions, yet results in a sym-SRE phase—an intrinsically interacting trivial phase.

We note the following technical point. It is well known that consistently defining spinors in the continuum requires the manifold to admit “Spin” or “Pin$^{\pm}$” structure (21), so we should investigate whether this constraint arises in the SOC lattice setting (Pin$^{\pm}$ structures extend Spin structures to nonorientable manifolds; the $\mp$ sign indicates that the square of a reflection is $\pm 1$). The subtlety arises because SOC spinful fermion operators $f^\dagger \sigma_z f$ transform under a double group of the space group [e.g., SU(2) rather than SO(3)] for the proper rotation part of the space group], leading to sign ambiguities in the choice of $U^g$ in Eq. 5. If the signs are not fixed properly, $U^g$ will generate a projective representation of $\Gamma$; i.e., $U^g U^g_\mp = \pm U^g$. When $U^g$ is projective, the equivalence relation $\sim_{\Gamma}$ is ill-defined; we do not know whether we should identify $f^\dagger \sigma_z f U^g f^\dagger \sigma_z f$ with $f^\dagger \sigma_z f$ or $-f^\dagger \sigma_z f$. Therefore, we have to carefully choose the sign of each $U^g$ in such a way that $U^g$ forms a linear (nonprojective) representation of $\Gamma$. This choice may not be unique, and as detailed in SI Text each choice corresponds to a different Spin/Pin$^\mp$ structure (22). Fortunately, all 3D flat manifolds admit either a Spin or a Pin$^-$ structure, so the proper choice of $U^g$ is always possible.

Localized Spin Models: New Symmetry Constraints

So far we have focused on universal constraints on $\nu$ with the input of space groups only. We now show that, given specific positions of sites in the unit cell, there is an entirely new class of constraints.

Unlike the previous section where we could use only fixed-point free symmetry operations, here we use a point-group symmetry to probe the location of the sites in the unit cell. For this result we must restrict to the strongly Mott-insulating regime where the system reduces to $S = 1/2$ moments at lattice sites. In the presence of certain reflection symmetries, even for symmorphic crystal lattices the minimal filling for a trivial paramagnet can be $v_{\text{min}} = 4$, not $\nu_{\text{min}} = 2$. In particular: If an $S = 1/2$ magnet has an odd number of moments per unit cell lying on a reflection plane, it cannot be in a sym-SRE phase. What was previously the “tightest” bound is increased because here we assume a more constraining scenario; namely we assume specific lattice realizations of the space group where the electrons are strongly localized.

As a concrete example we consider the distorted checkerboard lattice shown in Fig. 2B with $S = 1/2$ moments localized on every lattice site. This is an example of a lattice with the wallpaper group no. 3 ($pmm$), which contains a mirror $(x, y) \rightarrow (-x, y)$. There are two inequivalent mirror planes $x = 0$ and $x = 1/2$, and we consider a lattice formed by limiting only one of these mirror planes in each unit cell as shown in Fig. 2B. No symmetry relates the moments on the two sublattices “a” and “b.” Wallpaper group no. 3 is symmorphic and our previous results require only an even filling.

Now let us put the system onto a cylinder with an odd circumference in the $y$ direction. Consider an entanglement cut at anywhere between $x = 0$ and $x = 1/2$. Under mirror reflection about the plane $x = 1/2$, the two entanglement cuts enclose an odd number of sites in sublattice $b$ and hence an odd number of $S = 1/2$ moments. Now suppose that each $S = 1/2$ moment carries a projective representation of some symmetry, say TR or SO(3). Then these symmetry-related entanglement cuts yield corresponding Schmidt states carrying different representations. This rules out a sym-SRE at filling $\nu = 2$.

Note, however, if charge fluctuations are allowed, then we can localize both electrons to one or the other lattice site and thereby obtain a sym-SRE insulator. Therefore, it was important that we consider the pure spin model. Another route to preserving the obstruction is to consider Hamiltonians with particle-hole symmetry, obtained, for instance, by allowing only hopping between bipartite lattice sites. This also effectively constrains the filling on sites.

Applications

Let us discuss some physical applications of our result. First, a Mott insulator at odd filling either must be gapless or, if gapped,
must display a ground state degeneracy. Because we assume only TR but not spin-rotation symmetry, this is of practical relevance in real materials with nonnegligible SOC. Consider the possible ground states for such a Mott insulator in $D = 2$. The conventional insulating ground states, such as charge density or Néel order, have ground state degeneracy resulting from symmetry breaking. However, any other cause for ground state degeneracy, or gaplessness, must have an exotic origin. For example, ground state degeneracy that is not attributable to symmetry breaking implies there is no local operator that could distinguish the different states. This is the hallmark of topological order, as in a quantum spin liquid, where emergent excitations with self or mutual anyonic statistics are expected. Similarly, the conventional origins of gapless excitations in a phase, either a Fermi sea of electrons or Goldstone modes, are both ruled out because we are dealing with a symmetric insulator. The material Herbersmitheite ($\text{ZnCu}_3(\text{OH})_6\text{Cl}_2$) is a Mott insulator with spin 1/2 moments on a Kagome lattice (23). The ground state is believed to be symmetric because no thermodynamic phase transition occurs on lowering the temperature to a small fraction of the exchange energy. In addition to Heisenberg exchange terms, SOC-induced Dzyaloshinskii–Moriya interactions lower the spin rotation symmetry $(7)$ and one cannot directly apply the original HOLSM to this system. However, because TR is preserved, our results imply the resulting ground state must be an unconventional phase of matter such as a gapped quantum spin liquid.

A more surprising application of our results concerns the truly 3D material $\text{Na}_2\text{Ir}_2\text{O}_6$, in which the iridium atoms form a hyperkagome lattice with 12 sites per primitive unit cell (24). Similar to Herbersmitheite, no thermodynamic phase transition is observed when approaching the zero-temperature limit. In a simplified picture, the system has on average 12 spin-1/2 moments in each unit cell with significant SOC (5), and so neither HOLSM nor our previous argument for Herbersmitheite can rule out a sym-SRE insulating phase. Nonetheless, we can still rule it out by incorporating the NS space group symmetries: $\text{Na}_2\text{Ir}_2\text{O}_6$ crystallizes in the space group no. 213 (P4$_3$32) (24). Our result allows for sym-SRE only when $\nu \in \mathbb{Z}$ (Table S1) but $\nu = 12$ for this material.

One caveat though is that, strictly speaking, the presence of impurities destroys translation invariance, which is crucial to defining filling (23). In addition, for some systems, like $\text{Na}_2\text{Ir}_2\text{O}_6$, certain atoms are not perfectly ordered and the space group symmetries are only approximate (24).

As a second class of examples consider the Dirac semimetal described in refs. 25 and 26. A simple model of this state is the Fuj–Kane–Mele (27) model of electrons on a diamond lattice at half filling $\nu = 2$, which leads to Dirac cones at faces of the Brillouin zone. In a noninteracting electron picture, the stability of this interesting electronic structure arises from the NS space group of the diamond lattice, which leads to a four-dimensional irreducible representation. Can strong interactions gap these nodes and lead to a sym-SRE insulator? The diamond lattice is NS and $\nu_{\text{min}} = 4$—implying that if the Dirac nodes are gapped, the system necessarily breaks symmetry or is topologically ordered.

We conclude with some open questions. Can one prove that sym-SRE phases have a unique ground state on flat geometries, an assumption also implicit in the common interpretation of Hastings and Oshikawa’s results? For the 10 space groups with a discrepancy between the noninteracting and interacting bounds, is there a tighter interacting bound or an intrinsically interacting sym-SRE phase? Finally, what are the constraints on topological order and symmetry fractionalization for NS lattices, analogous to the analysis for 2D Mott insulators (16)?
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