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Abstract Seagrass and other freshwater macrophytes can acquire nutrients from surrounding water through their blades. This flux may depend on the current speed (U), which can influence both the posture of flexible blades (reconfiguration) and the thickness of the flux-limiting diffusive layer. The impact of current speed (U) on mass flux to flexible blades of model seagrass was studied through a combination of laboratory flume experiments, numerical modeling and theory. Model seagrass blades were constructed from low-density polyethylene (LDPE), and 1, 2-dichlorobenzene was used as a tracer chemical. The tracer mass accumulation in the blades was measured at different unidirectional current speeds. A numerical model was used to estimate the transfer velocity (K) by fitting the measured mass uptake to a one-dimensional diffusion model. The measured transfer velocity was compared to predictions based on laminar and turbulent boundary layers developing over a flat plate parallel to flow, for which \( K \propto U^{0.5} \) and \( K \propto U \), respectively. The degree of blade reconfiguration depended on the dimensionless Cauchy number, \( Ca \), which is a function of both the blade stiffness and flow velocity. For large \( Ca \), the majority of the blade was parallel to the flow, and the measured transfer velocity agreed with laminar boundary layer theory, \( K \propto U^{0.5} \). For small \( Ca \), the model blades remained upright, and the flux to the blade was diminished relative to the flat-plate model. A meadow-scale analysis suggests that the mass exchange at the blade scale may control the uptake at the meadow scale.

1. Introduction

Seagrass provides a variety of ecosystem services. It supports biodiversity by providing habitat and shelter areas for various fisheries [Costanza et al., 1997] and by supplying food for larger herbivorous animals such as the dugong and green turtle [Waycott et al., 2005]. Seagrass attenuates incoming waves and protects shorelines from erosion due to wave impact [e.g., Koch et al., 2009]. Submerged macrophytes can also benefit the surrounding ecosystem by retaining the nutrients within the local environment [Barko and James, 1998]. Acting as a carbon sink, seagrass sequesters a larger amount of carbon per hectare per year than rainforest [Fourquean et al., 2012]. Because seagrass plays such an important role in its environment, its protection and restoration have become a major focus in coastal management [Greiner et al., 2013].

A better understanding of the optimal conditions for seagrass growth is important for seagrass restoration. In this paper we consider specifically how flow conditions impact potential nutrient uptake. Unlike terrestrial vegetation, seagrass can take up nutrients from leaf tissue in addition to root tissue [Touchette and Burkholler, 2000; Romero et al., 2006]. The proportion of nutrient uptake by leaves may directly affect the growth rate, since seagrass communities frequently occur in oligotrophic environments, which lack essential elements such as dissolved nitrogen and phosphorus [Romero et al., 2006]. Previous studies have shown that nutrient uptake rates increase with velocity, \( U \), if the uptake is mass-transfer limited [Bilger and Atkinson, 1992; Koch, 1994; Hurd et al., 1996; Thomas et al., 2000]. However, above a certain velocity the rate of mass transported to the blade surface by diffusion may surpass the maximum rate at which seagrass can biologically incorporate the available nutrients. At this point, the uptake rate is biologically limited and not impacted by further increases in velocity. The transition between mass-transfer-limited and biologically-limited flux depends on biological factors such as enzyme activity and light availability, which affects the photosynthetic rate [Koch, 1994]. In this study, we focus on the mass-
transfer limit, seeking to understand the relationship between flow velocity and potential flux of nutrients to seagrass blades under the mass-transfer limit. For simplicity and to isolate the physical transport processes, the experiments were conducted with individual model seagrass blades made of LDPE (low-density polyethylene) in unidirectional flows.

The mass flux per blade surface area \( J \) (kg/m\(^2\)s) may be described by a transfer velocity \( K \) (m/s),

\[
J = K \Delta C
\]

with \( \Delta C \) (kg/m\(^3\)) the concentration difference between the bulk fluid and the blade surface. To derive a model for \( K \) we appeal to boundary layer theory. Assuming that a pronated seagrass blade approximates a flat plate (Figure 1), a viscous boundary layer grows with distance from the leading edge. Initially the boundary layer is laminar, even if the external flow is turbulent. As long as the boundary layer remains laminar, the boundary layer thickness, \( \delta \), can be described by the Blasius equation [e.g., White, 2008],

\[
\delta(x) = 5 \text{Re}_{x}^{1/2} x, \quad \text{Re}_{x} = \frac{Ux}{v}
\]

where \( x \) is the distance from the leading edge, \( U \) is the current speed, \( v \) is the kinematic viscosity of water, and \( \text{Re}_{x} \) is the boundary layer Reynolds number. At some distance from the leading edge, defined by \( \text{Re}_{x} = \frac{Ux}{v} \approx 5 \times 10^{5} \), the boundary layer becomes turbulent with a viscous sublayer. However, the presence of vigorous turbulence may cause an earlier transition [e.g., Kosorygin and Polyakov, 1990]. Once the boundary layer is turbulent, the viscous sublayer thickness is between

\[
\delta_{V} = \frac{5v}{u_{*}} \quad \text{and} \quad \frac{10v}{u_{*}}
\]

with \( u_{*} \), the shear velocity [Boudreau and Jorgensen, 2001; Kundu and Cohen, 2002].

One limit of flux behavior can be defined if we assume that the transition to a turbulent boundary layer occurs at the leading edge, which might be reasonable if surface roughness on the blade is large enough to trip the boundary layer. In this case the viscous sublayer thickness is uniform along the blade. The diffusive boundary layer thickness \( \delta_{D} \) is related to the viscous boundary layer thickness \( \delta_{V} \) through the Schmidt number \( Sc \) [Boudreau and Jorgensen, 2001]

\[
\delta_{D} = \delta_{V} \text{Sc}^{1/3}, \quad \text{Sc} = \frac{v}{D_{W}}
\]

where \( D_{W} \) is the molecular diffusivity in water. A simple model for mass flux can then be constructed by assuming that outside the diffusive boundary layer the fluid is well-mixed by turbulence and the concentration of the solute in the water is uniform in the bulk fluid. Within the diffusive boundary layer, the concentration gradient is assumed to be linear between the bulk fluid concentration and the concentration at the blade surface. The mass flux across the diffusive boundary layer can then be described using Fick’s law [Stevens and Hurd, 1997],

\[
J = \frac{D_{W}}{\delta_{D}} \frac{\partial C}{\partial y} = K \Delta C, \quad K = \frac{D_{W}}{\delta_{D}}
\]

where \( \Delta C \) is now specifically the concentration difference across the diffusive boundary layer, and \( K = \frac{D_{W}}{\delta_{D}} \) is the transfer velocity. For a given surface, \( u_{*} \), scales on \( U \), so that equations (3), (4) and (5) indicate that the transfer velocity is linearly proportional to velocity, e.g., assuming \( \delta_{V} = \frac{5v}{u_{*}} \).
Indeed, a linear relationship between transfer velocity and current speed has been observed for kelp blades \cite{Hurd et al., 1996}. However, this relationship is not supported by field measurements with seagrass, for which the flux of nutrient to meadows under unidirectional current exhibit a dependence on velocity of $U^{0.4 \pm 0.2}$ \cite{Weitzman et al., 2013; Thomas et al., 2000}.

For an alternate model, we may assume that the blade is sufficiently smooth to maintain a laminar boundary layer over the length of the blade. Indeed, Nishihara and Ackerman \cite{2009} observed a laminar boundary layer over the full length of individual leaves of a freshwater macrophyte. In addition, Koch \cite{1994} showed that blades of the seagrass *Thalassia testudinum* with low epiphytic growth are hydrodynamically smooth over a wide range of current speeds, suggesting that a laminar boundary layer model is appropriate for these blades. Further, for a typical range of blade lengths, $L = 0.1$ to 0.6 m, the boundary layer will not become turbulent before the end of the blade (i.e., $Re_L < 10^5$) for current speeds up to 0.8 m/s. Assuming a laminar boundary layer is maintained over the entire blade length, the transfer velocity at distance $x$ from the leading edge is $K(x) = 0.332x^{-1}D_WRe_L^{1/2}Sc^{1/3}$ \cite[e.g.,][]{Incropera and DeWitt, 1996}, from which the average transfer velocity along a blade of length $L$ (denoted by overbar) is:

$$\bar{K} = \frac{1}{L} \int_0^L 0.332D_W \frac{U}{x} Sc^{1/3} dx = 0.664D_W \frac{U}{UL} Sc^{1/3}$$

The laminar boundary layer model has previously used to describe flux to individual leaves of terrestrial timber trees \cite[e.g.,][]{Grace et al., 1980} and the freshwater macrophyte, *Vallisneria americana* \cite{Nishihara and Ackerman, 2006}.

In the flux models discussed above, the seagrass blade is modeled as a flat plate positioned parallel to the flow. However, depending on the current magnitude, the blade posture may vary from vertical (perpendicular to the flow) to strongly pronated (with most of the blade parallel to the flow). The change in plant posture in response to flow is known as reconfiguration, and the degree of reconfiguration is described by two dimensionless parameters, the Cauchy number $Ca$, which is the ratio of the hydrodynamic drag to the restoring force due to blade stiffness, and the Buoyancy parameter $B$, which is the ratio between restoring forces due to buoyancy and stiffness \cite{Luhar and Nepf, 2011},

$$Ca = \frac{1}{2} \frac{\rho C_D b U L^3}{EI}, \quad B = \frac{\Delta p g bh L^3}{EI}$$

where $\rho$ is the density of water, $C_D$ is the drag coefficient, $b$ is the blade width, $h$ is the blade thickness, $\Delta \rho$ is the difference in density between the water and the blade, $E$ is the Young’s modulus, and $I = \frac{bh^3}{12}$ is the second moment of inertia. Previous studies indicate that $B$ is small for common seagrass species such as *Thalassia testudinum*, *Posidonia oceanica* and *Zostera marina* ($B \leq 1.4$, see Table 2), and, for this range of values, $B$ does not play an important role in controlling blade posture \cite{Luhar and Nepf, 2011}. For example, Figure 2 compares the reconfiguration predicted from the Luhar model for two blades ($B = 0$ and 10) across a range of $Ca$. If $Ca=1$, the blade is nearly vertical in posture; if $Ca=1000$, then 90% of the blade is pronated, resembling a flat plate parallel to flow. At these values of $Ca (= 1$ and 1000), the value of $B (= 0$ and 10) has little influence on the blade posture, and the curves for $B = 0$ and $B = 10$ overlap. For $Ca=32$, there is a small influence from $B$, as the curve $B=0$ is slightly more pronated than $B=10$. Considering the range of postures shown in Figure 2, we expect that the flat plate model may apply for the pronated blades ($Ca \gg 1$), but not for upright blades ($Ca \leq 1$). In this study, we directly measure mass accumulation in model flexible blades at different values of $Ca$ and use a numerical model to convert the measured mass accumulation to a transfer velocity. The dependence of transfer velocity ($K$) on current speed ($U$) is compared to the boundary layer models described by equations (6) and (7).

2. Materials and Methods

The model seagrass blades were constructed from low-density polyethylene (LDPE) film, which had a density of 0.925 g/cm$^3$ and a Young’s modulus of 0.3 GPa \cite{Ghisalberti and Nepf, 2002}. In order to cover a range of $Ca$ experienced by real seagrass blades, three different blades were cut from 100 $\mu$m and 250 $\mu$m thick...
The partition coefficient, \( V_w \), which we inferred the transfer velocity, below we determined the mass accumulated in the model blades after different exposure times, from present experiments, the flume was dosed with 1, 2-dichlorobenzene and using the methods described taking advantage of the fact that hydrophobic organic compounds preferentially partition into LDPE. In the Adams et al. in 2009, the surface roughness of this plastic sheeting (coefficient of kinetic friction \( \mu = 0.47 \pm 0.03 \)) is comparable to real seagrass without epiphytes (\( \mu = 0.44 \pm 0.04 \), Posidonia oceanica).

Laboratory experiments were carried out in a flume with a width of 38 cm and a length of 24 m. The flume was filled to 40 cm depth. Individual blades were inserted into the top of wooden cylinders mounted in a plastic board, which was placed on an acrylic ramp (12 cm high, 1 m long at top and 2 m long at bottom) positioned about 10 m downstream from the flume inlet (Figure 3). Vertical profiles of stream-wise velocity were measured above the ramp with a 3D Nortek Vectrino Acoustic Doppler Velocimeter (ADV). Each measurement was made for a period of 2 min at a sampling rate of 200 Hz. The time-mean velocity was calculated as the average of all the samples. As shown in Figure 4, the velocity was vertically uniform starting 3 cm above the ramp surface. The blades were mounted on a cylindrical wooden post (length 8 cm; diameter 6 mm), and in flow the blades extended vertically at most 23 cm above the ramp, so that the blades were positioned within the region of near-uniform velocity.

To measure the rate of mass flux to the model blades, we adapted the passive sampling method described in Adams et al. (2007), which uses LDPE to measure the concentration of organic chemicals in soil and water, taking advantage of the fact that hydrophobic organic compounds preferentially partition into LDPE. In the present experiments, the flume was dosed with 1, 2-dichlorobenzene and using the methods described below we determined the mass accumulated in the model blades after different exposure times, from which we inferred the transfer velocity, \( K \), associated with different current speeds.

The partition coefficient, \( P_{PPEW} \), describes the ratio of 1, 2-dichlorobenzene concentration in the LDPE and in the water at equilibrium. We determined \( P_{PPEW} \) from the following experiment. Six glass amber vials (\( V_v = 40 \) mL) were filled with milliQ water (18 MΩ) with an initial concentration of 1, 2-dichlorobenzene (\( C_w \)) of 40 ppb. To five of the vials we added 0.05 cm\(^3\), 0.1 cm\(^3\), 0.2 cm\(^3\), 0.3 cm\(^3\) and 0.5 cm\(^3\) of LDPE (\( V_{PE} \)), respectively. The sixth vial was the control and did not contain LDPE. We assumed that the volume of the solution \( V_w \) was the same as the volume of the vial \( V_v \), which was reasonable given that the volume of LDPE was two orders of magnitude smaller than the vial volume. The vials were put in the refrigerator for 7 days, after which 5 mL of the solution was withdrawn from each vial. The concentration of 1, 2-dichlorobenzene in the vial water (\( C_w \)) was measured using GC-FID (Gas chromatography with flame ionization detector) with an electron capture instrument (Perkin Elmer Autosystem XL) and a purge and trap system (Tekmar LSC 2000). The ratio between the initial concentration in the vial water, \( C_{w,i} \), and the final concentration in the water, \( C_w \), satisfies the following equation,

\[
\frac{C_{w,i}}{C_w} = 1 + \frac{P_{PPEW} V_{PE}}{V_w} \tag{9}
\]

The partition coefficient \( P_{PPEW} \) was determined based on the arithmetic mean and standard deviation (SD) of all \( P_{PPEW} \) values calculated using

| Table 1. Model Blade Dimensions, \( C_a \) and \( B \) Values |
|---|---|---|---|---|---|
| Blade No. | Length (cm) | Thickness (um) | Range (cm/s) | Cauchy Number | Buoyancy Parameter |
| 1 | 15 | 100 | 2.2–20.8 | 59–5300 | 13 |
| 2 | 10 | 100 | 2.2–20.8 | 17–1600 | 3.9 |
| 3 | 5 | 250 | 2.2–20.8 | 0.14–12 | 0.078 |

LDPE films (Table 1). All blades had a width of \( b = 1 \) cm. Using current speeds of \( U = 2.2 \) to 20.8 cm/s, we created experimental conditions with \( C_a \) from 0.14 to \( 5.3 \times 10^3 \), which overlapped with a wide range of field conditions, as compared in Tables 1 and 2. The model blades had slightly higher values of Buoyancy parameter (\( B = 0.08 \) to 13) compared to real blades (\( B = 10^{-5} \) to 1, Tables 1 and 2). However, as shown in Figure 2, over this range of \( B \), the value of \( B \) does not significantly impact the blade posture, which is effectively controlled by the Cauchy number. As reported in Folkard (2005), the surface roughness of this plastic sheeting (coefficient of kinetic friction \( \mu = 0.47 \pm 0.03 \)) is comparable to real seagrass without epiphytes (\( \mu = 0.44 \pm 0.04 \), Posidonia oceanica).

| Table 2. Physical Parameters of Real Seagrass Blades |
|---|---|---|---|---|
| Physical Parameters | Thalassia testudinum | Zostera Marina | Posidonia oceanica | Laboratory Experiments |
| Thickness, \( h(\text{mm}) \) | 0.30–0.37 | 0.15–0.23 | 0.20 | 0.10, 0.25 |
| Width, \( b(\text{cm}) \) | 0.10–0.25 | 0.15–0.60 | 0.15–0.50 | 0.05, 0.10, 0.15 |
| Length \( l(\text{cm}) \) | 1 | 0.3 to 0.5 | 1 | 1 |
| Density, \( \rho(\text{kg/m}^3) \) | 940 | 700 | 910 | 920 |
| Modulus, \( E(\text{GPa}) \) | 0.4 to 2.4 | 0.26 | 0.47 | 0.3 |
| \( B \) | 0.00003–0.0004 | 0.01–1.4 | 0.002–0.01 | 0.08–13 |
| \( C_a \) | 0.04–640 | 4–80,000 | 4–14,000 | 0.14–5300 |
| Velocity, \( U(\text{m/s}) \) | 0.02–0.2 | 0.02–0.2 | 0.02–0.2 | 0.02–0.2 |

\( ^a \)Bradley and Houser (2009).
\( ^b \)Fonseca et al. (2007) and Abdelrhman (2007).
\( ^c \)Folkard (2005).
After 14 days, we conducted the same GC measurements using 5 mL of the remaining solution in each vial. The concentration measurements done after 7 days and 14 days differed by an average of 5%, which demonstrated that 7 days was sufficient to reach equilibrium (Table 3).

Before beginning an experimental run in the water channel, we covered the whole channel with aluminum foil to reduce volatilization of the tracer chemical and to prevent dust from falling into the flume. At the start of a set of experiments, 250 µL of 1, 2-dichlorobenzene was injected into the flume over a time period equal to the recirculation time of the flume, so that the mixing over the flume volume could be accelerated. The channel was run at 20 cm/s for 30 minutes to ensure that the concentration was uniform throughout the flume, producing an initial concentration of 90 ppb. The time required to achieve a uniform concentration at 20 cm/s was determined by a tracer test with Rhodamine WT [Rominger, 2014, Appendix C]. After this the channel velocity was changed to one of the test velocities $U_{50}, 2.2 \text{ cm/s}, 4.3 \text{ cm/s}, 8.6 \text{ cm/s}, 13.3 \text{ cm/s},$ and $20.8 \text{ cm/s}$. Six of the same blade as well as three back-up blades were placed in the channel (Figure 3c) and left in for 20 min, 60 min and 90 min. After each designated exposure time, two replicate blades were taken out of the flume, dried with kimwipes, and placed in individual clean 40 mL glass amber vials filled with milliQ water. Right after each blade was removed, an additional vial was filled with flume water to record the bulk fluid concentration ($C_0$). All blade and flume water samples were placed in the refrigerator for 9 days, which was sufficient to reach equilibrium (see the previous section and Table 3). The concentration of 1, 2-dichlorobenzene in the water of each equilibrated sample vial ($C_w$) was measured using GC-FID, and the associated concentration in the equilibrated blade was $C_{wPPEW}$. From these equilibrated concentrations the original mass of 1, 2-dichlorobenzene in the blade when it was removed from the water channel can be calculated as $M_{PE} = C_w V_w \left(1 - \frac{V_{PEW}}{V_b}\right)$, with $V_w$ and $V_b$ the volume of vial water and blade, respectively. The saturated uptake, $M_{sat} = C_0 V_{PEW} / V_b$, is defined as the maximum mass of 1, 2-dichlorobenzene that the blade would take up from the flume water, if the exposure time was unlimited. The ratio of measured mass uptake ($M_{PE}$) to the saturated mass uptake ($M_{sat}$) by the blade is

$$\frac{M_{PE}}{M_{sat}} = \frac{C_w (V_w + P_{PEW} V_b)}{C_0 P_{PEW} V_b}$$

The uncertainty in this ratio, $\Delta \frac{M_{PE}}{M_{sat}}$, was calculated by propagating the uncertainty in $C_w$, $C_0$, $V_w$, $V_b$, and $P_{PEW}$, following Taylor [1997]. The largest uncertainty was contributed by $C_w$, which
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**Figure 2.** Blade posture predicted by Luhar model for different values of Cauchy number ($Ca = 1, 32$ and $1000$) and two values of Buoyancy parameter ($B = 0$ and $10$). In each subplot, $B = 0$ and $10$ shown by thicker and thinner curves, respectively, as noted in the center subplot. For $Ca = 1$ and $1000$, the two curves essentially overlap.

![Figure 3](image-url)

**Figure 3.** Experiment setup (a) side view of entire flume; (b) close-up side view of the ramp with a single blade on post; (c) top-view of the ramp showing the positions of blades at the start of a flux measurement experiment. Individual blades were removed from the flume after different durations of exposure.
reflected both the instrument uncertainty and the replicate uncertainty. The total uncertainty in \( C_w \) (15\%) was larger than the replicate uncertainty (5\%), so that two replicates was determined to be sufficient.

The transfer velocity, \( K \), was determined by fitting the measured mass uptake to that predicted by a one-dimensional diffusion model in the direction \( z \) perpendicular to the blade surface (Figure 5). The concentration within the model blade \( (C_{PE}) \) evolved with time \( t \) following a one-dimensional diffusion equation

\[
\frac{\partial C_{PE}}{\partial t} = D_{PE} \frac{\partial^2 C_{PE}}{\partial z^2} \tag{11}
\]

with \( D_{PE} \) the diffusion coefficient within the LDPE blade. We neglected lateral and longitudinal diffusion because the blade width \( b \) and length \( L \) were much greater than the blade thickness, such that lateral and longitudinal diffusion timescales were long compared with the vertical \( z \) diffusion timescale. 1, 2-dichlorobenzene has molar volume \( V_m = 113 \), from which we used Lohmann [2012] to estimate

\[ \log D_{PE} = 0.0145 \frac{V_m}{10} + 0.14 \]

which gives \( D_{PE} = 1.8 \times 10^{-8} \text{ cm}^2/\text{s} \). We assumed that the flux to both sides of the blade was the same, so that from symmetry the concentration gradient at the blade centerline \( (z = 0) \) would be zero,

\[
\frac{\partial C_{PE}}{\partial z} \bigg|_{z=0} = 0 \tag{12}
\]

Flow visualization was used to examine when flow symmetry (and thus flux symmetry) was a good assumption. The flux into the blade at the blade surface \( (z = h/2) \) was set equal to the flux delivered to the blade \( (J) \), as described by equation (1).

\[
D_{PE} \frac{\partial C_{PE}}{\partial z} \bigg|_{z=h/2} = J = \Delta CK = \left( \frac{C_0 - C_{PE}(z=h/2)}{P_{PEW}} \right) K \tag{13}
\]

Equations (11)–(13) were solved using finite difference to find \( C_{PE}(z) \) between the blade centerline, \( z = 0 \), and the top surface \( z = h/2 \). The vertical grid size was 1.0 m and 2.5 m for the 100 \( \mu \text{m} \) and 250 \( \mu \text{m} \) thick blades, respectively. The time step was reduced until the solution converged (became independent of the time step), which occurred for a time step of 0.01 seconds. After finding \( C_{PE}(z) \) numerically, \( \frac{M_{PE}}{M_{sat}} \) was calculated as

\[
\frac{M_{PE}}{M_{sat}} = \frac{2bl \int_0^{h/2} C_{PE}(z) \, dz}{2blC_0} = \frac{1}{C_0} \int_0^{h/2} C_{PE}(z) \, dz \tag{14}
\]

For each channel velocity, \( U \), the mass uptake measurements provided values for \( \frac{M_{PE}}{M_{sat}} \) and the uncertainty \( \Delta \frac{M_{PE}}{M_{sat}} \) at \( t = 20 \text{ min}, 60 \text{ min} \) and 90 min. Using the numerical solution to equations (11)–(13), the lower bound of \( K \) was determined by fitting \( \left( \frac{M_{PE}}{M_{sat}} - \Delta \frac{M_{PE}}{M_{sat}} \right) \), and the upper bound of \( K \) was determined by fitting \( \left( \frac{M_{PE}}{M_{sat}} + \Delta \frac{M_{PE}}{M_{sat}} \right) \).

Table 3. Data for Determining \( P_{PEW} \)

<table>
<thead>
<tr>
<th>Vial No.</th>
<th>( V_w ) cm(^3)</th>
<th>( \frac{M_{PE}}{M_{sat}} ) (7 days)</th>
<th>( \frac{M_{PE}}{M_{sat}} ) (14 days)</th>
<th>Relative Difference*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No blade</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>1.2 ± 0.1</td>
<td>1.2 ± 0.1</td>
<td>1.7%</td>
</tr>
<tr>
<td>3</td>
<td>0.1 cm(^3)</td>
<td>2.1 ± 0.2</td>
<td>2.3 ± 0.2</td>
<td>9.5%</td>
</tr>
<tr>
<td>4</td>
<td>0.2 cm(^3)</td>
<td>3.0 ± 0.3</td>
<td>2.9 ± 0.3</td>
<td>1.0%</td>
</tr>
<tr>
<td>5</td>
<td>0.3 cm(^3)</td>
<td>3.4 ± 0.3</td>
<td>3.1 ± 0.3</td>
<td>6.8%</td>
</tr>
<tr>
<td>6</td>
<td>0.5 cm(^3)</td>
<td>5.4 ± 0.5</td>
<td>5.3 ± 0.5</td>
<td>2.6%</td>
</tr>
</tbody>
</table>

*The relative difference is defined as

\[ 100\% \times \left( \frac{\frac{M_{PE}}{M_{sat}} (14 \text{ days}) - \frac{M_{PE}}{M_{sat}} (7 \text{ days})}{\frac{M_{PE}}{M_{sat}} (7 \text{ days})} \right) / \frac{M_{PE}}{M_{sat}} (7 \text{ days}) \].
Finally, the blade posture at each flow velocity was captured using a Canon Rebel T5i DSLR camera, which was mounted on a Sirui tripod looking through the side of the flume. To better understand the flow near the blade boundary, a green fluorescent dye was injected close to the blade surface and excited by a UV light placed above the channel. Videos were taken using a Canon 5d Mark III DSLR camera. All the videos were analyzed using MATLAB image processing toolbox.

3. Results

As expected, the mass accumulated in the blades ($M_{avg}$) increased with increasing exposure time ($t = 20, 60, 90 \text{ min}$), as shown in supporting information Table S1. The measured mass accumulation was fit to the mass accumulation model (equations (11)–(13)), using the transfer velocity ($K$) as the fitting parameter. In this way, a best-fit $K$ was estimated for each experimental blade and flow condition. An example is shown in Figure 6 for Blade 1 ($1 \text{ cm} \times 15 \text{ cm} \times 100 \text{ um}$) at 8.6 cm/s, for which the best-fit $K$ was $5.5 \times 10^{-4} \text{ m/s}$ (with $K_{\text{max}}=7.6 \times 10^{-6} \text{ m/s}$ and $K_{\text{min}}=3.9 \times 10^{-6} \text{ m/s}$).

For each blade, the transfer velocity increased with flow speed (Figure 7). For comparison, Figure 7 also includes the theoretical transfer velocity for a turbulent boundary layer (dashed lines, equation (6) using $\nu_{\text{T}}=\frac{u_{\text{T}}}{C_{\text{T}}}$ and $\nu_{\text{T}}=\frac{U_{\text{T}}}{C_{\text{T}}}$), and for a laminar boundary layer (solid line, equation (7)). The diffusivity of 1, 2–dichlorobenzene in water is $D_{w}=0.79 \times 10^{-9} \text{ m}^2/\text{s}$ [NJDEP, 2011], and $v=1 \times 10^{-4} \text{ m}^2/\text{s}$. For the turbulent boundary layer model, we used the typical value $u_{\text{T}}=\frac{U}{C_{\text{T}}}$ which is consistent with a range of values suggested by measurements over other macrophytes. For example, measurements reported in Nishihara and Ackerman [2006] suggest that $u_{\text{T}} \approx \frac{u}{C_{\text{T}}}$ for the freshwater macrophyte Vallisneria americana. Similarly, from measurements reported in Hansen et al. 2011, Table 1, $u_{\text{T}} \approx 0.07U$ for the kelp Macrocystis pyrifera. For nearly all conditions the turbulent boundary layer model over-predicted the measured $K$, and it failed to capture the trend at the higher velocity range (Figure 7). For Blade 1 and Blade 2 (Figures 7a and 7b) the laminar boundary layer model agreed with the measured $K$ within uncertainty over most of the velocity range. For Blade 3, both boundary layer models over-predicted the measured $K$.

The blade postures at a range of flow velocities (2.2 cm/s to 20.8 cm/s) for all three blades are shown in Figure 8. Blade 1 was associated with the highest Cauchy numbers (59–5300) and, consistent with this, exhibited the greatest pronation. Blade 2 was associated with a midrange of $Ca$ (17–1600). Blade 3 was associated with the lowest $Ca$ (0.14 to 12) and exhibited the least pronation. The observed pronation was consistent with that predicted by the Luhar model (Figure 9). Specifically, the deflected height predicted by equation 4 given in Luhar and Nepf [2013], was close to the observed deflected height.

In a separate experiment, dye (fluorescein) was injected at the top and bottom blade surfaces (Figure 10). For the highest $Ca$ numbers (620 and 2200 in Figure 10), the blade was strongly pronated, and, dye injected on both the top and bottom surfaces flowed along the surface, indicating flow parallel to the blade surface, as assumed in the flat-plate boundary layer models (e.g., equation (7)). At lower $Ca$ (=59, Figures 10e and 10f) the dye flowed along the top surface, but separated from the bottom surface. Finally, when the blade was close to vertical ($Ca=0.53$, Figures 10g and 10h), dye injected on the front face quickly wrapped around the blade, similar to the flow pattern observed near a vertical bluff body. This flow pattern would not produce an evolving boundary layer along the blade length, as assumed in equation (7). To summarize, flow visualization suggested that a flux model based on a boundary layer developing over a flat plate would be appropriate at higher $Ca$, for which the blade is sufficiently pronated. In these cases, the assumption that the flux to both sides of the blade was the same (see equation (12)) would be reasonable, as both sides exhibit flow parallel to the blade over most of the blade length. However for lower $Ca$, the blade was only weakly pronated or close to vertical, and equation (7) would not be appropriate. The tracer study and blade postures suggest that this transition occurs at $Ca \approx 60$. 

![Figure 5. A schematic of the diffusion model. With the same flux $J$ to both sides of the blade, the concentration distribution within the blade ($C_{PF}(z)$) is symmetric about the blade centerline, $z=0$. Equations (11)–(13) were solved numerically between $z=0$ and $z=h/2$.](image-url)
4. Discussion

Blade 1, which covered the highest range of \( Ca (= 59–5300) \), was strongly pronated over the entire velocity range, such that most of the blade length was parallel with the flow (Figure 8a). In addition, even at the highest velocity (\( U = 20.8 \text{ cm/s} \)), the boundary layer along the entire blade length (\( L = 15 \text{ cm} \)) was laminar based on the blade-scale Reynolds number, specifically \( Re_L / C^2 < 3 \times 10^5 \). Therefore, the flow along the blade matched the model assumption of a laminar boundary layer developing over a flat plate. Consistent with this, the measured transfer velocity agreed within uncertainty with the theoretical prediction provided by equation (7) (Figure 7a). In particular, the transfer velocity, \( K \), followed the trend of \( U^{0.5} \). The power-law fit of all data points was \( K \propto U^{0.4 \pm 0.1} \). Blade 2, which covered the medium range of \( Ca (= 17–1600) \), was slightly less pronated than Blade 1 (Figure 8b). Nevertheless, except for the lowest flow velocity (\( U = 2.2 \text{ cm/s} \)), most of the blade length was nearly parallel with the flow. The blade-scale Reynolds number at the highest velocity was \( Re_L \approx 2 \times 10^4 < 5 \times 10^5 \), such that the boundary layer remained laminar over the whole blade length. The transfer velocity measured for Blade 2 (\( Ca = 20–1700 \)), also agreed with the theoretical model within uncertainty (Figure 7b), and the power-law fit \( K \propto U^{0.4 \pm 0.1} \). In contrast, the transfer velocity measured for Blade 3 (\( Ca = 0.14 \) to 12) did not agree with the flat-plate laminar boundary layer theory (Figure 7c). At all current speeds, the flat-plate boundary layer model overestimated the transfer velocity. These observations suggested that the flat-plate boundary layer model was appropriate only when the blade was sufficiently pronated, corresponding to \( Ca \geq 60 \). At lower \( Ca \) the blade was close to vertical and water went around the blade rather than flowing along it. In this case, the flow near the blade did not approximate a boundary layer developed by flow parallel to a flat plate. More research is needed to characterize the flow near a nearly vertical inclined plate.

We also compared the measured transfer velocity to other theoretical models. First, the turbulent boundary layer model is included as a dashed line in Figures 7a–7c. This model did not agree with the measured

![Figure 6](image_url)

**Figure 6.** Symbols show the measured mass accumulation (\( M_{PE} \)) normalized by the saturated mass accumulation (\( M_{sat} \)) for Blade 1 (1 cm×15 cm×100 \( \mu \text{m} \)) at flow velocity \( U = 8.6 \text{ cm/s} \). The best fit model prediction, with \( K = 5.5 \times 10^{-5} \text{ m/s} \), is shown with solid line. The dashed curves indicate the fits corresponding to \( K_{min} = 3.9 \times 10^{-6} \text{ m/s} \) (lower curve) and \( K_{max} = 7.6 \times 10^{-6} \text{ m/s} \) (upper curve).

![Figure 7](image_url)

**Figure 7.** Transfer velocity, \( K \), versus channel velocity, \( U \), for (a) Blade 1, 1 cm×15 cm×100 \( \mu \text{m} \); (b) Blade 2, 1 cm×10 cm×100 \( \mu \text{m} \); (c) Blade 3, 1 cm×5 cm×250 \( \mu \text{m} \). The laminar boundary layer model (equation (7)) is shown with a solid black curve in each plot. The turbulent boundary layer model (equation (6)) is shown by dashed lines. For the upper dashed line, \( \lambda_U = 5 \); and for the lower dashed line, \( \lambda_U = 3 \). The grey curve in Figure 7c denotes the prediction using \( K = E \delta_0 D^{1/2} Re^{2/3} Sc^{1/3} \) for flow past a circular cylinder. (equation (7.55b) in Incropera and DeWitt (p. 369)
values. Specifically, a linear relationship between transfer velocity and current speed was not observed for any of the blades, and the turbulent boundary layer model consistently over-predicted the transfer velocity.

Second, for Blade 3, which was nearly vertical (Figure 8), we considered the possible analogy to flow past a circular cylinder, for which the theoretical transfer velocity is $K = \frac{ED^2}{W^{1/3}}$, with cylinder diameter $D$ replaced by blade width ($D = b$), and empirical coefficients $E = 0.683$ and $m = 0.46$, as reported in Incropera and DeWitt [1996, p. 369]. In our experiment, $ReD = \frac{UD}{m}$ ranges from 220 to 2080, which falls into the Reynolds number range $ReD = 40$ to 4000 in Table 7.2 in Incropera and DeWitt [1996, p. 370]. However, this prediction, shown by the grey curve in Figure 7c, also overestimated the measured transfer velocity. The reduced mass flux observed for the nearly vertical blades might be caused by a reduction in relative velocity. Flow stagnates on the front surface of a vertical blade, so that the relative velocity between the water and the blade surface is lower than the condition with flow parallel to the blade surface.

Next, we consider the flux at the meadow scale. To describe the uptake by a meadow based on the bulk concentration in the water outside the meadow, one must consider a two-step flux model, which includes the mass flux across the meadow interface as well as the mass flux at the blade surface [Lowe et al., 2005; Nepf, 2011]. For simplicity, we consider an infinite submerged meadow, for which flux into the meadow from the surrounding open water occurs only through the vertical turbulent transport at the top of the canopy (Figure 11). Consider a portion of the meadow with bed area $A = \Delta x \Delta y$. The total two-sided blade area within bed area $A$ is $A_b = 2ah,l \Delta x \Delta y$. Here $a$ is the meadow frontal area per volume, and $h_c$ is the canopy height. The mass flux across the interface at the top of the meadow ($m_i$) is

![Figure 8. Images of blade posture at $U = 2.2, 4.3, 6.5, 8.6, 10.8, 13.3, 15.6, 17.8,$ and 20.8 cm/s starting from the blade image at the top left and moving to the blade image at the bottom right, respectively. (a) Blade 1, $1 \text{ cm} \times 15 \text{ cm} \times 100 \text{ mm}, \text{Ca} = 59–5300$; (b) Blade 2, $1 \text{ cm} \times 10 \text{ cm} \times 100 \text{ mm}, \text{Ca} = 17–1600$; (c) Blade 3, $1 \text{ cm} \times 5 \text{ cm} \times 250 \text{ mm}, \text{Ca} = 0.14$ to 12. In Figure 8a, the postures at $U = 17.8$ cm/s and 20.8 cm/s overlap one another. In Figure 8c, the posture at $U = 4.3$ cm/s and 6.5 cm/s overlap.]

![Figure 9. Deflected height normalized by blade length versus channel velocity for (a) Blade 1, $1 \text{ cm} \times 15 \text{ cm} \times 100 \text{ mm}, \text{Ca} = 59–5300$; (b) Blade 2, $1 \text{ cm} \times 10 \text{ cm} \times 100 \text{ mm}, \text{Ca} = 17–1600$; (c) Blade 3, $1 \text{ cm} \times 5 \text{ cm} \times 250 \text{ mm}, \text{Ca} = 0.14$ to 12. The measurements are shown with dots. The solid curve is the predicted by Luhar and Nepf [2013, equation (4)]. The uncertainty in measured deflected height was due to the fluctuations in the blade posture. The deflected height, $h$, was measured vertically from the top of the wooden cylinder to maximum height of the blade, and $l$ denotes the blade length.]

LEI AND NEPF  
MASS FLUX TO A MODEL SEAGRASS BLADE
In which $K_h$ is the transfer velocity between the overflow and the canopy, $C_0$ is the concentration of the chemical in the overflow, $C_c$ is the concentration inside the canopy. The cumulative mass flux occurring over all blade surfaces within $A$ is

$$m_h = K_h \Delta x \Delta y (C_0 - C_c)$$

in which $K_h$ is the transfer velocity between the overflow and the canopy, $C_0$ is the concentration of the chemical in the overflow, $C_c$ is the concentration inside the canopy. The cumulative mass flux occurring over all blade surfaces within $A$ is

$$m_b = K_h C_c$$

in which $K$ is the transfer velocity at the blade surface, and we have assumed that $C = 0$ at the blade surface, similar to Bilger and Atkinson [1992] and Atkinson and Bilger [1992]. Specifically, we only consider mass-transfer limited conditions for which the biological uptake keeps up with the physical rate of mass transfer to the surface. At steady state, $m_h = m_b$, which gives the expression for the net flux $\dot{m}$

$$\dot{m} = m_h = m_b = \Delta x \Delta y \left( \frac{2K_h C_c}{K_h + 1} \right) C_0$$

When $2K_h C_c \ll K_h$, $\dot{m} = 2K_h \Delta x \Delta y C_0$, indicating that the transfer velocity at the blade surface, $K_h$ controls the net flux to the meadow; however, when $2K_h C_c \gg K_h$, $\dot{m} = K_h \Delta x \Delta y C_0$, indicating that the transfer velocity between the overflow and the meadow controls the net flux to the canopy. Below, we use existing studies to compare $2K_h C_c$ and $K_h$ for nutrient flux in seagrass meadows.
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Figure 11. Schematics of the two-step flux model and corresponding velocity profile. Here $U$ is the flow velocity, $\Delta x$ is the length of the canopy section, $\Delta y$ is the width of the canopy section, $C_0$ is the concentration in the overflow, $C$ is the concentration in the canopy, $K_y$ is the transfer velocity between the overflow and the canopy, $K$ is the transfer velocity at the blade surface, $U_{th}$ is the velocity in the lower canopy, $U_h$ is the velocity at the top of the meadow, $U_s$ is the velocity above the meadow and $\Delta U = U_s - U_{th}$.

First, from Ghisalberti and Nepf [2005], $K_y = \frac{\Omega}{\Delta z}$, in which $\Delta U$ is the velocity difference between the meadow and the overflow above the meadow. Using velocity profiles measured in real seagrass meadows [Lacy and Echeverria, 2011; Weitzman et al., 2013] and in a dynamically-scale model [Ghisalberti and Nepf, 2006], the ratio between $\Delta U$ and the flow velocity at the top of the meadow ($U_h$) is $\frac{\Delta U}{U_h} = 1.1$ to 1.8. For coastal currents, a typical depth-averaged velocity might be $U = 0.1$ to 0.5 m/s [e.g., Nepf, 2011]. Assuming $U_h$ has the same order of magnitude of $U$, $K_y = 10^{-2}$ to $10^{-3}$ m/s. Second, for nutrient flux ($D_w \approx 2 \times 10^{-9}$, $Sc = 500$) the laminar boundary layer model gives $K = 0.664D_w \sqrt{\frac{\rho}{\mu}} C^{1/3} = O(10^{-5})$ m/s, using a blade length range of $L = 0.2$ to 0.6 m. Note that $U_s$ overestimates the mean velocity within the canopy, such that $K$ is an overestimate. Finally, for typically seagrass meadows, the order of magnitude of $ah_k$ is between $O(10^{-1})$ and $O(10)$. For Posidonia oceanica, field measurements by Infantes et al. [2012] report the leaf surface area per plant $A_N = 211 \pm 23$ cm$^2$ and the shoot density $N = 615 \pm 34$ m$^{-2}$, so $ah_k = NA_N = 13 \pm 2$; for Zostera marina, $ah_k = 0.4$ to 2 ([Moore, 2004, Figure 4; McKone, 2009, Table 2.1]); for Thalassia testudinum, field measurements by Weitzman et al. [2013, p. 71] give $ah_k = 5 \pm 2$. Even with $K$ slightly overestimated we find, $2 K h_k = O(10^{-4} - 10^{-3})$ m$^{-1}$ $\approx K_y = O(10^{-2}$ to $10^{-3})$ m$^{-1}$. This suggest that under most field conditions the nutrient uptake by a meadow is controlled by the flux at the blade surfaces, i.e., equation (17) reduces to $\dot{m} = \Delta x \Delta y (2 K h_k) C_0$, which in turn suggests that meadow-scale uptake should vary with $U_0^{\gamma}$, following the dependence of $K$. This result is consistent with field measurements of uptake at the meadow scale. Specifically, under unidirectional current, both Thomas et al. [2000] and Weitzman et al. [2013] observed uptake rates to a seagrass meadow proportional to $U_0^{4.2 \pm 0.2}$, consistent with uptake controlled at the blade scale by a laminar boundary layer. One might expect that the highly turbulent conditions found in the field, and in particular the strong turbulence generated at the top of the meadow [e.g., Ghisalberti and Nepf, 2002], might trigger a transition from laminar to turbulent boundary layers (e.g., as discussed in Kosorogin and Polyakov [1990]). However, the observation that $K \sim U_0^{4.2 \pm 0.2}$ suggests that the boundary layers remain laminar.

Thomas et al. [2000] measured the uptake rate of ammonium ($D_w = 2 \times 10^{-9}$) by Thalassia testudinum. They recorded the transfer rate per bed area (S), which can be converted to transfer velocity per blade area (K) assuming that the average blade length was 0.19 m and the average blade width was 0.9 cm (given in Weitzman et al. [2013] for the same species), and using the mean density of 10,200 blade/m$^2$, given in Thomas et al. [2000]. With this conversion, the measured transfer velocity (K) is smaller than the laminar boundary layer prediction, shown by the solid line in Figure 12. However, equation (7) can be fit to the data with a scale factor $\gamma = 0.45$. This fit is shown with a dashed line in Figure 12. Two effects might explain this scale factor. First, within a meadow the individual blades may overlap, sheltering some blade area from flow, which would locally reduce the flux and appear as a reduced transfer velocity. Second, the velocity reported by Thomas was measured at middepth, which would be higher than the velocity within the meadow, which is diminished due to the drag provided by the meadow. Thus, the scale factor fitted above in part reflects an overestimation of in-canopy velocity.

The extension of equation (7) to the field depends on the estimate of an appropriate velocity scale. First, as discussed in the previous paragraph, submerged macrophytes usually grow in meadows, which will reduce the flow velocity around the individual blades, relative to the depth-averaged velocity, so that the definition of reference velocity $U$ in equation (7) needs more careful consideration. $U$ should be scaled as the mean velocity within the meadow (see Figure 12). Second, flow is not evenly distributed over the length of a
unidirectional flow of the same magnitude. This has indeed been observed for both rigid canopies [Lowe et al., 2005] and for seagrass meadows [Weitzman et al., 2013]. It is interesting to note that for purely oscillatory flows with wave velocity $U_w$ Weitzman et al. [2013] measured $K \propto U_w^{0.5 \pm 0.2}$, suggesting that a laminar boundary layer model might apply to wave conditions.

The model blades used in this study were smooth. However, in the field seagrass blades are often colonized by epiphytes, which may alter the boundary layer. The impact of roughness on boundary layer flow is described in terms of the roughness Reynolds number, $Re_R = \frac{U e}{v}$, with $e$ the roughness height. A laminar boundary layer is maintained for $Re_R < 5$ and transition to a fully turbulent boundary layer occurs at $Re_R > 100$ (Figure 11) [Nikuradse, 1950]. Koch [1994] measured epiphytic cover on real seagrass blades and showed that in many cases, in particular for younger blades, a laminar boundary layer could be maintained even with epiphytic cover, such that equation (7) would apply. For $Re_R < 5$, the epiphytes reside within a laminar boundary layer, so that their uptake, if mass-transfer limited, should also follow a $U^0$ dependence. For older blades, with larger epiphytes, Koch [1994] showed that the boundary layer might be fully turbulent, such that (equation 6) would apply, leading to a linear dependence on $U$. For $5 < Re_R < 100$, the boundary layer is in transition, i.e., intermittently laminar and turbulent, such that we might expect mass-transfer limited uptake to follow $U^m$ with $m$ between 0.5 and 1. Cornelissen and Thomas [2006] measured the uptake of ammonium and nitrate to epiphytes of size < 35 $\mu$m living on Thalassia testudinum. Even for the maximum velocity in the study (20 cm/s), 35 $\mu$m epiphytes produce $Re_R \approx 1 < 5$, suggesting that these epiphytes resided within a laminar boundary layer. Consistent with this, the uptake rates measured for ammonium and nitrate increased as $U^m$, with $m = (0.41 \text{ to } 0.85)$ and (0.51 to 0.57), respectively (95% CI in Table 2 [Cornelissen and Thomas, 2006]). The observed velocity dependence is consistent with mass-transfer limited conditions controlled by a laminar boundary layer ($m = 0.5$).

5. Conclusions

Flow over sufficiently pruned, hydraulically-smooth blades resembles flow over a hydraulically-smooth flat plate, for which a laminar boundary layer develops, producing mass-flux that can be represented by a transfer velocity $K$ that increases in proportion to the square root of the current speed ($U^{0.5}$). The laminar boundary layer model, which held when the Cauchy number satisfied $Ca > 60$, predicted $K$ to model blades within uncertainty without any fitting parameters. However, for $Ca < 60$, the blades remained nearly upright and the laminar boundary layer model overestimated the measured $K$. In the field, epiphytes

Figure 12. Transfer velocities ($K$) calculated from the uptake rate per bed area reported for Thalassia testudinum in Thomas et al. [2000, Table 2]. Conversion to flux per blade area used a typical Thalassia blade length of $L = 0.19$ m, a blade width of $b = 0.9$ cm (from Weitzman et al. [2013]), and the density 10,200 blade/m² reported in Thomas et al. [2000]. The laminar boundary layer model (equation (7)) is plotted as a solid line. The dashed curve is the laminar boundary layer model adjusted by a fitting constant, $\gamma$, with $\gamma = 0.45$ producing the best fit.

5. Conclusions

Flow over sufficiently pruned, hydraulically-smooth blades resembles flow over a hydraulically-smooth flat plate, for which a laminar boundary layer develops, producing mass-flux that can be represented by a transfer velocity $K$ that increases in proportion to the square root of the current speed ($U^{0.5}$). The laminar boundary layer model, which held when the Cauchy number satisfied $Ca > 60$, predicted $K$ to model blades within uncertainty without any fitting parameters. However, for $Ca < 60$, the blades remained nearly upright and the laminar boundary layer model overestimated the measured $K$. In the field, epiphytes
produce physical roughness on real seagrass blades, however, for some flow and epiphyte conditions, the boundary layer may remain laminar. In these cases, if the uptake is mass-transfer limited, the uptake to both the blade and to the epiphytes should have dependence on \( L^{0.5} \), which is consistent with available field measurements. Finally, a two-layer flux model evaluated for meadow conditions suggests that the uptake at the meadow scale is controlled by the flux at the blade-scale, which would imply that uptake at the meadow scale also increases as \( L^{0.5} \), which is consistent with the results of multiple field experiments.
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