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Testing Shape Restrictions of Discrete Distributions

Clément L. Canonne, Ilias Diakonikolas, Themis Gouleakis, and Ronitt Rubinfeld

Abstract

We study the question of testing structured properties (classes) of discrete distributions. Specifically, given sample access to an arbitrary distribution $D$ over $[n]$ and a property $\mathcal{P}$, the goal is to distinguish between $D \in \mathcal{P}$ and $\ell_1(D, \mathcal{P}) > \varepsilon$. We develop a general algorithm for this question, which applies to a large range of “shape-constrained” properties, including monotone, log-concave, $t$-modal, piecewise-polynomial, and Poisson Binomial distributions. Moreover, for all cases considered, our algorithm has near-optimal sample complexity with regard to the domain size and is computationally efficient. For most of these classes, we provide the first non-trivial tester in the literature. In addition, we also describe a generic method to prove lower bounds for this problem, and use it to show our upper bounds are nearly tight. Finally, we extend some of our techniques to tolerant testing, deriving nearly-tight upper and lower bounds for the corresponding questions.

1 Introduction

Inferring information about the probability distribution that underlies a data sample is an essential question in Statistics, and one that has ramifications in every field of the natural sciences and quantitative research. In many situations, it is natural to assume that this data exhibits some simple structure because of known properties of the origin of the data, and in fact these assumptions are crucial in making the problem tractable. Such assumptions translate as constraints on the probability distribution — e.g., it is supposed to be Gaussian, or to meet a smoothness or “fat tail” condition (see e.g. [26, 24, 34]).

As a result, the problem of deciding whether a distribution possesses such a structural property has been widely investigated both in theory and practice, in the context of shape...
restricted inference [7, 33] and model selection [27]. Here, it is guaranteed or thought that the unknown distribution satisfies a shape constraint, such as having a monotone or log-concave probability density function [32, 6, 39, 19]. From a different perspective, a recent line of work in Theoretical Computer Science, originating from the papers of Batu et al. [10, 9, 22] has also been tackling similar questions in the setting of property testing (see [29, 30, 31, 12] for surveys on this field). This very active area has seen a spate of results and breakthroughs over the past decade, culminating in very efficient (both sample and time-wise) algorithms for a wide range of distribution testing problems [8, 23, 4, 18, 16, 1, 21]. In many cases, this led to a tight characterization of the number of samples required for these tasks as well as the development of new tools and techniques, drawing connections to learning and information theory [35, 36, 37].

In this paper, we focus on the following property testing problem: given a class (property) of distributions \( P \) and sample access to an arbitrary distribution \( D \), one must distinguish between the case that (a) \( D \in P \), versus (b) \( \|D - D'\|_1 > \varepsilon \) for all \( D' \in P \) (i.e., \( D \) is either in the class, or far from it). While many of the previous works have focused on the testing of specific properties of distributions or obtained algorithms and lower bounds on a case-by-case basis, an emerging trend in distribution testing is to design general frameworks that can be applied to several property testing problems [38, 21]. This direction, the testing analog of a similar movement in distribution learning [13, 15, 14, 3], aims at abstracting the minimal assumptions that are shared by a large variety of problems, and giving algorithms that can be used for any of these problems. In this work, we make significant progress in this direction by providing a unified framework for the question of testing various properties of probability distributions. More specifically, we describe a generic technique to obtain upper bounds on the sample complexity of this question, which applies to a broad range of structured classes. Our technique yields sample near-optimal and computationally efficient testers for a wide range of distribution families. Conversely, we also develop an approach – generic as well – to prove lower bounds on these sample complexities, and use it to derive tight or nearly tight bounds for many of these classes.

Related work

Batu et al. [11] initiated the study of efficient property testers for monotonicity and obtained (nearly) matching upper and lower bounds for this problem; while [1] later considered testing the class of Poisson Binomial Distributions, and settled the sample complexity of this problem (up to the precise dependence on \( \varepsilon \)). Indyk, Levi, and Rubinfeld [25], focusing on distributions that are piecewise constant on \( t \) intervals (“\( t \)-histograms”) described a \( \tilde{O}(\sqrt{t/n}/\varepsilon^5) \)-sample algorithm for testing membership to this class. Another body of work by [8], [11], and [18] shows how assumptions on the shape of the distributions can lead to significantly more efficient algorithms. They describe such improvements in the case of identity and closeness testing as well as for entropy estimation, under monotonicity or \( k \)-modality constraints. Specifically, Batu et al. show in [11] how to obtain a \( O(\log^3 n/\varepsilon^5) \)-sample tester for closeness in this setting, in stark contrast to the \( \Omega(n^{2/3}) \) general lower bound. Daskalakis et al. [18] later gave \( O(\sqrt{\log n}) \) and \( O(\log^{2/3} n) \)-sample testing algorithms for testing respectively identity and closeness of monotone distributions, and obtained similar results for \( k \)-modal distributions. Finally, we briefly mention two related results, due respectively to [8] and [17]. The first one states that for the task of getting a multiplicative estimate of the entropy of a distribution, assuming monotonicity enables exponential savings in sample complexity – \( O(\log^6 n) \), instead of \( \Omega(n^c) \) for the general case. The second describes how to test if an unknown \( k \)-modal distribution is in fact monotone, using only \( O(k/\varepsilon^2) \) samples. Note that the latter line of
work differs from ours in that it presupposes the distributions satisfy some structural property, and uses this knowledge to test something else about the distribution; while we are given a priori arbitrary distributions, and must check whether the structural property holds. Except for these two cases of monotonicity and PBDs nothing was known on testing the properties we study.\footnote{Following the communication of a preliminary version of this paper, Acharya, Daskalakis, and Kamath \cite{acdk15} obtained near-optimal testers for some of the classes we consider. Their work builds on ideas from \cite{aka15} and, to the best of our knowledge, their techniques are orthogonal to ours.}

Moreover, for the specific problems of identity and closeness testing, recent results of \cite{das13, das14} describe a general algorithm which applies to a large range of shape or structural constraints, and yields optimal identity testers for classes of distributions that satisfy them. We observe that while the question they answer can be cast as a specialized instance of membership testing, our results are incomparable to theirs, both because of the distinction above (testing with versus testing for structure) and as the structural assumptions they rely on are fundamentally different from ours.

### 1.1 Results and techniques

A natural way to tackle our membership testing problem would be to first learn the unknown distribution $D$ as if it satisfied the property, before checking if the hypothesis obtained is indeed both close to the original distribution and to the property. Taking advantage of the purported structure, the first step could presumably be conducted with a small number of samples; things break down, however, in the second step. Indeed, most approximation results leading to the improved learning algorithms one would apply in the first stage only provide very weak guarantees, in the $\ell_1$ sense. For this reason, they lack the robustness that would be required for the second part, where it becomes necessary to perform tolerant testing between the hypothesis and $D$ – a task that would then entail a number of samples almost linear in $n$. To overcome this difficulty, we need to move away from these global $\ell_1$ closeness results and instead work with stronger requirements, this time in $\ell_2$ norm.

At the core of our approach is an idea of Batu et al. \cite{batu2010faster}, which show that monotone distributions can be well-approximated by piecewise constant densities on a suitable partition of the domain; and leverage this fact to reduce monotonicity testing to uniformity testing on each interval of this partition. While their argument is tailored specifically for the setting of monotonicity testing, we are able to abstract the key ingredients, and generalize this idea to many classes of probability distributions. In more detail, we provide a generic testing algorithm which applies indifferently to any class of distributions which admit succinct decompositions – that is, which are well-approximated (in a strong $\ell_2$ sense) by piecewise constant densities on a small number of intervals (we hereafter refer to this approximation property, formally defined in Definition 15, as (Succinctness); and extend the notation to apply to any class $C$ of distributions for which all $D \in C$ satisfy (Succinctness)). Crucially, the algorithm does not care about how these decompositions can be obtained: for the purpose of testing these structural properties we only need to establish their existence. Specific examples are given in the corollaries below. Informally, our main result is as follows:

**Theorem 1 (Main Theorem).** There exists an algorithm $\text{Test\textbf{Splittable}}$ which, given sampling access to an unknown distribution $D$ over $[n]$ and parameter $\varepsilon \in (0,1]$, can distinguish with probability $2/3$ between (a) $D \in P$ versus (b) $\ell_1(D,P) > \varepsilon$, for any property $P$ that satisfies the above natural structural criterion (Succinctness). Moreover, for many...
Theorem 4] also improves on the previous (the definition of these classes is given in Section 2.1): optimal (up to logarithmic factors and the exact dependence on $\varepsilon$).

We then instantiate this result to obtain “out-of-the-box” computationally efficient testers for several classes of distributions, by showing that they satisfy the premise of our theorem (the definition of these classes is given in Section 2.1):

**Corollary 2.** The algorithm TestSplittable can test the classes of monotone, unimodal, log-concave, concave, convex, and monotone hazard rate (MHR) distributions, with $\tilde{O}(\sqrt{n}/\varepsilon^{7/2})$ samples.

**Corollary 3.** The algorithm TestSplittable can test the class of $t$-modal distributions, with $\tilde{O}(\sqrt{tn}/\varepsilon^{7/2})$ samples.

**Corollary 4.** The algorithm TestSplittable can test the classes of $t$-histograms and $t$-piecewise degree-$d$ distributions, with $\tilde{O}(\sqrt{tn}/\varepsilon^3)$ and $\tilde{O}\left(\sqrt{t(d+1)n}/\varepsilon^{7/2} + t(d+1)/\varepsilon^3\right)$ samples respectively.

**Corollary 5.** The algorithm TestSplittable can test the classes of Binomial and Poisson Binomial Distributions, with $\tilde{O}(n^{1/4}/\varepsilon^{7/2})$ samples.

We stress that prior to our work, no non-trivial testing bound was known for many of these classes – including $t$-modal, log-concave, convex, concave, MHR, and piecewise polynomials. Moreover, although three of these results are not new (the $\tilde{O}(\sqrt{n}/\varepsilon^6)$ upper and $\Theta(\sqrt{n}/\varepsilon^2)$ lower bounds on testing monotonicity can be found in [11], while the $\Theta(n^{1/4})$ sample complexity of testing PBDs is pinned down$^2$ in [1] and the task of testing $t$-histograms is considered in [25]), the crux here is that we are able to derive them in a unified way, by applying the same generic algorithm to these different questions. Our result for $t$-histograms (Theorem 4) also improves on the previous $\tilde{O}(\sqrt{tn}/\varepsilon^5)$-sample tester, as long as $t = \tilde{O}(1/\varepsilon^2)$. As an addition to its generality, we emphasize that our framework yields a much cleaner and simpler proof of the results from [1], for both the upper and lower bounds.

such properties this algorithm is computationally efficient, and its sample complexity is optimal (up to logarithmic factors and the exact dependence on $\varepsilon$).

---

2 Specifically, [1] obtain an $n^{1/4} \cdot \tilde{O}(1/\varepsilon^2) + \tilde{O}(1/\varepsilon^6)$ sample complexity, to be compared with our $\tilde{O}(n^{1/4}/\varepsilon^{7/2}) + \tilde{O}(\log^4 n/\varepsilon^4)$ upper bound; as well as an $\Omega(n^{1/4}/\varepsilon^2)$ lower bound.
Lower bounds

As a counterpart to our testing algorithm, we give a generic framework for proving lower bounds against testing classes of distributions. In more detail, we describe how to reduce – under a mild assumption on the property \( C \) – the problem of testing membership to \( C \) (“does \( D \in C \) ?”) to testing identity to \( D^* \) (“does \( D = D^* \) ?”), for any explicit distribution \( D^* \) in \( C \). While these two problems need not in general be related,\(^3\) we show that our approach applies to a large number of natural properties and obtain nearly matching lower bounds for all of them. Moreover, this lets us derive a simple proof of the lower bound of [1] on testing the class of Poisson Binomial Distributions.

\[ \text{Corollary 6.} \text{ Testing log-concavity, convexity, concavity, MHR, unimodality, t-modality, t-histograms, and t-piecewise degree-d distributions each require } \Omega(\sqrt{n}/\varepsilon^2) \text{ samples (the last three for } t = o(\sqrt{n}) \text{ and } t(d + 1) = o(\sqrt{n}), \text{ respectively), for any } \varepsilon \geq 1/n^{O(1)}. \]

\[ \text{Corollary 7.} \text{ Testing the classes of Binomial and Poisson Binomial Distributions each require } \Omega(n^{1/4}/\varepsilon^2) \text{ samples, for any } \varepsilon \geq 1/n^{O(1)}. \]

\[ \text{Corollary 8.} \text{ There exist absolute constants } c > 0 \text{ and } \varepsilon_0 > 0 \text{ such that testing the class of } k\text{-SIIRV distributions requires } \Omega(k^{1/2}n^{1/4}) \text{ samples, for any } k = o(n^c) \text{ and } \varepsilon \leq \varepsilon_0. \]

Tolerant testing upper and lower bounds

Using our techniques, we establish the first non-trivial upper and lower bounds on tolerant testing for shape restrictions. Similarly, our upper and lower bounds are matching as a function of the domain size. More specifically, we give a generic upper bound approach (which is a simple variant of our non-tolerant testing upper bound approach). Our lower bound approach for the non-tolerant case applies to tolerant testing as well. In more detail, our results are as follows (see Sections 6 and 7 of the full version):

\[ \text{Corollary 9.} \text{ Tolerant testing of log-concavity, convexity, concavity, MHR, unimodality, and t-modality can be performed with } O\left(\frac{1}{(\varepsilon_2 - \varepsilon_1)^2} \frac{n}{\log n}\right) \text{ samples, for } \varepsilon_2 \geq C\varepsilon_1 \text{ (where } C > 2 \text{ is a constant).} \]

\[ \text{Corollary 10.} \text{ Tolerant testing of the classes of Binomial and Poisson Binomial Distributions can be performed with } O\left(\frac{1}{(\varepsilon_2 - \varepsilon_1)^2} \frac{\sqrt{n \log(1/\varepsilon_1)}}{\log n}\right) \text{ samples, for } \varepsilon_2 \geq C\varepsilon_1 \text{ (where } C > 2 \text{ is a constant).} \]

\[ \text{Corollary 11.} \text{ Tolerant testing of log-concavity, convexity, concavity, MHR, unimodality, and t-modality each require } \Omega\left(\frac{1}{(\varepsilon_2 - \varepsilon_1)^2} \frac{\sqrt{n}}{\log n}\right) \text{ samples (the latter for } t = o(n)). \]

\[ \text{Corollary 12.} \text{ Tolerant testing of the classes of Binomial and Poisson Binomial Distributions each require } \Omega\left(\frac{1}{(\varepsilon_2 - \varepsilon_1)^2} \frac{\sqrt{n}}{\log n}\right) \text{ samples.} \]

\(^3\) As a simple example, consider the class \( C \) of all distributions, for which testing membership is trivial.

\(^3\) Tolerant testing of a property \( P \) is defined as follows: given \( 0 \leq \varepsilon_1 < \varepsilon_2 \leq 1 \), one must distinguish between (a) \( \ell_1(D, P) \leq \varepsilon_1 \) and (b) \( \ell_1(D, P) \geq \varepsilon_2 \). This turns out to be, in general, a much harder task than that of “regular” testing (where we take \( \varepsilon_1 = 0 \)).

---

---
On the scope of our results

We observe that our main theorem is likely to apply to many other classes of distributions, due to the mild structural assumptions it requires. However, we did not attempt here to be comprehensive; but rather to illustrate the generality of our results. Moreover, for all properties considered in this paper the generic upper and lower bounds we derive through our methods turn out to be optimal up to polylogarithmic factors (with regard to the support size). The reader is referred to Table 1 for a summary of our results and related work.

1.2 Organization of the paper

We start by giving the necessary background and definitions in Section 2, before turning to our main result, the proof of Theorem 1 (our general testing algorithm) in Section 3, and sketching our lower bound framework in Section 4. Due to space constraints, we focus in this extended abstract on proving this main theorem; and defer its applications, as well as the other sections of the paper – details on lower bounds and tolerant testing, to the full version.

2 Notations and preliminaries

We first restate a result of Batu et al. relating closeness to uniformity in $\ell_2$ and $\ell_1$ norms to “overall flatness” of the probability mass function, and which will be one of the ingredients of the proof of Theorem 1:

$\textbf{Lemma 13}$ ([10, 9]). Let $D$ be a distribution on a domain $S$. (a) If $\max_{i \in S} D(i) \leq (1 + \epsilon) \min_{i \in S} D(i)$, then $\|D\|_2^2 \leq (1 + \epsilon^2)/|S|$. (b) If $\|D\|_2^2 \leq (1 + \epsilon^2)/|S|$, then $\|D - U_S\|_1 \leq \epsilon$. 

To check condition (b) above we shall rely on the following, which one can derive from the techniques in [21] and whose proof we defer to the full version:

$\textbf{Lemma 14}$ (Adapted from [21, Theorem 11]). There exists an algorithm $\text{Check-Small-$\ell_2$}$ which, given parameters $\epsilon, \delta \in (0, 1)$ and $c \cdot \sqrt{|I|}/\epsilon^2 \log(1/\delta)$ independent samples from a distribution $D$ over $I$ (for some absolute constant $c > 0$), outputs either yes or no, and satisfies the following.

- If $\|D - U_I\|_2 > \epsilon/\sqrt{|I|}$, then the algorithm outputs no with probability at least $1 - \delta$;
- If $\|D - U_I\|_2 \leq \epsilon/2\sqrt{|I|}$, then the algorithm outputs yes with probability at least $1 - \delta$.

2.1 Definitions

We give here the descriptions of the classes of distributions involved in this work (the formal definitions can be found in the full version). Recall that a distribution $D$ over $[n]$ is monotone (non-increasing) if its probability mass function (pmf) satisfies $D(1) \geq D(2) \geq \ldots D(n)$. A natural generalization of the class $\mathcal{M}$ of monotone distributions is the set of $t$-modal distributions, i.e. distributions whose pmf can go “up and down” or “down and up” up to $t$ times.

We will also consider the classes of convex, concave, and log-concave (discrete) distributions, denoted respectively $\mathcal{K}^+, \mathcal{K}^-$, and $\mathcal{L}$ (a distribution is said to be log-concave if the logarithm of its pmf defines a concave function). It is not hard to see that convex and concave distributions are unimodal; moreover, every concave distribution is also log-concave, i.e. $\mathcal{K}^- \subseteq \mathcal{L}$.
Another class of interest is that of monotone hazard rate (MHR), which we write \(\text{MHR}\): this is the class of distributions \(D\) whose hazard rate \(H(i) = D(i)/\sum_{j=i}^{n} D(j)\) is a non-decreasing function. It is known that every log-concave distribution is both unimodal and MHR (see e.g. [5, Proposition 10]), and that monotone distributions are MHR.

Two other families of distributions have elicited significant interest in the context of density estimation, that of histograms (piecewise constant) and piecewise polynomial densities. Finally, we will also consider the two following classes, which both extend the family of Binomial distributions \(\text{BLN}_n\): on one hand, the Poisson Binomial Distributions (\(\text{PBD}_n\)), and on the other the \(k\)-Sum of Independent Integer Random Variables (\(k\text{-SIIRV}\)) (whose class we denote \(k\text{-SIIRV}_n\)).

3 The general algorithm

In this section, we obtain our main result, restated below:

\begin{itemize}
  \item \textbf{Theorem 1 (Main Theorem).} There exists an algorithm \textsc{TestSplittable} which, given sampling access to an unknown distribution \(D\) over \([n]\) and parameter \(\varepsilon \in (0,1]\), can distinguish with probability \(2/3\) between (a) \(D \in \mathcal{P}\) versus (b) \(\ell_1(D,\mathcal{P}) > \varepsilon\), for any property \(\mathcal{P}\) that satisfies the above natural structural criterion (Succinctness). Moreover, for many such properties this algorithm is computationally efficient, and its sample complexity is optimal (up to logarithmic factors and the exact dependence on \(\varepsilon\)).
\end{itemize}

\textbf{Intuition.} Before diving into the proof of this theorem, we first provide a high-level description of the argument. The algorithm proceeds in 3 stages: the first, the decomposition step, attempts to recursively construct a partition of the domain in a small number of intervals, with a very strong guarantee. If the decomposition succeeds, then the unknown distribution \(D\) will be close (in \(\ell_1\) distance) to its “flattening” on the partition; while if it fails (too many intervals have to be created), this serves as evidence that \(D\) does not belong to the class and we can reject. The second stage, the approximation step, then learns this flattening of the distribution – which can be done with few samples since by construction we do not have many intervals. The last stage is purely computational, the projection step: where we verify that the flattening we have learned is indeed close to the class \(\mathcal{C}\). If all three stages succeed, then by the triangle inequality it must be the case that \(D\) is close to \(\mathcal{C}\); and by the structural assumption on the class, if \(D \in \mathcal{C}\) then it will admit succinct enough partitions, and all three stages will go through.

Turning to the proof, we start by defining formally the “structural criterion” we shall rely on, before describing the algorithm at the heart of our result in Section 3.1. (We note that a modification of this algorithm is described in the full version, which allows us to derive Corollary 5.)

\begin{itemize}
  \item \textbf{Definition 15 (Decompositions).} Let \(\gamma > 0\) and \(L = L(\gamma, n) \geq 1\). A class of distributions \(\mathcal{C}\) on \([n]\) is said to be \((\gamma,L)\)-decomposable if for every \(D \in \mathcal{C}\) there exists \(\ell \leq L\) and a partition \(\mathcal{I}(\gamma,D) = (I_1, \ldots, I_\ell)\) of the interval \([1,n]\) such that, for all \(j \in [\ell]\), one of the following holds:
    \begin{enumerate}
      \item \(D(I_j) \leq \frac{\gamma}{L}\); or
      \item \(\max_{i \in I_j} D(i) \leq (1 + \gamma) \cdot \min_{i \in I_j} D(i)\).
    \end{enumerate}
  \end{itemize}

Further, if \(\mathcal{I}(\gamma,D)\) is dyadic (i.e., each \(I_k\) is of the form \([j \cdot 2^i + 1, (j + 1) \cdot 2^i]\) for some integers \(i,j\), corresponding to the leaves of a recursive bisection of \([n]\)), then \(\mathcal{C}\) is said to be \((\gamma,L)\)-splittable.
**Lemma 16.** If $C$ is ($\gamma, L$)-decomposable, then it is ($\gamma, O(L \log n)$)-splittable.

### 3.1 The algorithm

Theorem 1, and with it Corollary 2 and Corollary 3 will follow from the theorem below, combined with the structural theorems (left to the full version) on the corresponding classes:

**Theorem 17.** Let $C$ be a class of distributions over $[n]$ for which the following holds.
1. $C$ is ($\gamma, L(\gamma, n)$)-splittable;
2. there exists a procedure $\text{ProjectionDist}_C$ which, given as input a parameter $\alpha \in (0, 1)$ and the explicit description of a distribution $D$ over $[n]$, returns yes if the distance $\ell_1(D, C)$ to $C$ is at most $\alpha/10$, and no if $\ell_1(D, C) \geq 9\alpha/10$ (and either yes or no otherwise).

Then, the algorithm $\text{TestSplittable}$ (Algorithm 1) is a $O\left(\max\left(\sqrt{nL \log n/\epsilon^3}, L/\epsilon^2\right)\right)$-sample tester for $C$, for $L = L(\epsilon, n)$. (Moreover, if $\text{ProjectionDist}_C$ is computationally efficient, then so is $\text{TestSplittable}$.)

For all classes we consider, we are able to provide such computationally efficient procedures (see the full version for details).

**Algorithm 1 TestSplittable**

**Require:** Domain $I$ (interval), sample access to $D$ over $I$; subroutine $\text{ProjectionDist}_C$

**Input:** Parameters $\epsilon$ and function $L_C(\cdot, \cdot)$.

1. **Setting Up**
2. Define $\gamma \overset{\text{def}}{=} \frac{\epsilon}{\alpha}$, $L \overset{\text{def}}{=} L_C(\gamma, |I|)$, $\kappa \overset{\text{def}}{=} \frac{\gamma}{\max n}$, $\delta \overset{\text{def}}{=} \frac{1}{10L}$; and $c > 0$ be as in Lemma 14.
3. Set $m \overset{\text{def}}{=} C \cdot \max \left(\frac{1}{\alpha}, \frac{\sqrt{C \kappa m}}{\epsilon^2}\right) \cdot \log |I| = O\left(\frac{\sqrt{C \kappa m}}{\epsilon^2} + \frac{\kappa m}{\epsilon^2}\right)$ \hspace{1cm} $\triangleright$ $C$ is an absolute constant.
4. Obtain a sequence $s$ of $m$ independent samples from $D$. \hspace{1cm} $\triangleright$ For any $J \subseteq I$, let $m_J$ be the number of samples falling in $J$.
5. **Decomposition**
6. while $m_I \geq \max \left(\frac{c \cdot \sqrt{m_I}}{\epsilon^2} \log \frac{1}{\delta}, \kappa m\right)$ and at most $L$ splits have been performed do
7. Run Check-Small-$\ell_2$ (from Lemma 14) with parameters $\frac{m_I}{\epsilon^2}$ and $\delta$, using the samples of $s$ belonging to $I$.
8. if Check-Small-$\ell_2$ outputs no then
9. Bisect $I$, and recurse on both halves (using the same samples).
10. end if
11. end while
12. if more than $L$ splits have been performed then
13. return REJECT
14. end if
15. **Approximation**
16. Let $I = (I_1, \ldots, I_L)$ be the partition of $[n]$ from the leaves of the recursion. \hspace{1cm} $\triangleright$ $\ell \leq L$.
17. end if
18. **Offline Check**
19. Learn the flattening $\Phi(D, I)$ of $D$ to $\ell_1$ error $\frac{m_I}{\epsilon^2}$ (with probability 1/10), using $O(\ell/\epsilon^2)$ new samples. Let $\tilde{D}$ be the resulting hypothesis. \hspace{1cm} $\triangleright$ $\tilde{D}$ is a $\ell$-histogram.
20. return ACCEPT if and only if $\text{ProjectionDist}_C(\epsilon, \tilde{D})$ returns yes. \hspace{1cm} $\triangleright$ No sample needed.
3.2 Proof of Theorem 17

We now give the proof of our main result (Theorem 17), first analyzing the sample complexity of Algorithm 1 before arguing its correctness. For the latter, we will need the following simple lemma from [25], restated below:

Fact 18 ([25, Fact 1]). Let $D$ be a distribution over $[n]$, and $\delta \in (0, 1]$. Given $m \geq C \cdot \frac{\log \frac{2}{\delta}}{\eta}$ independent samples from $D$ (for some absolute constant $C > 0$), with probability at least $1 - \delta$ we have that, for every interval $I \subseteq [n]$:
(i) if $D(I) \geq \frac{\eta}{3}$, then $\frac{D(I)}{\eta} \leq \frac{\mu_{I}}{m} \leq \frac{3D(I)}{2}$;
(ii) if $\frac{\mu_{I}}{m} \geq \frac{\eta}{2}$, then $D(I) > \frac{\eta}{4}$;
(iii) if $\frac{\mu_{I}}{m} < \frac{\eta}{2}$, then $D(I) < \eta$;

where $m_I = \{ j \in [m] : x_j \in I \}$ is the number of the samples falling into $I$.

Sample complexity

The sample complexity is immediate, and comes from Steps 4 and 20. The total number of samples is

$$m + O\left(\frac{\ell}{\varepsilon^2}\right) = O\left(\sqrt{|I| - L} \cdot \log |I| + \frac{L}{\varepsilon} \log |I| + \frac{L}{\varepsilon^2}\right) = O\left(\sqrt{\frac{|I| - L}{\varepsilon^3}} \cdot \log |I| + \frac{L}{\varepsilon^2}\right).$$

Correctness

Say an interval $I$ considered during the execution of the “Decomposition” step is heavy if $m_I$ is big enough on Step 7, and light otherwise; and let $\mathcal{I}$ and $\mathcal{L}$ denote the sets of heavy and light intervals respectively. By choice of $m$ and a union bound over all $|I|^2$ possible intervals, we can assume on one hand that with probability at least $9/10$ the guarantees of Fact 18 hold simultaneously for all intervals considered. We hereafter condition on this event.

We first argue that if the algorithm does not reject in Step 13, then with probability at least $9/10$ we have $\|D - \Phi(D, I)\|_1 \leq \varepsilon/20$. Indeed, we can write

$$\|D - \Phi(D, I)\|_1 = \sum_{k: I_k \notin \mathcal{L}} D(I_k) \cdot \|D_{I_k} - U_{I_k}\|_1 + \sum_{k: I_k \in \mathcal{L}} D(I_k) \cdot \|D_{I_k} - U_{I_k}\|_1$$

$$\leq 2 \sum_{k: I_k \notin \mathcal{L}} D(I_k) + \sum_{k: I_k \in \mathcal{L}} D(I_k) \cdot \|D_{I_k} - U_{I_k}\|_1.$$

Let us bound the two terms separately.

- If $I' \in \mathcal{I}$, then by our choice of threshold we can apply Lemma 14 with $\delta = \frac{1}{100 \varepsilon}$; conditioning on all of the (at most $L$) events happening, which overall fails with probability at most $1/10$ by a union bound, we get

$$\|D_{I'}\|_2^2 = \|D_{I'} - U_{I'}\|_2^2 + \frac{1}{|I'|} \leq \left(1 + \frac{\varepsilon^2}{1600}\right) \frac{1}{|I'|} \leq \varepsilon/40$$

as CHECK-SMALL-$\ell_2$ returned $\text{yes}$; and by Lemma 13 this implies $\|D_{I'} - U_{I'}\|_1 \leq \varepsilon/40$.

- If $I' \in \mathcal{L}$, then we claim that $D(I') \leq \max(\kappa, 2c \cdot \frac{\sqrt{|I'|}}{m\varepsilon^2} \log \frac{1}{\delta})$. Clearly, this is true if $D(I') \leq \kappa$, so it only remains to show that $D(I') \leq 2c \cdot \frac{\sqrt{|I'|}}{m\varepsilon^2} \log \frac{1}{\delta}$. But this follows from Fact 18(i), as if we had $D(I') > 2c \cdot \frac{\sqrt{|I'|}}{m\varepsilon^2} \log \frac{1}{\delta}$ then $m_{I'}$ would have been big enough,
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In more detail, we want to argue that if \( D \) is in the class, then a decomposition with at most \( L \) pieces is found by the algorithm. Since there is a dyadic decomposition with at most \( L \) pieces (namely, \( \mathcal{I}(\gamma, D) = (I_1, \ldots, I_t) \)), it suffices to argue that the algorithm will not split one of the \( I_j \)'s (as every single \( I_j \) will eventually be considered by the recursive binary splitting, unless the algorithm stops recursing in this “path” before even considering \( I_j \), which is even better). But this is the case by the above argument, which ensures each such \( I_j \) will be recognized as satisfying one of the two conditions for “good decomposition” (being either close to uniform in \( \ell_2 \), or having very little mass).

4 In more detail, we want to argue that if \( D \) is in the class, then a decomposition with at most \( L \) pieces is found by the algorithm. Since there is a dyadic decomposition with at most \( L \) pieces (namely, \( \mathcal{I}(\gamma, D) = (I_1, \ldots, I_t) \)), it suffices to argue that the algorithm will not split one of the \( I_j \)'s (as every single \( I_j \) will eventually be considered by the recursive binary splitting, unless the algorithm stops recursing in this “path” before even considering \( I_j \), which is even better). But this is the case by the above argument, which ensures each such \( I_j \) will be recognized as satisfying one of the two conditions for “good decomposition” (being either close to uniform in \( \ell_2 \), or having very little mass).
4 Lower bounds

We now turn to proving converses to our positive results – namely, that many of the upper bounds we obtain cannot be significantly improved upon. As in our algorithmic approach, we describe for this purpose a generic framework for obtaining lower bounds: roughly speaking, a “testing-by-narrowing” reduction argument, that shows that under very modest assumptions testing membership to a class is at least as hard as testing identity to any fixed distribution it contains. (Due to space constraints, we only provide here a sketch of our results – and refer the interested reader to the full version.)

High-level idea

The motivation for our result is the observation of [11] that “monotonicity is at least as hard as uniformity.” Unfortunately, their specific argument does not generalize to other classes of distributions, making it impossible to extend it readily. The starting point of our approach is to observe that while uniformity testing is hard in general, it becomes very easy under the promise that the distribution is monotone, or even only close to monotone. This gives an alternate proof of the lower bound for monotonicity testing, via a different reduction:

First, test if the unknown distribution is monotone; if it is, test whether it is uniform, now assuming closeness to monotone.

More generally, this idea applies to any class \( C \) which (a) contains the uniform distribution, and (b) for which we have a \( o(\sqrt{n}) \)-sample agnostic learner \( L \), as follows. Assuming we have a tester \( T \) for \( C \) with sample complexity \( o(\sqrt{n}) \), define a uniformity tester as below.

- test if \( D \in C \) using \( T \); if not, reject (as \( U \in C \), \( D \) cannot be uniform);
- otherwise, agnostically learn \( D \) with \( L \) (since \( D \) is close to \( C \)), and obtain hypothesis \( \hat{D} \);
- check offline if \( \hat{D} \) is close to uniform.

By assumption, \( T \) and \( L \) each use \( o(\sqrt{n}) \) samples, so does the whole process; but this contradicts the lower bound of [10, 28] on uniformity testing. Hence, \( T \) must use \( \Omega(\sqrt{n}) \) samples.

This immediately will imply Corollary 6. Moreover, this argument can be further extended to other reductions than to uniformity, which we use to derive Corollaries 7 and 8.

The lower bound theorem

\( \blacktriangleright \) Theorem 19. Let \( C \) be a class of distributions over \([n]\) for which the following holds:

(i) there exists a semi-agnostic learner \( L \) for \( C \), with sample complexity \( q_L(n, \varepsilon, \delta) \) and “agnostic constant” \( c \);
(ii) there exists a subclass \( C_{\text{Hard}} \subseteq C \) such that testing \( C_{\text{Hard}} \) requires \( q_{\text{H}}(n, \varepsilon) \) samples.

Suppose further that \( q_L(n, \varepsilon, 1/10) = o(q_{\text{H}}(n, \varepsilon)) \). Then, any tester for \( C \) must use \( \Omega(q_{\text{H}}(n, \varepsilon)) \) samples.

Proof. The above theorem relies on the reduction outlined above, which we rigorously detail here. Assuming \( C, C_{\text{Hard}}, L \) as above (with semi-agnostic constant \( c \geq 1 \)), and a tester \( T \) for

---

5 Recall that an algorithm is said to be a semi-agnostic learner for a class \( C \) if it satisfies the following. Given sample access to an arbitrary distribution \( D \) and parameter \( \varepsilon \), it outputs a hypothesis \( \hat{D} \) which (with high probability) does “almost as well as it gets”:

\[ \|D - \hat{D}\|_1 \leq c \cdot \text{OPT}_{C,D} + O(\varepsilon) \]

where \( \text{OPT}_{C,D} \) is defined as \( \inf_{D' \in C} \ell_1(D', D) \), and \( c \geq 1 \) is some absolute constant (if \( c = 1 \), the learner is said to be agnostic).
We condition on both calls (to $O$ and by a triangle inequality we get, as claimed, the agnostic learner satisfies each step was successful. In particular, $T$ accepts, and the hypothesis $T$ probability at least $q_T(n, \varepsilon)$ and given sample access to a distribution $C$ check offline if $3$.

1. otherwise, agnostically learn a hypothesis $\hat{D}$ for $D$, with $L$ called with parameters $n, \varepsilon'$ and failure probability $1/6$;
2. check offline if $\hat{D}$ is $\varepsilon'$-close to $C_Hard$, accept if and only if this is the case. We condition on both calls (to $T$ and $L$) to be successful, which overall happens with probability at least $2/3$ by a union bound. The completeness is immediate: if $D \in C_{Hard} \subseteq C$, $T$ accepts, and the hypothesis $\hat{D}$ satisfies $\|\hat{D} - D\|_1 \leq \varepsilon'$. Therefore, $\ell_1(\hat{D}, C_{Hard}) \leq \varepsilon'$, and $T_{Hard}$ accepts.

For the soundness, we proceed by contrapositive. Suppose $T_{Hard}$ accepts; it means that each step was successful. In particular, $\ell_1(\hat{D}, C) \leq \varepsilon'/c$; so that the hypothesis outputted by the agnostic learner satisfies $\|\hat{D} - D\|_1 \leq c \cdot \text{opt} + \varepsilon' \leq 2\varepsilon'$. In turn, since the last step passed and by a triangle inequality we get, as claimed, $\ell_1(D, C_{Hard}) \leq 2\varepsilon' + \ell_1(\hat{D}, C_{Hard}) \leq 3\varepsilon' = \varepsilon$.

Observing that the overall sample complexity is $q_T(n, \varepsilon'') + q_L(n, \varepsilon', \frac{1}{10n}) = q_T(n, \varepsilon) + o(q_H(n, \varepsilon'))$ concludes the proof.
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