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Two-dimensional atomic arrays exhibit a number of intriguing quantum optical phenomena, including subradiance, nearly perfect reflection of radiation, and long-lived topological edge states. Studies of emission and scattering of photons in such lattices require complete treatment of the radiation pattern from individual atoms, including long-range interactions. We describe a systematic approach to perform the calculations of collective energy shifts and decay rates in the presence of such long-range interactions for arbitrary two-dimensional atomic lattices. As applications of our method, we investigate the topological properties of atomic lattices both in free space and near plasmonic surfaces.
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I. INTRODUCTION

Quantum optical properties of lattices of atoms and atom-like emitters are being actively explored both theoretically and experimentally [1–15]. In such lattices, atoms are assumed to be confined such that tunneling between sites is negligible and they interact via photon-mediated dipole-dipole interactions giving rise to hybridized atom-photon bands. The photonic band structure of three-dimensional (3D) atomic lattices has been investigated in a number of studies [2–6]. Recently, there has been significant interest in the photonic properties of two-dimensional (2D) atomic lattices, which have been shown to exhibit a variety of remarkable phenomena, including subradiance [15–18], near perfect reflection of radiation [12,14], and long-lived topological excitations [10,11].

In such lattices, a key distinction arises between the radiative interatomic coupling that gives rise to collective behavior and the radiative coupling to free-space modes that leads to unwanted losses.

In order to fully account for the radiative loss of atoms, the atomic coupling to all free-space modes, including propagating long-range photons, has to be considered. Determining the eigenmodes of the lattice in the presence of such long-range interactions between atoms is a nontrivial task, requiring careful treatment in order to obtain accurate results and to understand the photonic properties of the lattice.

In this paper, we describe a general approach for the calculation of photonic band structures in two-dimensional atomic lattices with arbitrary lattice geometries. Previously, general methods have been put forward [2–6] to accurately calculate photonic band structures for 3D infinite atomic lattices. Here, we make use of the general approach described in Refs.[5,6] and focus on 2D lattices, where the axial symmetry is broken along the third dimension. Previous photonic calculations involving infinite 2D atomic lattices either were restricted to two-level atoms in a square lattice [15], required summations in real space where convergence is slow [11,14], or relied on the method that we will now describe in detail [10]. As an application of our method, we study the topological properties of both Bravais and non-Bravais lattices in free space.

Furthermore, our formalism can also be used to describe two-dimensional lattices of emitters near planar surfaces. As an application, we study atomic lattices close to plasmonic surfaces and describe their emerging topological character. We note that studying the emission pattern of dipoles near metallic surfaces has been an active research area for over a century [19] and has been at the forefront of plasmonics research over the past few years [20–27]. Our paper provides a simple framework to study the collective decay rates into both free-space modes and plasmonic channels of a periodic lattice of dipolelike emitters near a metal surface, while also taking into account realistic metallic dispersion.

Our paper is organized as follows. In Sec. II we describe a general analytical approach to finding the Bloch modes of an infinite two-dimensional atomic lattice. In Sec. III we apply our formalism to analyze a non-Bravais square lattice and a triangular lattice of atoms in free space and discuss their topological properties. In Sec. IV we discuss a square lattice and a triangular lattice of atoms in the vicinity of a silver surface and discuss the topological properties of the latter. Key results and conclusions are summarized in Sec. V.

II. GENERAL FORMALISM

We consider a 2D lattice of atoms in the $x$-$y$ plane with interatomic spacing $a$. The quantization axis $\hat{z}$ is perpendicular to the plane of the atoms. Each atom is assumed, for simplicity, to have transitions from the ground state $|g\rangle$ to the excited states $|\sigma\rangle = \mp(|x\rangle \pm i|y\rangle)/\sqrt{2}$ and $|\pi\rangle = |z\rangle$, which are excited by...
\[ H = \hbar \sum_{n=1}^{N} \omega_n |\sigma_{+,n}\rangle \langle \sigma_{+,n}| + |\sigma_{-,n}\rangle \langle \sigma_{-,n}| + |\pi_n\rangle \langle \pi_n| + \int d^3k \hbar \epsilon_{\alpha k} a^\dagger_{\alpha k} a_{\alpha k} + \int d^3k \sum_{n=1}^{N} d_{n} \cdot \mathbf{E}(\mathbf{r}_n) + H_{\text{Zeeman}}, \]

where \( N \) is the number of atoms, \( \omega_n = 2\pi c/\lambda_n \) is the atomic transition frequency with wavelength \( \lambda_n \) and \( c \) is the speed of light in vacuum. Here \( |\sigma_{+,n}\rangle \) and \( |\sigma_{-,n}\rangle \) represent operators that only act on the subspace of the \( n \)th atom. The creation and annihilation operators of the electromagnetic field satisfy \( a_{\alpha k}, a_{\alpha k}^\dagger \equiv \delta_{\alpha,\beta} \delta(\mathbf{k} - \mathbf{k}') \), where \( \mathbf{k} \) is the wave vector with magnitude \( k = |\mathbf{k}| \) and \( \epsilon \) labels the two photon polarizations \( \epsilon \). The atomic transition dipole operator is given by \( \mathbf{d} = d(|\sigma_{+,n}\rangle \langle \sigma_{+,n}| + |\sigma_{-,n}\rangle \langle \sigma_{-,n}| + |\pi_n\rangle \langle \pi_n| + H.c. \), where \( H.c. \) are assumed, for simplicity, that all three transition dipole moments are equal. The dipole operator couples to the quantized transverse electromagnetic-field modes \( \mathbf{E}(\mathbf{r}) = \int d^3k \sum_\epsilon E_\epsilon \hat{E}_\epsilon a_{\epsilon k} e^{i\mathbf{k}\cdot\mathbf{r} + H.c.} \), where \( E_\epsilon = i(2\pi)^{-3/2}[\hbar \epsilon c/(2\varepsilon_0)]^{1/2} \), and \( \mathbf{r}_n \) denotes the position vector of individual atoms. The Hamiltonian accounting for the Zeeman splitting of the atoms is given by

\[ H_{\text{Zeeman}} = \hbar \sum_{n=1}^{N} \mu B (|\sigma_{+,n}\rangle \langle \sigma_{+,n}| - |\sigma_{-,n}\rangle \langle \sigma_{-,n}|), \]

where \( \mu B \) is the Zeeman shift of the atomic levels with magnetic moment \( \mu \) due to an out-of-plane magnetic field \( \mathbf{B} = B \hat{z} \).

Following the adiabatic elimination of the reservoir degrees of freedom via the Born-Markov approximation \([2-6,15,28,29]\), we obtain a master equation for the evolution of the system density operator \( \rho(t) \), which in the single excitation sector is given by

\[ \dot{\rho} = -\frac{i}{\hbar} (H_{\text{eff}} \rho - \rho H_{\text{eff}}^\dagger) + \frac{6\pi \hbar \Gamma_0 c}{\omega_A} \sum_{i,j=1}^{N} a_{i\alpha}^\dagger (a_{j\beta}^\dagger - a_{j\beta}^\dagger) \times \text{Im} \ G_{\alpha\beta}(\mathbf{r}_i - \mathbf{r}_j) |\alpha_i\rangle \langle \beta_j| |\beta_j\rangle \langle \alpha_i|, \]

where the non-Hermitian effective spin Hamiltonian reads

\[ H_{\text{eff}} = \hbar \sum_{i=1}^{N} \sum_{\alpha=\sigma_+,\sigma_-,\pi} \left( \omega_\alpha - i \frac{\Gamma_0}{2} \right) |\alpha_i\rangle \langle \alpha_i| + H_{\text{Zeeman}} \]

and \( \Gamma_0 = d^2 \omega_A^3/(3\pi \epsilon_0 \hbar c^3) \) is the radiative linewidth of a single atom in free space and \( G_{\alpha\beta}(\mathbf{r}) \) is the dyadic Green’s function describing the dipolar spin-spin interactions (see Sec. II D). Note that as part of the Markov approximation the only frequency dependence is through the atomic frequency \( \omega_A \) \([15]\).

The first term on the right-hand side of Eq. (3) describes the deterministic evolution of the atomic wave function and includes dipole-dipole interactions mediated via photon exchange, whereas the second term accounts for stochastic quantum jumps \([15,30-32]\). In the absence of a driving field, the dynamics in the single excitation sector is completely characterized by the non-Hermitian Hamiltonian in Eq. (4), since a quantum jump prepares the system in a trivial state where all atoms are in their ground states and the system does not evolve. Therefore, it is not necessary to keep track of these quantum jumps and the system dynamics can be studied without including the second term on the right-hand side of Eq. (3). The time evolution of the system is then described by the non-Hermitian Hamiltonian in Eq. (4) via the equation

\[ H_{\text{eff}}(\psi(t)) = i\hbar \frac{d}{dt} \psi(t), \]

where the overall decrease in amplitude reflects the dissipative transfer of population to the ground state.

### B. Bravais lattices

For an infinite periodic Bravais lattice, which has a single atom per unit cell, the single excitation eigenmodes of Eq. (4) are Bloch modes of the form

\[ |\psi_{\mathbf{k}_B}\rangle = \sum_{n} e^{i\mathbf{k}_B \cdot \mathbf{R}_n} (c_+|\sigma_{+,n}\rangle + c_-|\sigma_{-,n}\rangle + c_\pi|\pi_n\rangle), \]

where the summation runs over all lattice vectors \( \{\mathbf{R}_n\} \), \( \mathbf{k}_B \) is the Bloch wave vector, and \( c_+, c_- \), and \( c_\pi \) are constants that depend, in general, on \( \mathbf{k}_B \).

It is convenient to solve for and manipulate the dyadic Green’s function in the Cartesian basis. Therefore, we transform Eqs. (4) and (6) using the relation \( |\sigma_{\parallel}\rangle = \mp(i|x\rangle \pm i|y\rangle)/\sqrt{2} \) and perform all calculations in the Cartesian basis in the rest of this paper.
Using the Bloch ansatz for the wave function, finding the eigenvalues \( E_k \) of the effective Hamiltonian \( H_{\text{eff}} \) reduces to diagonalizing the following \( 3 \times 3 \) matrix \( M \), the components of which are given by
\[
M_{\alpha\beta} = (\omega_A - i\Gamma_0/2)\delta_{\alpha\beta} + \xi_{\alpha\beta} + \chi_{\alpha\beta},
\] (7)
where \( \alpha, \beta = x, y, z \) label the polarization components, and \( \delta_{\alpha\beta} \) is the Kronecker delta. Here \( \xi_{\alpha\beta} \) and \( \chi_{\alpha\beta} \) stand for the components of the complex matrices accounting for the magnetic field and the presence of all the other atoms in the periodic lattice for a given Bloch vector \( k_{\text{B}} \).

The matrix \( M \) captures how the energy levels, decay rates, and internal level couplings of a single atom are affected by the magnetic field and the presence of all the other atoms in the periodic lattice for a given Bloch vector \( k_{\text{B}} \). For example, the matrix element \( \chi_{xx} \) captures how the \( \{x\} \) state of an individual atom is affected by the couplings to the \( \{y\} \) states of all the other atoms in the lattice. The diagonalization of \( M \) yields three complex eigenvalues for each value of the Bloch vector \( k_{\text{B}} \) of the form \( E_{k_{\text{B}}} = \omega_k - i\gamma_k \), where the real part \( \omega_k \) corresponds to the energy of the Bloch eigenmode and the imaginary part \( \gamma_k \) characterizes the overall decay rate of the mode.

### C. Non-Bravais lattices

For an infinite periodic non-Bravais lattice, with \( m \) sites per unit cell, the single excitation eigenmodes of Eq. (4) are Bloch modes of the form [33]
\[
|\psi\rangle = \sum_{n=1}^{m} \sum_{\nu=1}^{M} e^{ik_{\nu} \cdot \mathbf{R}_{\nu}} (c_{\alpha,\nu}^+ |\sigma_{\alpha,\nu}^+\rangle + c_{\beta,\nu}^+ |\sigma_{\beta,\nu}^-\rangle + c_{\gamma,\nu}^+ |\sigma_{\gamma,\nu}^0\rangle),
\] (10)
where \( b \) labels the different atoms within the unit cell. In this case, the eigenmodes of the system are obtained by diagonalizing a \( 3m \times 3m \) matrix.

For simplicity, we focus on non-Bravais lattices with two sites per cell, but the formalism can be extended in a straightforward way to include more sites per cell. For \( m = 2 \), the non-Bravais lattice can be thought of as a lattice arising from the union of two sublattices \( \{R_1\} \) and \( \{R_2\} \), which are shifted with respect to each other by the basis vector \( \mathbf{b} \) that points from one site to the other within the periodic unit cell. With this notation, the matrix components of the relevant \( 6 \times 6 \) complex matrix \( M \) are given by
\[
M_{\mu\nu,\beta\nu} = (\omega_A^{(1)} - i\Gamma_0/2)\delta_{\mu\nu}\delta_{1\nu} + \xi_{\mu\nu,\beta\nu} + \chi_{\mu\nu,\beta\nu},
\] (11)
where \( \omega_A^{(1)} \) and \( \omega_A^{(2)} \) are the transition frequencies of the atoms located on the two sublattices, while \( \mu \) and \( \nu \) are sublattice labels than run over \( \mu, \nu = 1, 2 \). The terms accounting for the magnetic-field interaction are given by
\[
\xi_{\mu\nu,\beta\nu} = -i\mu B (\delta_{\alpha\mu}\delta_{\beta\nu} - \delta_{\alpha\nu}\delta_{\beta\mu})(\delta_{1\mu}\delta_{1\nu} + \delta_{2\mu}\delta_{2\nu}),
\] (12)
and the terms describing the atom-atom interactions take the form
\[
\chi_{\mu\nu,\beta\nu} = \frac{3\pi\Gamma_0c}{\omega_A^{(1)}} \sum_{R_{\nu\neq 0}} e^{ik_{\nu} \cdot \mathbf{R}} G_{\beta\nu}(\mathbf{R})\delta_{1\nu}\delta_{1\nu} + \sum_{R_{\nu\neq 0}} e^{ik_{\nu} \cdot \mathbf{R}} G_{\alpha\beta\nu}(R_{\nu} + \mathbf{b})\delta_{1\nu}\delta_{2\nu} + \sum_{R_{\nu\neq 0}} e^{ik_{\nu} \cdot \mathbf{R}} G_{\beta\nu}(R_{\nu} - \mathbf{b})\delta_{2\nu}\delta_{1\nu},
\] (13)
where we have used the fact that \(|\omega_A^{(1)} - \omega_A^{(2)}|/\omega_A^{(1)} \ll 1 \) to replace all occurrences of \( \omega_A^{(2)} \) with \( \omega_A^{(1)} \) in \( \chi_{\mu\nu,\beta\nu} \) and factor out a common prefactor. In Eq. (13) the first term on the right-hand side describes how atoms in sublattice \( \{R_1\} \) affect each other, whereas the second term describes how atoms in sublattice \( \{R_1\} \) are affected by atoms in sublattice \( \{R_2\} \). The third and fourth terms can be interpreted similarly.

In principle, the eigenmodes of the lattice can be directly calculated from Eqs. (7) and (9) for Bravais lattices, and Eqs. (11) and (13) for non-Bravais lattices for arbitrary lattice geometries using the expression for the Green’s function in real space and summing over all lattice sites. However, in the presence of long-range interactions, as, for example, in free space, the summation over the lattice sites converges very slowly, making accurate numerical computations difficult. Furthermore, in certain geometries, e.g., near planar surfaces (see Sec. IV), no closed-form expression exists for the Green’s function in real space. Below we describe a method to perform the relevant summations in momentum space, where convergence is fast and the expression for the Green’s function in momentum space can be used for the calculation, which is typically easier to obtain than the equivalent expression in real space.

### D. Dyadic Green’s function

The dyadic Green’s function \( G_{\alpha\beta} \) that appears in Eqs. (3), (4), (9), and (13) is the solution of the dyadic equation [34]
\[
\varepsilon(\omega, \mathbf{r}) \frac{\omega^2}{c^2} G_{\alpha\beta}(\mathbf{r}, \mathbf{r}') - (\partial_{\mathbf{r}} \partial_{\mathbf{r}'} - \partial_{\mathbf{r}'} \partial_{\mathbf{r}}) G_{\alpha\beta}(\mathbf{r}, \mathbf{r}') = \delta_{\alpha\beta} (\mathbf{r} - \mathbf{r}'),
\] (14)
where \( \varepsilon(\omega, \mathbf{r}) \) is potentially spatially inhomogeneous and frequency dependent and we assume a nonmagnetic medium with magnetic permeability \( \mu(\omega, \mathbf{r}) = 1 \). Physically, the Green’s function describes the electromagnetic radiation at position \( \mathbf{r} \) emitted by a pointlike dipole oscillating at frequency \( \omega \) at position \( \mathbf{r}' \).

In free space, the permittivity is \( \varepsilon = 1 \) and Eq. (14) has a closed-form solution for the free-space dyadic Green’s function \( G_{\alpha\beta} \) (see Appendix A). The components of the Green’s function with radiating boundary conditions are given
by [34,35]

\[ G_{\alpha\beta}(r) = -\frac{e^{ikr}}{4\pi r} \left(1 + \frac{i}{kr} - \frac{1}{(kr)^2}\right)\delta_{\alpha\beta} \]
\[ + \left(1 - \frac{3i}{kr} + \frac{3}{(kr)^2}\right)\frac{x_{\alpha}x_{\beta}}{r^2} \]
\[ + \frac{\kappa_{\alpha\beta}\delta^{(2)}(r)}{3k^2}, \tag{15} \]

where \( k = \omega/c \) and we have used the fact that the Green’s function only depends on \( r - r' \) to write it with a single argument. This is the well-known expression describing dipole-dipole interactions in free space, which can also be derived using conventional quantum optical techniques [36,37].

In the presence of planar interfaces, the expression for the dyadic Green’s function gets more complicated and the components can be evaluated in a closed form only in momentum space. The explicit expressions for the momentum-space components of the Green’s function near planar surfaces are described in detail in Appendix D.

E. Summation in momentum space

From Eq. (15) it is clear that the Green’s function decays as \( \sim 1/r \) in the far-field limit. In the presence of such long-range interactions between atoms it is desirable to perform the summations in Eqs. (9) and (13) in momentum space, where all sums converge rapidly as previously noted. The summation in position space is transformed to a summation in momentum space using the following form of Poisson’s identity:

\[ \sum_{\mathbf{R}} e^{i\mathbf{p}\cdot(\mathbf{x} + \mathbf{k})} \mathcal{R} = \frac{1}{A} \sum_{\mathbf{G}} (2\pi)^2 \delta^{(2)}(\mathbf{p} - \mathbf{k} - \mathbf{G}), \tag{16} \]

where \( \mathbf{p} = p_x \hat{x} + p_y \hat{y}, A \) is the area of the unit cell, and the reciprocal-lattice vectors \( \{\mathbf{G}\} \) are related to the lattice vectors \( \{\mathbf{R}\} \) by \( \mathbf{G} \cdot \mathbf{R} = 2\pi m \) for integer \( m \) [38]. Making use of Eq. (16), we obtain

\[ \sum_{\mathbf{R} \neq 0} e^{i\mathbf{ks}\cdot\mathbf{R}} G_{\alpha\beta}(\mathbf{R}) = \sum_{\mathbf{R}} e^{i\mathbf{ks}\cdot\mathbf{R}} G_{\alpha\beta}(\mathbf{R}) - G_{\alpha\beta}(0) \]
\[ = \frac{1}{A} \sum_{\mathbf{G}} g_{\alpha\beta}(\mathbf{G} - \mathbf{k}\beta; 0) - G_{\alpha\beta}(0), \tag{17} \]

where we have used the Weyl decomposition of the Green’s function in terms of 2D plane waves [39], which is defined via

\[ G_{\alpha\beta}(r) = \int \frac{dp_x dp_y}{(2\pi)^2} g_{\alpha\beta}(\mathbf{p}_{x,y}; z) e^{i(\mathbf{p}_{x,y} + p_z y)}. \tag{18} \]

In free space the Weyl decomposition is given by (see Appendix A)

\[ g_{\alpha\beta}(\mathbf{p}_{x,y}; z) = \int \frac{dp_z}{2\pi^2} e^{iR_z} \frac{1}{k^2} \frac{\kappa^2 \delta_{\alpha\beta} - p_x p_y}{k^2 - p^2}, \tag{19} \]

where \( p = p_x^2 + p_y^2 + p_z^2 \). Following similar reasoning, we also obtain

\[ \sum_{\mathbf{R}} e^{i\mathbf{ks}\cdot\mathbf{R}} G_{\alpha\beta}(\mathbf{R} \pm \mathbf{b}) = \frac{1}{A} \sum_{\mathbf{G}} g_{\alpha\beta}(\mathbf{G} - \mathbf{k}\beta; 0)e^{i\mathbf{b} \cdot (\mathbf{G} - \mathbf{k}\beta)}, \tag{20} \]

F. Green’s-function regularization and quantum fluctuations

In order to evaluate the right-hand side of Eq. (17), special care has to be taken. While the left-hand side of Eq. (17) is finite and physically meaningful, the two terms on the right-hand side diverge individually—only their difference is finite. An established technique to avoid such divergences is to take into account the quantum fluctuations of the particles [5,6]. These fluctuations “smear out” the divergent part of the Green’s function at \( r = 0 \) over a finite volume, making it finite. In practice, this can be achieved by averaging the free-space Green’s function with respect to the ground-state wave function of a harmonically trapped atom [5,6]:

\[ G_{\alpha\beta}^*(\mathbf{r}) = \int d^3q \ G_{\alpha\beta}(\mathbf{r} - \mathbf{q}) |\psi_0(\mathbf{q})|^2, \tag{21} \]

where \( \psi_0(\mathbf{q}) \) is the ground-state wave function of a quantum harmonic oscillator of frequency \( \omega_{ho} = \hbar/(2ma_{ho}^2) \) given by

\[ |\psi_0(\mathbf{q})|^2 = \frac{1}{(\sqrt{2\pi} \omega_{ho})^3} e^{-q^2/2\omega_{ho}^2}. \tag{22} \]

Performing this integral with \( \mathbf{r} = 0 \) yields the following non-divergent closed-form expression for the fluctuation-averaged Green’s function at the source [5,40]:

\[ G_{\alpha\beta}^*(0) = \frac{k}{6\pi} \left[ \frac{\text{erf}(k\omega_{ho}/\sqrt{2}) - i}{e^{k\omega_{ho}/2}} \right] \delta_{\alpha\beta}, \tag{23} \]

where \( \text{erf}(b) = 2/\sqrt{\pi} \int_0^b dy \exp(y^2) \) is the imaginary error function.

The regularization techniques of Refs. [5,6] can be specialized to the two-dimensional lattice to derive the fluctuation-averaged Weyl decomposition of the Green’s function \( g_{\alpha\beta}^*(\mathbf{p}_{x,y}; 0) \) in the \( z = 0 \) plane (see Appendix B for details of the derivation). The components of the resulting expression are given by

\[ g_{xx}^*(\mathbf{p}_{x,y}; 0) = (k^2 - p_y^2) \mathcal{I}_0, \]
\[ g_{yy}^*(\mathbf{p}_{x,y}; 0) = (k^2 - p_y^2) \mathcal{I}_0, \]
\[ g_{zz}^*(\mathbf{p}_{x,y}; 0) = (k^2 - p_x^2) \mathcal{I}_2, \]
\[ g_{xy}^*(\mathbf{p}_{x,y}; 0) = g_{yx}^*(\mathbf{p}_{x,y}; 0) = -p_x p_y \mathcal{I}_0, \]
\[ g_{xz}^*(\mathbf{p}_{x,y}; 0) = g_{zx}^*(\mathbf{p}_{x,y}; 0) = 0, \]
\[ g_{yz}^*(\mathbf{p}_{x,y}; 0) = g_{zy}^*(\mathbf{p}_{x,y}; 0) = 0, \]

where

\[ \mathcal{I}_0(p_x, p_y) = C \frac{\pi e^{-a_{ho}^2 \Lambda^2/2}}{\Lambda} \left[-i + \text{erf} \left( \frac{a_{ho} \Lambda}{\sqrt{2}} \right) \right], \tag{25} \]

and

\[ \mathcal{I}_2(p_x, p_y) = C \left\{ -\frac{\sqrt{2 \pi}}{a_{ho}} e^{-a_{ho}^2 \Lambda^2/2} \Lambda \left[-i + \text{erf} \left( \frac{a_{ho} \Lambda}{\sqrt{2}} \right) \right] \right\}. \tag{26} \]
The functions \( C \) and \( A \) depend on \( p_x \) and \( p_y \) and their explicit form is given by

\[
C(p_x, p_y) = \frac{1}{2\pi k^2} e^{-\xi_{\omega_0}(p_x^2 + p_y^2)/2} \tag{27}
\]

and

\[
A(p_x, p_y) = \left(k^2 - p_x^2 - p_y^2\right)^{1/2} \geq 0. \tag{28}
\]

We note that the last two lines in Eq. (24) are identically zero, since the polarization of the radiation emitted by a dipole is always parallel to the dipole orientation in the plane perpendicular to the dipole.

After substituting the regularized expressions from Eqs. (23) and (24) into Eqs. (17) and (20), we may use Eqs. (7) and (9) [or Eqs. (11) and (13)] to obtain the eigenmodes of any Bravais (or non-Bravais) 2D lattice in the presence of atomic fluctuations.

Furthermore, the eigenmodes for pointlike atoms (that are pinned to their lattice sites) can also be obtained through the simple modification of the fluctuation-averaged expressions for the Green’s function. In particular, it can be shown (see Ref. [5] and Appendix C) that the expression

\[
e^{i\omega_{\omega_0}t/2} \sum_{\mathbf{G}} g_{\alpha\beta}^* (\mathbf{G} - \mathbf{k}_B; 0) - G_{\alpha\beta}^* (0) \tag{29}
\]

approaches an \( \omega_{\omega_0}\)-independent value as the limit \( \omega_{\omega_0} \to 0 \) is taken. Therefore, when \( \omega_{\omega_0} \ll 1/k \), the following approximation holds:

\[
\sum_{\mathbf{R} \neq 0} e^{i\mathbf{R} \cdot \mathbf{k}_B} \frac{1}{A} \sum_{\mathbf{G}} g_{\alpha\beta}^* (\mathbf{G} - \mathbf{k}_B; 0) - G_{\alpha\beta}^* (0). \tag{30}
\]

Using this approximation in Eq. (9) or Eq. (13), we obtain the eigenmodes for arbitrary 2D lattice geometries made up of pointlike atoms.

The regularized expressions given above provide a straightforward, efficient, and accurate way of calculating the eigenmodes of any 2D lattice composed of pointlike or fluctuating atoms. Since we perform the summations in momentum space, only a few dozen reciprocal-lattice sites have to be included to obtain full convergence. This contrasts sharply with performing summations in real space, where convergence often remains an issue even after tens of thousands of lattice sites have been included. To illustrate our formalism, we analyze below particular examples of 2D atomic lattices in free space and near planar metallic surfaces.

III. ATOMIC LATTICES IN FREE SPACE

As an application of our formalism, we study 2D atomic lattices in free space. We focus on two examples—a non-Bravais square lattice of three-level atoms and a triangular lattice of three-level atoms—and discuss their topological properties.

A. Non-Bravais square lattice of three-level atoms

As our first example, we consider a non-Bravais square lattice of closely spaced \( \lambda = \lambda/20 \) atoms in free space as shown schematically in Fig. 2(a). The properties of a non-Bravais honeycomb lattice in free space were studied previously in Ref. [10], where long-lived topological edge states were shown to exist on the system boundaries. Here, we show that a non-Bravais square lattice also supports long-lived topological edge excitations. These results demonstrate that these topological phenomena are not confined to any particular non-Bravais lattice geometry. Later, we will also see that these results stand in contrast with those obtained in Bravais lattices, where edge excitations are short lived.

The atomic non-Bravais square lattice lies in the \( x-y \) plane with the quantization axis set along the \( z \) axis and the interatomic spacing is \( \lambda \). Each atom is assumed to have two excited states \( |\sigma_+\rangle \) and \( |\sigma_-\rangle \), which can be excited by \( \hat{\sigma}_z \) and \( \hat{\sigma}_- \) polarized light, respectively. Note that the atoms could also have a transition to the \( |z\rangle \) state, but from Eq. (15) [see also Eq. (24)] it follows that \( G_{zz} = G_{zx} = G_{zy} = G_{zy} = 0 \) in the \( x-y \) plane and, therefore, the \( \sigma_\pm \) transitions are decoupled.
from the transition to the $|z\rangle$ state and we can ignore the latter. The lattice is assumed to consist of atoms of two different resonant transition frequencies $\omega_A^{(1)}$ [red atoms in Fig. 2(a)] and $\omega_A^{(2)} = \omega_A^{(1)} + \delta\omega$ (green atoms), where $\delta\omega$ is a nonzero energy shift that may originate from having two different atomic species or a position-dependent Stark shift. Here we assume that the atoms are pointlike and their position is fixed.

First, we consider the atomic lattice in the absence of a magnetic field. After substituting Eqs. (20) and (30) into Eq. (13), we diagonalize the matrix in Eq. (11) to obtain the complex eigenvalues $E_{k_B} = \omega_{k_B} - i\gamma_{k_B}$ for each Bloch vector $k_B$ inside the Brillouin zone. Figure 2(b) shows the resulting band structure along the lines joining the high-symmetry points $\Gamma$, $M$, and $X$ inside the irreducible Brillouin zone [see inset of Fig. 2(b)].

The decay rates of the modes ($\gamma_{k_B}$) are shown using a color code. The edges of the light cone are marked by green dashed lines at $k_B = 2\pi/\lambda$. These lines correspond to free-space modes propagating in the $x$-$y$ plane with maximal in-plane momentum $k_B = \omega_{k_B}/c$. All other free-space modes have an in-plane momentum component that satisfies $k_B < \omega_{k_B}/c$ [green shaded region in Fig. 2(b)]. The hybridized atom-photon modes of the atomic lattice with quasimomentum $k_B < \omega_{k_B}/c$ can couple to free-space modes with matching momentum and energy, making these lattice modes short lived. In contrast, lattice modes with quasimomentum $k_B > \omega_{k_B}/c$ cannot couple to any of the free-space modes due to the momentum mismatch (since $|k| |k'| = \beta k^2$ in the momentum eigenbasis) [10,15]. Therefore, lattice modes with $k_B > \omega_{k_B}/c$ are decoupled from free-space modes and do not decay when the lattice is infinite.

This distinction between short-lived modes inside the light cone and long-lived modes outside the light cone is well known in the literature of photonic crystal slabs, where periodic subwavelength dielectric structures are used to confine light in quasi-2D structures [41]. We also note that even though the edges of the light cone indeed trace out a conical shape in $k$ space the dashed green lines in Fig. 2(b) appear vertical, as we are only looking at a small energy range of a few linewidths around the atomic transition frequency and $\Gamma_0 \ll \omega_A$ at optical frequencies.

Due to the underlying symmetries of the lattice, the bands in Fig. 2(b) form Dirac cones along the paths joining the $\Gamma$ point with the four $X$ points and there is a quadratic degeneracy at the $\Gamma$ point. These degeneracies arise due to the degeneracy of the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ transitions in the absence of a magnetic field. When a magnetic field $B = Bz$ is switched on, the energy levels of the $|\sigma_\pm\rangle$ transitions are shifted by $\pm\mu B$ due to Zeeman splitting. Breaking the degeneracy of the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ transitions lifts the degeneracy of the bands and a complete band gap forms across the Brillouin zone [gray shaded band in Fig. 2(c)].

We investigate the topological character of the bands by calculating their Chern numbers [42], which are defined via the integral

$$C = \frac{1}{2\pi} \int \nabla_{k_B} \times A(k_B) \cdot dk_B. \quad (31)$$

The integral is performed over each band inside the irreducible Brillouin zone and the integrand is the curl of the “Berry curvature,” which is defined via

$$A(k_B) = \langle \psi_{k_B} | i\nabla_{k_B} | \psi_{k_B} \rangle, \quad (32)$$

where $\psi_{k_B}$ is the wave function of the Bloch mode with Bloch momentum $k_B$. We use the discretization method in Ref. [43] to numerically obtain the Chern numbers for the bands. The resulting nonzero Chern numbers for the bands above and below the gap are shown in Fig. 2(c). The four Dirac points between the two middle bands contribute +2 and $-2$ to the Chern numbers of the upper and lower bands, respectively. At the same time, the quadratic degeneracy between the top two bands contributes +1 and $-1$ to the upper and lower bands, respectively. Thus the three bands, from top to bottom, acquire Chern numbers +1, (+2 $-1$) = +1, and $-2$.

Band gaps between topological bands are associated with edge states [42]. We investigate the spectrum of edge states by finding the eigenmodes of a periodic strip of the atomic lattice [see Fig. 3(a)]. The calculation proceeds by defining an $M \times N$ lattice of atoms in real space, where the lattice has periodic boundary conditions along the first direction [Fig. 3(a)]. The interactions between atoms is calculated using Eq. (4) and the range of the interactions is truncated after $M/2$ sites [44]. The wave functions of the resulting eigenmodes are...
then Fourier analyzed to find $k_x$, the component of the Bloch quasimomentum along the $x$ axis, associated with each mode.

Figure 3(b) shows the spectrum of $H_{eff}$ for such a configuration, where the eigenenergies are plotted versus $k_x$. Edge modes on the lower and upper boundaries of the strip are marked by diamonds and squares, respectively. The edge states cross the gap connecting the two bulk bands. Since the sum of the Chern numbers above and below the band gap is $+2$ and $-2$, respectively, there are two sets of edge modes on each boundary. Note that both sets of edge modes on the lower boundary carry energy to the right, whereas both sets of modes on the top boundary carry energy to the left. Since energy flow is unidirectional on each boundary, these edge states carry energy forward without backscattering. Crucially, we find that the edge modes cross the gap outside the light cone with quasimomentum $k_B > \omega/c$. Therefore, these edge states do not couple to free-space modes due to the momentum mismatch, making them long lived with decay rates much smaller than $\Gamma_0/2$. This suppression of losses is the key result, which leads to long-lived edge excitations. Such edge excitations can carry energy around the boundaries of the lattice with minimal losses.

Figure 4 shows a snapshot of the excitation probabilities during the no-jump time evolution of the system when a single atom is continuously excited by a laser on the boundaries of the lattice. If the driving field is weak, the dynamics are essentially captured by the single excitation description introduced above. We add to Eq. (10) the ground-state component $+|\psi_0\rangle$ of the driven atom and $|\psi_0\rangle$ is coupled to the excited states $|\sigma_+,\omega\rangle$ and $|\sigma_-,\omega\rangle$ of the atom by adding the driving terms $\Omega(t)(|\sigma_+,\omega\rangle\langle\sigma_+,\omega| + |\sigma_-,\omega\rangle\langle\sigma_-,\omega| + H.c.)$ to the effective Hamiltonian $H_{eff}$. We obtain the time-evolved wave function at time $t$ by numerically finding $|\psi(t)\rangle = \exp(-i\{H_{eff}/\hbar\})|\psi(0)\rangle$, where the excitation is initially in the ground state of the driven atom $|\langle g_0|\psi(0)\rangle|^2 = 1$. The laser is resonant with the edge states inside the band gap and is switched on adiabatically to avoid exciting nonresonant modes. We find that approximately 96% of the excitation emitted by the atom is coupled into the edge modes carrying energy in the clockwise direction, while coupling into modes circulating anticlockwise and into the bulk modes is strongly suppressed due to the gap and topology. Given the absence of channels for backscattering and highly suppressed coupling to free-space modes, the excitation routes around corners with approximately 97% efficiency as well as around the irregular defect with approximately 86% efficiency. We emphasize that these results illustrate the key point that topological quantum optical systems are protected against both losses into free space and large defects in the lattice. We also note that qualitatively similar results were obtained in the non-Bravais honeycomb lattice in Ref. [10].

B. Triangular lattice of three-level atoms

Topological photonic bands in atomic lattices can also be obtained when $a \approx \lambda/2$—a trapping regime that is routinely explored in cold atom laboratories worldwide [45]. Figure 5(a) shows a triangular Bravais lattice of atoms in the $x$-$y$ plane in free space with $a = \lambda/2$ and quantization axis along the $z$ axis. As in the case of the non-Bravais square lattice, each atom is assumed to have two excited states $|\sigma_+\rangle$ and $|\sigma_-\rangle$.

Initially, we assume pointlike atoms in zero magnetic field. After substituting Eq. (30) into Eq. (9), we diagonalize the matrix in Eq. (7) to obtain the complex eigenvalues. Figure 5(b) shows the band structure along lines joining the high-symmetry points $\Gamma$, $K$, and $M$ of the Brillouin zone [see inset of Fig. 5(b)].

The decay rates of the modes $\gamma_{\kappa}$ are encoded using a color code and the light cone edges are marked by green dashed lines. Given the $a = \lambda/2$ spacing of the atoms, the boundaries of the irreducible Brillouin zone are close to the light cone edges. Therefore, the modes are decoupled from free-space modes only in a small region near the perimeter of the irreducible Brillouin zone.

The bands in Fig. 5(b) form a Dirac cone at the $K$ point and a quadratic degeneracy at the $\Gamma$ point. When a magnetic field $B = Bz$ is switched on, the degeneracies are lifted and a small gap forms across the Brillouin zone [shaded band in Fig. 5(c)]. The bands acquire nonzero Chern numbers (purple numbers) indicating the topological nature of the bands.

Figure 5(d) shows the band structure in the presence of a magnetic field when the fluctuations of the atoms are taken into account. The plot is obtained by substituting the regularized expressions from Eqs. (23) and (24) into Eq. (17) and diagonalizing Eq. (7) with $a = \lambda/2$ and $a_{\kappa} = 0.4a$. Since
making them short lived. This makes energy transfer with these edge states impractical. The spacing of the atoms can be reduced slightly to increase the size of the Brillouin zone and establish larger areas that are outside the light cone. However, as the spacing between atoms is reduced, the gap size gradually decreases and closes before the edge states cross the edges of the light cone. This stands in contrast with the case of a honeycomb lattice of atoms, where the gap size increases as $\sim 1/a^2$ with decreasing interatomic distance [10].

Qualitatively similar results can be obtained in a square Bravais lattice of atoms with $a \approx \lambda/2$ and identical atomic level structure. In this case, quadratic degeneracies form both at the $\Gamma$ and $\textbf{M}$ points. A magnetic field lifts the degeneracies, opening a gap. The size of the gap varies with interatomic spacing and is non-negligible ($\Delta \approx 0.5\Gamma_0$) only when $a \approx \lambda/2$. The maximum gap size is generally smaller in the square lattice than for a triangular lattice with similar parameters, as the Brillouin zone of the square lattice is less circular than that of the triangular lattice [46].

IV. ATOMIC LATTICES NEAR A METALLIC PLANAR SURFACE

The study of dipole-like atomic emitters near metallic surfaces has received significant attention lately as part of recent research efforts into plasmonics [20–27]. The technique developed so far can be extended in a straightforward way to describe atomic lattices in the vicinity of planar metal surfaces as long as the plane of the atomic lattice is parallel to all surfaces, thus ensuring that translational invariance is preserved in the $x$-$y$ plane. Here, we analyze atoms placed near a single metal-dielectric interface. In Appendix D, we also discuss how our method generalizes to describe atomic lattices in the presence of arbitrarily layered planar media.

We assume that the plane of the atomic lattice lies at $z = 0$ and the metal-dielectric interface is located at a distance $h$ below the dipoles at $z = -h$. The eigenmodes of the atomic lattice are then obtained from Eqs. (7) and (11) by substituting $G_{\alpha \beta}$ into Eqs. (9) and (13), where $G_{\alpha \beta}$ is the solution of Eq. (14) with the following spatially inhomogeneous and frequency-dependent permittivity:

$$
\varepsilon(\omega, \textbf{r}) = \begin{cases} 
\varepsilon_d, & \text{if } z > -h \\
\varepsilon_m(\omega), & \text{if } z < -h
\end{cases}
$$

where $\varepsilon_d$ is the permittivity of the dielectric and $\varepsilon_m(\omega)$ is the frequency-dependent permittivity of the metal. In the presence of a planar interface, there is no known closed-form solution for $G_{\alpha \beta}$ in position space. In contrast, it is possible to exactly solve for the Weyl decomposition $G_{\alpha \beta}(\textbf{p}, \omega; z)$ in momentum space in the presence of arbitrarily layered planar media (see Appendix D for more details), which allows us to efficiently perform the band-structure calculations using the expressions Eqs. (17) and (20) [47].

For illustration, below we analyze two examples of atomic lattices near plasmonic surfaces—a square lattice of four-level atoms featuring a nontopological gap and a triangular lattice of three-level atoms giving rise to topological gaps.

A. Square lattice of four-level atoms

As our first example, we consider a square lattice of atoms in free space ($\varepsilon_d = 1$) near a silver surface as shown in Fig. 6(a).
Each atom is assumed to have three excited states $|\sigma_+\rangle$, $|\sigma_-\rangle$, and $|\pi\rangle$, which are excited by $\hat{\sigma}_+\, , \hat{\sigma}_-\, , \text{and } \hat{\sigma}_z$ polarized light. The atoms are assumed to be very close to the surface $h \ll \lambda$, such that coupling to plasmons is strong at optical frequencies. For the frequency-dependent dielectric permittivity of metal we use the material properties reported for single-crystal silver in Ref. [27], which were experimentally shown to give rise to propagation distances on the order of 150–200$\lambda$ for plasmons at optical frequencies. Therefore, we disregard the imaginary part of the permittivity with the understanding that the propagation distance of the hybrid atom-plasmon modes of the lattice is eventually limited by ohmic losses. For a discussion of the notion of band gaps in the presence of losses see Ref. [1].

Figure 6(b) shows the band structure of the atomic lattice near the metal surface with $a = \lambda/3$ and $h = \lambda/10$. Due to the proximity of the metal surface, the in-plane components of the electromagnetic field are small. Therefore, the bare resonant energy $\omega_A$ of the $|\sigma_\pm\rangle$ and $|\sigma_-\rangle$ transitions of the individual atoms is not strongly affected by the presence of the other atoms, resulting in the two nearly flat bands near $\omega_A$. In contrast, the $|\pi\rangle$ transition couples strongly to plasmons, which are predominantly polarized along $\hat{z}$. The strong interaction splits the $\hat{z}$ polarized band into two bands [top and bottom band in Fig. 6(b)], resulting in a (nontopological) band gap. At energies inside the band gap no plasmonic modes can propagate.

The edges of the light cone are marked by green dashed lines in Fig. 6(b). For frequencies far away from the plasma frequency, the plasmonic modes fall just outside the edges of the light cone. These plasmonic modes are marked by magenta dashed lines in Fig. 6(b). Modes within the light cone couple strongly to free-space modes, whereas modes outside the light cone do not decay.

Hybridized atom-plasmon-photon bands may also have topological character in the proximity of the metal surface. Figure 7 shows a triangular lattice of three-level atoms with V-level structure near a metal surface, where the transition to the $|\pi\rangle$ state is not included since it decouples completely from the transition to the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ states (see discussion in Sec. III A). The $|\sigma_+\rangle$ and $|\sigma_-\rangle$ transitions are assumed to be near-UV ($\lambda = 437$ nm). Such transitions are favorable, since at higher frequencies the plasmons get more tightly confined to the metal surface and the in-plane components of the plasmonic fields increase, making interactions with the $|\sigma_\pm\rangle$ transitions stronger. Figure 7(b) shows the band structure in the absence of a magnetic field. A quadratic degeneracy forms at the $\Gamma$ and $K$ points. (c) A transverse magnetic field ($\mu B = 0.5\Gamma_0$) opens two small gaps between bands that have nontrivial Chern numbers. The relevant parameters are $\lambda = 437$ nm, $\Gamma_0 = 2\pi \times 0.95$ MHz, $a = \lambda/1.95$, and $h = \lambda/15$.

B. Triangular lattice of three-level atoms

Hybridized atom-plasmon-photon bands may also have topological character in the proximity of the metal surface.
of atoms in free space [Figs. 5(b) and 5(c)]. The key difference is that in Fig. 7 the uppermost band asymptotically approaches the unperturbed plasmonic modes of the metal surface (purple dashed lines) for $\omega_k \gg \omega_A$, whereas in Fig. 5 the decay rate of the uppermost band diverges as the edges of the light cone are approached, effectively dissolving the band [10].

V. CONCLUSIONS

We have described a general method for calculating the photonic band structure for infinite two-dimensional atomic lattices in free space and near planar surfaces with arbitrary Bravais and non-Bravais geometries. This method takes into account the full radiation pattern emitted by individual atoms, which gives rise to long-range interactions that scale as $\sim 1/r$. By performing the required summations in momentum space rather than in real space, calculation of collective energy shifts and decay rates can be performed efficiently. This method makes it possible to account for atomic position fluctuations and can be extended to describe atomic lattices near metallic surfaces.

As applications of our method, we studied non-Bravais square lattices and triangular Bravais lattices in free space and investigated their topological properties, including topological edge states in the band gap. We also obtained the band structure of an atomic square lattice near metallic surfaces and studied the topological bands that arise when a triangular lattice of atoms is placed near the metal surface. Given the generality of our method, we expect that it will pave the way for further studies of two-dimensional atomic lattices both in free space and near planar surfaces and will facilitate finding experimentally accessible parameter regimes for the realization of topological quantum optics and other intriguing phenomena.
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APPENDIX A: GREEN’S-FUNCTION EXPRESSIONS

In free space the permittivity is $\varepsilon = 1$ and Eq. (14) can be solved using Fourier techniques to obtain the following momentum-space representation of the dyadic Green’s function [39]:

$$G_{0,ab}(r) = \int \frac{d^3 p}{(2\pi)^3} \frac{1}{r^k} \delta_{ab} - p_a p_b \frac{k^2}{k^2 - p^2},$$

(A1)

where $p = p_x \hat{x} + p_y \hat{y} + p_z \hat{z}$, $p = |p|$, and $k = \omega/c$. Equation (14) also has a closed-form solution in position space [39] given by

$$G_{0,ab}(r) = -\left(1 + \frac{1}{k^2} \right) \frac{e^{ikr}}{4\pi r}.$$  

(A2)

After evaluating the derivatives [48,49], we obtain the following Green’s-function components [34,35]:

$$G_{0,ab}(r) = -e^{ikr} \left[ \left(1 + \frac{1}{kr} \right) \delta_{ab} + \frac{1}{k^2} \right] \frac{e^{ikr}}{4\pi r}.$$  

(A3)

APPENDIX B: GREEN’S-FUNCTION REGULARIZATION

We regularize the Green’s function by inserting a Gaussian momentum cutoff of the form [5]

$$\tilde{R}(\omega_{ho}, p) = e^{-\omega_{ho}^2 p^2/2}$$

(B1)

into the Fourier integral of the Green’s function [Eq. (A1)], which yields

$$G_{0,ab}^*(r) = \int \frac{d^3 p}{(2\pi)^3} \frac{1}{r^k} \delta_{ab} - p_a p_b \frac{k^2}{k^2 - p^2} e^{-\omega_{ho}^2 p^2/2}.$$  

(B2)

The momentum cutoff removes the high-frequency contributions that are associated with momenta $p \gg 1/\omega_{ho}$. Equation (B2) is a convolution between the Green’s function and the momentum cutoff and, therefore, by the convolution theorem we obtain

$$G_{0,ab}^*(r) = \int d^3 q \ G_{0,ab}(r - q) \tilde{R}(\omega_{ho}, q),$$

(B3)

where $\mathcal{R}(\omega_{ho}, q)$ is the Fourier transform of the momentum cutoff function $\tilde{R}(\omega_{ho}, p)$ given by

$$\mathcal{R}(\omega_{ho}, q) = \int \frac{d^3 p}{(2\pi)^3} e^{i p q} e^{-\omega_{ho}^2 p^2/2} = \left(\sqrt{2\pi} \omega_{ho}\right)^3 e^{-q^2/2\omega_{ho}^2} = |\psi_0(q)|^2,$$

(B4)

where $|\psi_0(q)|$ is the ground-state wave function of a quantum harmonic oscillator of frequency $\omega_{ho} = \hbar/(2m\alpha_{ho}^2)$. Equation (B3) thus represents the averaging over the ground-state fluctuations of a harmonically trapped atom, where $\omega_{ho}$ is the amplitude of the ground-state fluctuations [5]. Substituting Eq. (15) into Eq. (B3), setting $r = 0$ and evaluating the integral gives Eq. (23).

In order to find the fluctuation-averaged Weyl decomposition of the free-space Green’s function in the plane of the atoms ($z = 0$), we need to evaluate the following
expression:

\[ g_{ag}^{*}(\mathbf{p}_{x,y}; 0) = \int \frac{dp_z}{2\pi} \frac{k^2 \delta_{\alpha\beta} - p_{\alpha} p_{\beta}}{k^2 (k^2 - p^2 + i\epsilon)} e^{-a_{ho} p^2 / 2}, \quad (B5) \]

where, as part of the Sommerfeld prescription to make the Green’s function causal, we have included an infinitesimal imaginary number with \( \epsilon > 0 \) in the denominator to move the poles off the real axis [39]. The six independent components are given by

\[\begin{align*}
g_{xx}^* &= (k^2 - p_x^2) I_0, \\
g_{yy}^* &= (k^2 - p_y^2) I_0, \\
g_{zz}^* &= (k^2 I_0 - I_2), \\
g_{xy}^* &= g_{yx}^* = -p_x p_y I_0, \\
g_{xz}^* &= g_{zx}^* = -p_x I_1, \\
g_{yz}^* &= g_{zy}^* = -p_y I_1, \end{align*}\]

(B6)

where the integrals are given by

\[\begin{align*}
I_0 &= C \int dp_z \frac{e^{-a_{ho} p^2 / 2}}{(k^2 - p_x^2 - p_y^2 + i\epsilon - p_z^2)}, \\
I_1 &= C \int dp_z \frac{p_z e^{-a_{ho} p^2 / 2}}{(k^2 - p_x^2 - p_y^2 + i\epsilon - p_z^2)}, \\
I_2 &= C \int dp_z \frac{p_z^2 e^{-a_{ho} p^2 / 2}}{(k^2 - p_x^2 - p_y^2 + i\epsilon - p_z^2)},
\end{align*}\]

(B7) \hspace{1cm} (B8) \hspace{1cm} (B9)

and

\[\begin{align*}
C(p_x, p_y) &= \frac{1}{2\pi k^2} e^{-a_{ho} (p_x^2 + p_y^2)} / 2. \quad (B10)\end{align*}\]

Using the closed-form solutions for these integrals (see, e.g., Ref. [50]), we obtain Eqs. (25) and (26).

**APPENDIX C: CUTOFF INDEPENDENCE OF GREEN’S-FUNCTION REGULARIZATION**

As described in Ref. [5], in order to demonstrate that Eq. (29) is independent of \( a_{ho} \), we need to differentiate Eq. (29) with respect to \( \alpha_{ho} \), and show that the value of the resulting derivative goes to zero as the \( a_{ho} \rightarrow 0 \) limit is taken. To simplify the calculations, we use the form of the Green’s function as given in Eq. (A2) and the following observation [34,39]:

\[ \frac{e^{ikr}}{4\pi r} = -\int \frac{d^3p}{(2\pi)^3} \frac{e^{ipr}}{k^2 - p^2}. \]

We substitute into Eq. (29) the following expression:

\[ G_{0,ag}(\omega, \mathbf{r}) = \left[ \delta_{\alpha\beta} + \frac{\partial_{\alpha} \partial_{\beta}}{k^2} \right] \int \frac{d^3p}{(2\pi)^3} \frac{e^{ipr}}{k^2 - p^2} e^{-a_{ho} p^2 / 2}. \]

(C2)

After taking the derivative with respect to \( a_{ho}^2 \) and performing the resulting Gaussian integral, we obtain

\[ \lim_{\alpha_{ho} \rightarrow 0} \frac{\partial}{\partial \alpha_{ho}} \left[ e^{k^2 a_{ho}^2} \sum_{\mathbf{R}} e^{i\mathbf{k}_\alpha \cdot \mathbf{R}} G_{ag}^*(\mathbf{R}) \right] = \lim_{\alpha_{ho} \rightarrow 0} \sum_{\mathbf{R}} e^{i\mathbf{k}_\alpha \cdot \mathbf{R}} \left( \delta_{\alpha\beta} + \frac{\partial_{\alpha} \partial_{\beta}}{k^2} \right) \frac{e^{i\mathbf{k}_\alpha \cdot \mathbf{R}}}{2} \left( \frac{2\pi}{a_{ho}} \right)^{3/2} e^{-a_{ho}^2} = 0, \]

(C3)

where the last equality follows from the observation that \( \exp(-R^2/4a_{ho}^2) \rightarrow 0 \) as \( a_{ho} \rightarrow 0 \) for \( R \neq 0 \).

**APPENDIX D: GREEN’S FUNCTION NEAR A FLAT SURFACE**

The Weyl decomposition of the Green’s function in the presence of a flat surface has previously been derived by a number of authors [34,51–53]. Assuming the interface is located at \( z = h \), for \( z > -h \) the Weyl decomposition is given by

\[ g_{ag}(\mathbf{p}_{x,y}; z) = g_{0,ag}(\mathbf{p}_{x,y}; z) + g_{sc,ag}(\mathbf{p}_{x,y}; z), \]

(D1)

where \( g_{0,ag}(\mathbf{p}_{x,y}; z) \) is the Green’s function in free space discussed previously and the term accounting for the scattering from the surface is given by

\[ g_{sc,ag}(\mathbf{p}_{x,y}; z) = -\frac{i e^{k(2z+h)}}{2k_d} [r S \hat{S} \hat{S}^\beta + r P \hat{P}^\beta \hat{P}^\beta], \]

(D2)

where the Fresnel coefficients are given by

\[ r_s = \frac{k_d - k_m}{k_d + k_m} \quad \text{and} \quad r_p = \frac{\epsilon_m k_d - \epsilon_d k_m}{\epsilon_m k_d + \epsilon_d k_m}, \]

(D3)

with

\[ k_d = (\epsilon_d k^2 - p_x^2 - p_y^2)^{1/2} \geq 0 \]

(D4)

and

\[ k_m = (\epsilon_m k^2 - p_x^2 - p_y^2)^{1/2} \geq 0, \]

(D5)

where \( k = \omega/c \). The unit vectors for the \( S \) and \( P \) polarizations are given by

\[ \hat{S} = \frac{1}{p} (p_x \hat{x} - p_y \hat{y}), \]

(D6)

\[ \hat{P}^\pm = \frac{1}{k \sqrt{\epsilon_d}} \left( p_x \hat{z} \pm k_d p_y \hat{z} \right). \]

(D7)

Using these expressions, we obtain the following matrix expressions:

\[ \hat{S} \hat{S} = \begin{bmatrix} p_x^2 & 0 & -p_x p_y & 0 \\ 0 & p_y^2 & 0 & -p_x p_y \\ -p_x p_y & 0 & p_x^2 & 0 \\ 0 & 0 & 0 & p_y^2 \end{bmatrix}, \]

(D8)
\[ \mathbf{\hat{P}} \cdot \mathbf{\hat{P}}^\dagger = \begin{bmatrix} -\frac{k_x^2}{e^2} \frac{p_x^2}{p_x^2 + p_y^2} & \frac{k_y^2}{e^2} \frac{p_y}{p_x^2 + p_y^2} & -\frac{k_z}{e^2} \frac{p_z}{p_x^2 + p_y^2} \\ \frac{k_x^2}{e^2} \frac{p_x}{p_x^2 + p_y^2} & -\frac{k_y^2}{e^2} \frac{p_y^2}{p_x^2 + p_y^2} & -\frac{k_z}{e^2} \frac{p_z}{p_x^2 + p_y^2} \\ \frac{k_z}{e^2} \frac{p_z}{p_x^2 + p_y^2} & \frac{k_z}{e^2} \frac{p_z}{p_x^2 + p_y^2} & -\frac{k_y^2}{e^2} \frac{p_y}{p_x^2 + p_y^2} \end{bmatrix}. \]  

Therefore, the full matrix expression in Cartesian coordinates for the scattered part of the Green’s function is given by

\[ g_{sc}(\mathbf{p}_{x,y},z) = -i \frac{1}{2k_d} e^{i(k_d z + \mathbf{p} \cdot \mathbf{r}_S)} \begin{bmatrix} \frac{p_x^2}{p_x^2 + p_y^2} R_S - \frac{k_x^2}{e^2} \frac{p_x p_y}{p_x^2 + p_y^2} & p_y R_S - \frac{k_x^2}{e^2} \frac{p_x p_y}{p_x^2 + p_y^2} & -\frac{k_y^2}{e^2} \frac{p_y}{p_x^2 + p_y^2} \\ \frac{k_x^2}{e^2} \frac{p_x}{p_x^2 + p_y^2} & -\frac{k_y^2}{e^2} \frac{p_y^2}{p_x^2 + p_y^2} & -\frac{k_z}{e^2} \frac{p_z}{p_x^2 + p_y^2} \\ \frac{k_z}{e^2} \frac{p_z}{p_x^2 + p_y^2} & \frac{k_z}{e^2} \frac{p_z}{p_x^2 + p_y^2} & \frac{k_y^2}{e^2} \frac{p_y}{p_x^2 + p_y^2} \end{bmatrix}. \]  

For completeness, we note that for \( z < -h \) the Weyl decomposition takes the form

\[ g_{sc}(\mathbf{p}_{x,y},z) = g^{(2)}_{sc,\alpha\beta}(\mathbf{p}_{x,y},z), \]  

where \( g^{(2)}_{sc,\alpha\beta} \) is given by [34,51–53]

\[ g_{sc,\alpha\beta}(\mathbf{p}_{x,y},z) = \frac{i e^{i(k_d h + \mathbf{p} \cdot \mathbf{r}_P)}}{2k_d} \left[ \mathcal{I}_S \mathbf{\hat{S}}_\alpha \mathbf{\hat{S}}_\beta + t_P \mathbf{\hat{P}}^\dagger \right], \]  

where the Fresnel coefficients are given by

\[ t_S = \frac{2k_d}{k_d + k_m} \quad \text{and} \quad t_P = \frac{2k_d}{k_m k_d + \epsilon_d k_m}, \]  

and

\[ \mathbf{\hat{P}}^\dagger = \frac{1}{k \sqrt{\epsilon_m}} \left( p_x^2 \hat{x} + p_y^2 \hat{y} \right). \]  

Furthermore, we note that our method can be extended to describe atoms in the presence of multiple interfaces in a straightforward manner, since the Green’s function in momentum space can be written down in a closed form in the presence of arbitrarily layered planar media. In particular, the above expressions for the Green’s function depend on the particular planar geometry only through the Fresnel coefficients. In order to treat a more complicated planar geometry, we simply need to substitute the relevant Fresnel coefficients into Eq. (D2) (see Ref. [51] for more details).

In order to perform the summation in momentum space, it is also necessary to find an expression for \( G_{sc,\alpha\beta}(0) \), which can be expressed in terms of the following integral:

\[ G_{sc,\alpha\beta}(0) = \int \frac{dp_x}{(2\pi)^2} g_{sc,\alpha\beta}(\mathbf{p}_{x,y},0). \]  

After performing the angular integral in the \( p_x-p_y \) plane, only the diagonal terms survive and we are left with the components

\[ G_{sc,xx}(0) = -i \frac{1}{8\pi} k \mathcal{I}_{xx,xx} - \frac{1}{\epsilon_d} \mathcal{I}_{xx,p} \]  

and

\[ G_{sc,yy}(0) = G_{sc,xx}(0) \]  

and

\[ G_{sc,zz}(0) = -i \frac{1}{4\pi} k \mathcal{I}_{zz,p}, \]  

where the dimensionless contour integrals are given by

\[ \mathcal{I}_{xx,xx} = \int_0^\infty dx \left( \frac{\Lambda_d - \Lambda_m}{\epsilon_d} \right)^2 e^{i\epsilon_d 2kd} \]  

and

\[ \mathcal{I}_{xx,p} = \int_0^\infty dx x \left( \frac{\epsilon_m \Lambda_d - \epsilon_d \Lambda_m}{\epsilon_d \Lambda_m + \epsilon_d \Lambda_m} \right)^2 e^{i\epsilon_d 2kd} \]  

and

\[ \mathcal{I}_{zz,p} = \int_0^\infty dx x^3 \left( \frac{\epsilon_m \Lambda_d - \epsilon_d \Lambda_m}{\epsilon_d \Lambda_m + \epsilon_d \Lambda_m} \right)^2 e^{i\epsilon_d 2kd}. \]  

The \( x \)-dependent functions \( \Lambda_d \) and \( \Lambda_m \) are given by

\[ \Lambda_d(x) = \sqrt{\epsilon_d - x^2} \]  

and

\[ \Lambda_m(x) = \sqrt{\epsilon_m - x^2}, \]  

where the square root with Re(\( \Lambda_d \)) \( \geq 0 \), Im(\( \Lambda_d \)) \( \geq 0 \) and Im(\( \Lambda_m \)) \( \geq 0 \), Re(\( \Lambda_m \)) \( \geq 0 \) is taken to preserve causality. Note that these integrals have previously been obtained in the context of studying qubit relaxation rates near metallic surfaces [54–56].

[22] F. J. García de Abajo, Rev. Mod. Phys. 79, 1267 (2007).
[40] Note that this equation differs from the corresponding expression in Ref. [5], which contains a typographic error.
[44] Since the interactions are long range (∼1/r), assuming periodic boundary conditions along one direction requires the truncation of the range of interaction. This leads to small deviations in the decay rates, potentially making them negative. This is an artifact of our numerical method with no physical significance. When the edge modes are obtained for a lattice of atoms that is finite in all directions (see Fig. 4), no such truncation is necessary and all decay rates are non-negative.
[47] We note that using the exact Green’s function in momentum space has the other advantage of allowing us to account for the interaction of the atoms not only with surface plasmons but also with other types of surface waves, which are collectively known as “creeping waves” or “quasicylindrical waves” [23,57–59].