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Recently, Prakash et al. have discovered bulk superconductivity in single crystals of bismuth, which is a semimetal with extremely low carrier density. At such low density, we argue that conventional electron-phonon coupling is too weak to be responsible for the binding of electrons into Cooper pairs. We study a dynamically screened Coulomb interaction with effective attraction generated on the scale of the collective plasma modes. We model the electronic states in bismuth to include three Dirac pockets with high velocity and one hole pocket with a significantly smaller velocity. We find a weak-coupling instability, which is greatly enhanced by the presence of the hole pocket. Therefore we argue that bismuth is the first material to exhibit superconductivity driven by retardation effects of Coulomb repulsion alone. By using realistic parameters for bismuth we find that the acoustic plasma mode does not play the central role in pairing. We also discuss a matrix element effect, resulting from the Dirac nature of the conduction band, which may affect $T_c$ in the $s$-wave channel without breaking time-reversal symmetry.
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I. INTRODUCTION

BCS theory explains how superconductivity emerges from a local electron-phonon coupling, and leads to the well-known expression for the transition temperature

$$T_c = \Theta_D \exp\left(-1/\rho V_0\right).$$

Here, $\rho$ is the density of states per spin at the Fermi energy, $\Theta_D$ is the Debye temperature, and $V_0$ is the phonon mediated interaction. In metals, the local electron-phonon coupling is, indeed, the most important one [1].

However, as pointed out first by Gurevich, Larkin, and Firsov (GLF) [2], this theory runs into a serious problem when considering superconductivity in dilute metallic systems, such as doped semiconductors and semimetals. The reason is that in three dimensions the density of states, $\rho$, decreases to zero as the density of carriers is decreased. GLF have concluded that in nonionic crystals the lowest possible density for superconductivity is $n_{GLF} \sim 10^{18} \text{ cm}^{-3}$ [3–6]. For ionic crystals, on the other hand, they proposed that coupling to the long-range polarization of the longitudinal optical phonon, within the random phase approximation (RPA), may lead to superconductivity at densities much lower than $n_{GLF}$. It is, however, important to note that the frequency of the longitudinal mode must still be much smaller than the Fermi energy, $\omega_L \ll \epsilon_F$, such that the Coulomb repulsion may be renormalized.

Indeed, most known superconductors with a density below the limit $n < n_{GLF}$ are ionic compounds. Examples are the topological half-Heusler semimetals YPtBi, LuPtBi, LaPtBi with densities as low as $n = 2 \times 10^{18} \text{ cm}^{-3}$ [3–6] and SrTiO$_3$ with a density as low as $n = 5 \times 10^{17} \text{ cm}^{-3}$ [7–10].

The recent discovery of superconductivity in bismuth [11], however, is in direct contradiction to the GLF theory. On the one hand, the density of carriers, which is $n = 3 \times 10^{17} \text{ cm}^{-3}$, is well below the bound (for a detailed discussion on the irrelevance of phonons and other local interactions to superconductivity see Appendix D). On the other hand, bismuth is a single-element crystal, and therefore has no polar phonon modes. Thus the puzzle is: what is the source for long range attractive interaction, which allows such a low density system to become superconducting?

The discovery of high-$T_c$ superconductivity has raised the possibility of pairing in lightly doped Mott insulators due to strong correlations effect. However, in Bi, the bands are predominantly wide 6$p$ bands and strong correlation is not expected. (For an alternative viewpoint on pairing from strong correlation effects see Ref. [12].) There remain two possible sources for long-ranged attractive interactions: (i) soft critical fluctuations coming from a nearby critical point (the critical point maybe associated with an instability of the Fermi gas or a structural transition of the ions in the crystal) [13–16]. (ii) The second possibility is collective plasma modes [17–22], which mediate a long-ranged attraction. Since there is no experimental evidence of a nearby critical point, we focus, in this paper, on the latter. The plasmonic modes are longitudinal collective modes, which are related to longitudinal phonon modes in a polar crystal. Therefore they are, in principle, compatible with the GLF theory. The plasma modes set the energy scale for the retardation (frequency dependent) effect of the screened Coulomb interaction leading to effective attractive pairing channels.

Takada [17] was the first to apply the GLF theory to study the possibility of plasmonic superconductivity. He concluded
that a superconducting instability can occur if the coupling is strong, i.e., \( r_s > 1 \) (where \( r_s \) is proportional to the ratio between Coulomb interaction and kinetic energies). In this limit, the plasma frequency is typically higher than the Fermi energy \[26\]. Thus both Eliashberg theory and the RPA are out of their limits of validity. For this reason, there has been a lot of controversy in the literature whether or not this instability exists even in theory \[19,20,22–24\].

In this work, we focus on the limit of weak coupling \[25\] where RPA is a good approximation. Our goal is to understand the origin of superconductivity in bismuth, where the measured plasma frequency is smaller than the Fermi energy \[26\], indicating that indeed \( r_s < 1 \). We derive the Eliashberg equation, which is used to compute \( T_c \) numerically in an isotropic Dirac semimetal band structure, which approximates that of bismuth. It includes three Dirac-electronic pockets and one parabolic-hole pocket \[27–29\], where the Dirac velocity is significantly larger than the Fermi velocity of the holes.

We find, in contrast to Takada \[17,21\], that there exists a weak-coupling instability towards superconductivity and discuss the possibility that this instability extends to arbitrarily weak coupling. By calculating \( T_c \) with and without the hole pocket, we show that the holes drastically enhance \( T_c \) in the weak-coupling limit. Our results indicate that Bi may be the first example of weak-coupling superconductivity driven by retardation effects of Coulomb repulsion alone, without the help of phonons. We also note that in this case the isotope effect should be completely absent, as the mass of the bismuth atoms plays no role in the theory.

It is also important to note that in the case of bismuth, where there are multiple Fermi surfaces with different Fermi velocities, there may exist an additional collective mode: the so-called acoustic plasmon \[30–34\]. This mode has been considered as a possible mechanism for attractive interactions and superconductivity in semimetals already a long time ago \[31,35–39\]. Such a mode can contribute greatly to superconductivity when the velocity ratio is very large (in this limit the slower band becomes equivalent to the “jelly” in the “jellium” model and the acoustic plasmon is just the acoustic phonon). However, we show that for realistic parameters in bismuth a weak-coupling instability occurs even in the limit where this mode does not exist, and therefore we argue that the acoustic plasmon is not an essential ingredient for superconductivity in this material. Nevertheless, we find that the hole band tends to enhance the transition temperature.

Finally, in Bi strong spin-orbit coupling leads to nearly massless Dirac conduction bands. Anderson \[40\] pointed out that in the presence of spin-orbit coupling, one pairs time reversed eigenstates rather than opposite spins, such that the s-wave pairing BCS theory and Eq. (1) remain valid. We find that in the case where the paired states reside on a Dirac cone, this conclusion is violated due to a matrix element effect, as recently found in quadratic band touching semimetals \[41\]. For more details see Appendix E.

II. BAND STRUCTURE OF BISMUTH

We start by quickly reviewing the single particle dispersion of the electron and hole bands. Bismuth has rhombohedral crystal structure, which belongs to the point-group symmetry class \( D_3^2 (R\bar{3}m) \) \[28\]. Strong spin-orbit coupling leads to three electronic pockets centered at the three \( L \) points and one hole pocket revolving around the \( T \) point. Each one of the electron pockets is described by a Dirac Hamiltonian \[27\]

\[
H_e(k) = \frac{v}{2M_e} (k_x \sigma^x + v_{\perp}(k_x \sigma^x + k_y \sigma^y)) \sigma^x + \Delta_{bg} \sigma^z .
\]

where \( v \) denotes the direction along the \( \Gamma-L \) line, and the parameters appear in Table I. Here, \( \sigma^i \) and \( s^i \) are Pauli matrices (we use the same notation as Wolff \[27\] for the band notation). Bismuth is time reversal and inversion symmetric. In this basis, the symmetries are implemented by the unitary transformation \( \Lambda(k) \), i.e., \( \Lambda(k) H_e(k) \Lambda(k) = \text{diag}(\epsilon_k, \epsilon_k, -\epsilon_k, -\epsilon_k) \). Here, \( \epsilon_k = \sqrt{(v_x k_x)^2 + v_{\perp}(k_x^2 + k_y^2)} + \Delta_{bg} \).

The hole band is located around the \( T \) point (i.e., the trigonal direction). Here the gap between the conduction and valence bands is much larger than the chemical potential, and therefore the dispersion of these carriers is essentially parabolic:

\[
H_h(k) = \frac{k_x^2}{2M_e} + \frac{k_y^2 + k_z^2}{2M_{\perp}},
\]

where the \( z \)-direction points along the \( \Gamma-L \) line, and \( M_e = 0.72 m_e \) and \( M_{\perp} = 0.07 m_e \) \[29\].

The anisotropy in bismuth is fairly large and may have important implications. However, in this work, we will be interested in addressing the puzzles regarding the appearance of superconductivity in bismuth. Thus, for the sake of simplicity, we will approximate the band structure to be isotropic. The isotropic approximation is obtained by considering a mean velocity \( v = (\frac{1}{2} v_{\perp} v_2)^{1/3} \) for the Dirac electrons and a mean mass term \( M = (M_e M_{\perp})^{1/3} \) for the parabolic holes. This is formally equivalent to redefying the coordinates \[29\] and importantly preserves the density of states at the Fermi level. The parameters considered in this work for the electron and hole bands appear in Table I.

III. THE DYNAMICALLY SCREENED COULOMB INTERACTION

We consider the effects of the long-range Coulomb interaction

\[
V(i\omega, q) = \frac{4\pi e^2}{\varepsilon(i\omega, q) q^2},
\]

where \( \omega \) is a bosonic Matsubara frequency and the dielectric constant is given by

\[
\varepsilon(i\omega, q) = \varepsilon_\infty - \frac{4\pi e^2}{q^2} [\Pi_e(i\omega, q) + \Pi_h(i\omega, q)].
\]

Here, \( \varepsilon_\infty \) is the static dielectric constant coming, mainly, from low momentum interband transitions. \( \Pi_e,h \) are the intraband polarizations of the electrons and holes, respectively, which are calculated within the random-phase approximation (RPA) [see Eqs. (A3) and (A4) in Appendix A]. Note that here we have neglected the polarization due to inter-pocket transitions, since it is only important at high momentum.
As explained, in this paper, we focus on the possibility that electronic pairing in bismuth comes from the collective electronic modes, which set the scale of retardation effects and open new pairing channels. The collective modes are given by the zeros of the dielectric function (5). In bismuth, there is a significant difference between the Fermi velocity of the holes and electrons. This leads to the appearance of two longitudinal plasma modes [30,32]:

\[ \omega_p = w_p \sqrt{N + \delta_F^2 / \delta_v}. \quad k_{TF} = q_{TF} \sqrt{N + \delta_F^2 / \delta_v}. \] (7)

The parameter

\[ \alpha = \frac{e^2}{\varepsilon_\infty v}. \] (8)

is the effective fine structure constant, which appropriately quantifies the coupling strength in a Dirac dispersion. Plugging in the average velocity in Table I, we find that \( \alpha = 6.2 / \varepsilon_\infty. \) The corresponding plasma frequency taken from Eqs. (6) and (7) is given by \( \omega_p = 2.9 \, \imath \, k_F / \sqrt{\varepsilon_\infty}. \) To fix the plasma frequency to be equal to the experimental measurement (\( \omega_p = 18 \, \text{meV} \)), we set \( \varepsilon_\infty = 30 \) [26], which corresponds to \( \alpha = 0.2. \) We note that there is uncertainty in this value because it depends strongly on the assumption of isotropic bands. In reality, \( \varepsilon_\infty \) is estimated to be higher [44] and it is not clear what is the effective coupling strength in the highly anisotropic bands.

The dispersion of the plasmon mode is schematically presented in Fig. 1 (solid black line). As can be seen at \( q > 0 \), the mode weakly disperses, until at \( q_c \sim \omega_p / v \) it crosses into the p-h continuum of the electron pockets (marked by the shaded blue region in the figure) where it becomes over damped. Therefore there is a limitation on the phase space for scattering by plasmons, which becomes more important at weak coupling, where \( q_c < 2k_F. \) The phase space constraint has important implications on superconductivity since it reduces the strength of the attractive interaction coming from
the plasmon mode (for more details on the limited phase space of the plasmon see Appendix B).

2. Acoustic plasmon

The second pole is the acoustic plasmon [30,33,34] observed at lower frequency $vq > \omega \gtrsim V_F q$. This mode describes an out-of-phase compression of the two charged fluids, which does not affect any modulation in the total charge. As a result, it is neutral and is thus acoustic, similar to the zero sound mode of a neutral Fermi liquid. The main difference compared to a neutral Fermi liquid is, however, that the mode

\[ \text{sound mode of a neutral Fermi liquid.} \]

As a result, it is neutral and is thus acoustic, similar to the zero

\[ \text{sound mode of a neutral Fermi liquid.} \]

The usual BCS theory of the exchange of the acoustic phonon becomes the “jellium” model. In this case, the acoustic plasmon becomes the sound wave of the jellium liquid [45]. The usual BCS theory of the exchange of the acoustic phonon then applies, where the acoustic plasmon takes the place of the phonon. We will see later that Bi is far from this limit.

To obtain the linear dispersion of the acoustic plasmon, we seek the zeros of (5) near $\omega, q \to 0$, which are given by the equation

\[ f(z) = -\frac{\nu}{\delta_z} f(z/\delta_z), \]

where $z = \omega/vq$ and $f(z) = \frac{1}{4} \log \left( \frac{z^2}{2} \right) - 1$. The solution of Eq. (9), denoted by $z = z_0$, depends on two parameters: $\nu \equiv \delta_\nu/N$ and $\delta_z$ (see discussion below Eq. (6) for definitions). If there exists a solution, it is always in the regime $z < 1$ and thus the left-hand side (l.h.s) of Eq. (9) contributes a nontrivial imaginary part, which leads to damping of the mode reflected by $\Im z_0 < 0$. The general solution can thus be written as

\[ \omega = uq = (u_1 - iu_2)q, \]

where $u = u_{\nu 0}$ and $u_1, u_2$ are real positive numbers.

By solving Eq. (9) numerically, we find that there exists a solution of the form (10), however, not for any $\delta_z < 1$. Namely, for a given value of $\nu$ there is a $\delta_z$, above which, the physical solution of Eq. (9) disappears. For example, in Fig. 2, we plot the numerical solution of Eq. (9) using the realistic values from Table I (giving $\nu \approx 0.55$). We find that the solution exists only for $\delta_z < 0.45$. Since the realistic parameters in Table I correspond to $\delta_z \approx 0.4$, the acoustic plasmon pole exists within our isotropic approximation but is close to the critical value for its disappearance. We also find that it is only weakly damped in the whole range where it exists.

To gain more intuition on this mode, we can also solve for the acoustic plasmon in the limit of $\nu \delta_z \to 0$, where the solution gives the known result [32]

\[ u = \sqrt{\frac{\nu vVF}{3}} - i \frac{\nu vVF}{12}. \]

This corresponds to the limit of $V_F/v \to 0$ in Fig. 2, where the real part goes to zero like $\sqrt{V_F}$, while the imaginary part goes to zero linearly. We can also obtain the effective electron coupling to the acoustic mode in this limit by expanding the
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interaction (4) in the vicinity of the mode
\[
V(\omega, q) \approx \frac{4\pi e^2}{\varepsilon_{\infty} N q^2 k_F} \left[ 1 - \frac{(u q)^2}{(u q)^2 - \omega^2} \right].
\] (12)

As noted earlier, this gives the same result as in the exchange of acoustic phonons in the jellium model, where the dimensionless coupling constant is given by \( \lambda = \rho V(\omega = 0) \approx 1/2N \).

It is important to note that in what follows we do not use the approximate form Eq. (12) to estimate \( T_c \), or in any other place in our calculations. We use the full RPA vertex Eqs. (4) and (5), which is dealt with numerically.

**IV. SUPERCONDUCTIVITY**

We now turn to discuss the possible pairing instabilities due to the collective modes of the electronic fluid in bismuth. The frequency of these modes is higher than the corresponding Fermi energy of the holes and therefore we focus on superconducting instabilities driven by the electron pockets, which have a higher Fermi energy. Thus the important role of the hole band in this model comes from its contribution to the RPA polarization (5).

To investigate the instability due to the interaction (4) we utilize the linearized Eliashberg equation (For a detailed derivation see Appendix C)
\[
\Delta(\omega, k) = \frac{T_c}{\varepsilon_{\infty} N k_F^3} \sum_{\omega', k'} \frac{M_{k,k'} \Delta(i\omega', k') M_{k',k}}{\omega'^2 + |\epsilon(k')|^2}
\times V(i\omega - i\omega', k' - k),
\] (13)

where \( \Delta(\omega, k) \) is a \( 2 \times 2 \) matrix representing the order parameter in the two-dimensional basis of occupied bands.

The main difference between standard Eliashberg theory and Eq. (13) is the appearance of the rotation matrices \( M_{k,k'} \), which project onto the band basis of the two occupied bands, and thus adds nontrivial momentum form factors due to spin-orbit coupling. For simplicity, here, we assume s-wave pairing, i.e., \( \Delta(\omega, k) = \Delta(\omega, k) \mathbb{1} \). In this case, tracing over both sides of Eq. (13) the gap equation assumes the form
\[
\Delta(\omega, k) = -\frac{T_c}{2\varepsilon_{\infty} N k_F^3} \sum_{\omega', k'} \text{Tr} \left[ M_{k,k'} M_{k',k} \Delta(i\omega', k') \right]
\times V(i\omega - i\omega', k' - k),
\] (14)

where
\[
\frac{1}{2} \text{Tr} [M_{k,k'} M_{k',k}] = \frac{1}{2} \left( 1 + \frac{\epsilon_k \epsilon_{\mathbb{F}}}{{\epsilon}_{\mathbb{F}} + \Delta_{bg}^2} \right).
\] (15)

This additional form factor is a consequence of spin-orbit coupling in the Dirac bands and comes from the transformation of the density operator to the Bloch-band basis (see Appendix C).

We also note that the form factor (15) can potentially reduce \( T_c \) in the s-wave channel without breaking time-reversal symmetry or modifying the density of states at the Fermi level. For more details on this see Appendix E.

**A. s-wave superconductivity from the dynamically screened Coulomb interaction**

Let us now turn to the main focus of the current work and consider the specific case of the screened Coulomb interaction (4). As mentioned, we consider, for simplicity, s-wave pairing, in which case the linearized Eliashberg equation (13) reduces to the form
\[
\Phi(i\omega, k) = \sum_{\omega'} \int d\omega'' \frac{\rho T_c}{\varepsilon_{\mathbb{F}}} V(i\omega - i\omega', k') \Phi(i\omega', k'),
\] (16)

where \( \Phi(i\omega, k) = \Delta(i\omega, k)/\Delta(0, k_F) \). The value of \( T_c \) is obtained by finding an eigenvector of the kernel
\[
K_{\omega,\omega'}^{k,k'} = -\rho T_c \left( \frac{V(i\omega - i\omega', k')}{\varepsilon_{\mathbb{F}}} \right) \left( \frac{|e_k^2 e_{\mathbb{F}}|}{|e_k^2 e_{\mathbb{F}}| - 1} \right)^2,
\] (17)

which has unity eigenvalue. Here, \( \rho = k_F^2/2\pi^2 v \) is the density of states per spin and pocket and
\[
V_s(i\omega - i\omega', \sqrt{k^2 + k'^2 - 2kk'})
\] (18)

is the interaction averaged over the solid angle between \( k \) and \( k' \) [including the form factor (15) taken in the limit \( vk_F \gg \Delta_{bg} \)].

To make a comparison with standard Eliashberg theory (see for example Ref. [46]), we artificially decompose the interaction into two parts (note that we perform the calculation with the full vertex function (18), and this decomposition is only for the sake of discussion) \( \rho V_s(i\omega, k, k') = \mu(k, k') - \lambda(i\omega, k, k') \), where
\[
\mu(k, k') = \lim_{\omega \to \infty} \rho V_s(i\omega, k, k')
\] (19)

is the instantaneous Coulomb repulsion and
\[
\lambda(i\omega, k, k') = \rho V_s(i\omega, i\omega', k) - \mu(k, k')
\] (20)

is the retarded attractive interaction coming from the collective modes of the electron gas. In Fig. 3, we plot the attractive part (solid lines) of the interaction (20) normalized by the fine-structure constant \( \alpha \) for different values of \( |k - k'| \) (using the parameters in Table I). The repulsive part (19), corresponding to the same values of \( |k - k'| \), and also normalized by \( \alpha \) is plotted for comparison (dashed lines with corresponding
colors). Here the integration over solid angle in Eq. (18) is performed numerically.

It is important to note that the total potential (18) is repulsive for any Matsubara frequency \( \omega \). This is the same in the conventional electron-phonon coupling, where it is crucial to renormalize the high-frequency repulsion, \( \mu \), to a much smaller \( \mu^\ast \), such that an effective attraction is obtained.

Let us now compare the interaction terms Eqs. (19) and (20), which originate from the electronic polarization (5), with the case of phonon mediated interactions. First, we note that the interaction diverges logarithmically as \( k \) approaches \( k' \), as opposed to the phonon case where it is typically a constant. Thus, despite the weak-coupling constant \( (\alpha < 1) \), the attractive term can reach reasonably high values. This is crucial for superconductivity in the low-density limit.

Second, the difference between the repulsion, \( \mu(k,k') \), and the zero frequency limit of the attraction, \( \lambda(0,k,k') \), is weakly dependent on \( |k-k'| \) and is very small (it is given by the angular average (18) over the statically screened Coulomb interaction). This implies that at small \( |k-k'| \), the strength of the retarded attraction coming from \( \lambda(\omega_0,k,k') \) is almost as strong as the instantaneous repulsion \( \mu(k,k') \). In this scenario, even a small renormalization of the instantaneous repulsion at frequencies higher than the plasma frequency is sufficient to generate attraction. On the other hand, as opposed to phonon superconductivity, the plasma frequency, \( \omega_p \), of is of the same order as the Fermi energy, \( \epsilon_F \). Thus there is a very small window of energies between \( \epsilon_F \) and \( \omega_p \), where this renormalization may occur.

It is also important to note that in the weak-coupling limit the form factor (15) suppresses the repulsion (19) more than it does to the attraction (20), and thus contributes to superconductivity. This is because the attractive part is mainly coming form the plasmon pole which exhibits a \( 1/q^2 \) divergence. It is dominated by small \( q \) scattering (i.e., \( k \simeq k' \)) and, in that limit the matrix element in Eq. (15) becomes unity and does not suppress the coupling constant. On the other hand, the screened repulsion coming from larger \( q \) gets suppressed due to the angular dependence of (15).

B. Details of the numerical solution

We solve Eq. (16) numerically. First, we discretize the momentum integral into \( 2W_k \) points \( k \in \{k_{-W_k}, \ldots, k_{W_k}\} \), which are distributed around the Fermi momentum. \( k_{W_k} = k_F + \Lambda \) is the high momentum cutoff and \( \Lambda \) is taken to be \( \Lambda = 2k_F \). We note that the value obtained for \( T_c \) is very weakly affected by the value of the momentum cutoff which can also be set to be equal to or smaller than \( k_F \). What is, however, a crucial parameter is the density of points near the Fermi surface. We control the density of points using a power law distribution of points around \( k = k_F \),

\[
|k_i - k_F|^{\gamma} - |k_{i-1} - k_F|^{\gamma} = \Lambda_i^{\gamma} W_k^{\gamma},
\]

where \( \gamma \) is the exponent defining the divergence of the density of points near the \( k_F \) (\( \gamma = 0 \) corresponds to a uniform distribution):

\[
p_k = \frac{|k - k_F|^{\beta}}{(1 + \beta)}.\]

Here, \( p_k \) is the density of points. Similarly, we define a set of Matsubara frequencies \( \omega \in \{\omega_0, \ldots, \omega_W\} \), where \( \omega_0 = \pi T \) is the lowest Matsubara frequency and the rest of the points are distributed according to

\[
|\omega_i^{\gamma} - \omega_i^{\gamma}| = \frac{(D \epsilon_F)^{\gamma}}{W_\omega},
\]

where \( \gamma = 1/3 \) is the divergence exponent for the divergence of Matsubara frequencies around zero \( p_\omega = \omega^{-\gamma}/(1 + \gamma) \) and \( D \) defines the cutoff in units of the fermionic Fermi energy.

To obtain the transition temperature we reshape the kernel in Eq. (17) into a \( (2W_k W_\omega \times 2W_k W_\omega) \) and solve for the eigensystem of this matrix \( [21] \). \( T_c \) corresponds to the point where the largest \( \lambda \) eigenvalue reaches unity.

In Fig. 4(a), we plot a typical eigenvector obtained from diagonalization of the kernel (17) as a function of frequency and momentum, using \( \beta = 2, \gamma = 0.5, W_k = 20, W_\omega = 16, \Lambda = k_F/2, D = 5, T = 300 \text{mK}, \text{and} \alpha = 1 \). In the bottom part of Fig. 4(b), we plot the same eigenvector versus momentum for different frequencies. At high frequency, the gap function is negative and changes sign as the frequency is reduced, consistent with Anderson-Morel [1] type picture. However, as pointed out by Takada (e.g., Ref. [21]), in this case, the finite-frequency negative part of the solution is sharply peaked at \( k = k_F \) and is much larger than the positive part at the lowest Matsubara frequency \( \omega = \pi T \). In the top panel of Fig. 4(b), we show a closeup of the bottom panel showing that at small frequency the eigenvector becomes positive.

C. The transition temperature

In Fig. 5, we plot the transition temperature, \( T_c \), vs the fine-structure constant, \( \alpha \), for three different values of \( \beta = 0.5, 1, \text{and} 2 \). For comparison, the smallest distance between points corresponding to these values of \( \beta \) is \( |k_i/k_F - 1| = 0.013, 0.0025, \text{and} 0.0001 \), respectively. To generate this plot, we used \( W_\omega = 16, W_k = 14, \gamma = 0.5, \Lambda = k_F, \text{and} D = 5 \).

We find that at higher values of \( \alpha, T_c \) roughly follows an exponential form \( T_c = B e^{-A/\alpha} \) (The exponential form is plotted for comparison with \( A = 1.9, B = 4K \), see dashed line.). However, at lower values of \( \alpha, T_c \) sharply drops to zero at a value which depends on the density of points near \( k = k_F \). Naively, this implies that there is a minimal \( \alpha \) for superconductivity. However, since increasing the density of points near \( k = k_F, \beta \), which is not a physical parameter, enhances the regime where the exponential decay is observed, we argue that it is also possible that the superconducting instability exists for any small \( \alpha \). Numerically, however, we can not obtain a solution at an arbitrarily low \( \alpha \). Using the values of \( A = 1.9 \) and \( B = 4K \), we find that the measured \( T_c \) is between 0.5 mK in bismuth is obtained for \( \alpha = 0.2 \), which is consistent with our earlier estimate [see discussion below (8)].

Here it is important to compare our results to the work of Takada [21], which predicts a minimal \( r_s \) for superconductivity despite integrating up to a very high cutoff, \( D > 500 \). The value of \( \beta = 0.5 \) corresponds to the smallest density of points.
FIG. 4. (a) The eigenvector solution of Eq. (16) as a function of momentum and frequency for $\beta = 2, \gamma = 0.5, W_k = 16, W_\omega = 16, \Lambda = k_F/2$, $D = 5, \omega_p = 0.5$, and $\alpha = 1$. (b) (Bottom) The same solution as a function of momentum for different frequencies (increasing from top to bottom; the lowest curve is $\omega = 4\epsilon_F$). (Top) Closeup on the lowest frequencies, exhibiting a peak near $k = k_F$. The dashed red line marks zero, showing that the gap at $\omega = 0$ is positive and changes sign as the frequency is increased. Also note that it may change sign as a function of momentum.

FIG. 5. The transition temperature $T_c$ as a function of the fine structure constant $\alpha$ for three different density of points $\beta = 0.5, 1$ and 2 (corresponding to deep blue, light blue and cyan, respectively) and using $D = 5, W_k = 14, W_\omega = 16, \gamma = 0.5$. The red (dashed) line is a fit using $T_c = e^{-B/\alpha}$, with $A = 4K$ and $B = 1.9$ for comparison. The yellow corresponds to $\alpha = 0.2$ and $T_c = 0.5$ mK. Plugging $\alpha = 0.2$ in Eq. (6) gives $\omega_p = 18$ meV, which is very close to the experimental value [26].

plot the transition temperature as a function of $D$ in Fig. 6. Here we have used $\alpha = 0.75, W_k = 14, W_\omega = 16, \beta = 2$, and $\gamma = 0.5$. As can be seen, increasing the cutoff $D$ enhances $T_c$ exponentially.

V. DISCUSSION

We now turn to discuss the results. In the previous section, we have presented evidence for a weak instability. To understand the role of the multiple bands in bismuth on superconductivity, we plot the transition temperature $T_c$ versus the fine-structure constant $\alpha$ for three different cases (see Fig. 7): (i) with three electron pockets and the single-hole pocket, (ii) only three electron pockets, and (iii) only, a single electron pocket. By comparing the three, we find that in the weak-coupling limit the hole band enhances $T_c$, much more than the multiplicity of electron bands does. On the other hand, for high $\alpha$, the transition temperature reduces as we increase the number of bands.

The strong influence of the holes at weak coupling may come from the existence of the additional acoustic plasmon mode [31,35–39]. To investigate the role of the acoustic plasmon we calculate the dependence of $T_c$ on the velocity ratio $\delta_v = v_F/v$ in Fig. 8. We find that the transition temperature

FIG. 6. The transition temperature vs the cutoff $D$. In this plot we used $\alpha = 0.75, W_k = 14, W_\omega = 16, \gamma = 0.5$, and $\beta = 2$. 

that Takada used in his work, which captures accurately the strong-coupling limit but not the weak-coupling one (as shown in Fig. 5). Therefore we argue that his minimal $r_s$ for superconductivity is an artifact of the density of points that he chose. We also note as opposed to Ref. [21], here there is also the heavy hole band, which as we shall see, greatly enhances $T_c$ in the weak-coupling limit.

Finally, we point out that here we have not used any phenomenological parameter such as the parameter describing the renormalization of the Coulomb repulsion in conventional Eliashberg theory, $\mu^*$ [46]. However, we have used a high energy cutoff $\Omega = D\epsilon_F$. We find that we always need to use $D > 1$ (i.e., to integrate to energies higher than $\epsilon_F$) to find an instability. Since the processes taken into account in the Eliashberg theory (16) are not necessarily the most dominant contributions in this limit, $D$ should be regarded as an (implicit) phenomenological parameter, equivalent to $\mu^*$. To get a better understanding of its effect on $T_c$, we
decreases with increasing $\delta_v$. However, as shown in Fig. 2(a) above a critical value of $\delta_v = 0.45$, the solution of the acoustic plasmon no longer exists. Nonetheless, the dependence of the transition temperature on $\delta_v$ is smooth, and no special feature is observed at that point. Therefore we conclude that the acoustic plasmon is not the main driving force in the large enhancement of $T_c$ at weak coupling (shown Fig. 7).

The origin of this large enhancement becomes clear when considering the averaged interaction of (18) in the static limit. In Fig. 9, we plot the interaction (18) for $\delta_v = 0.4$, 0.01, 10$^{-4}$ and for the case where there is no hole band. As can be seen, the main difference between the curves is the saturation value in the static limit, which can be estimated to

$$\rho V_s(0,k_F,k'_F) = \frac{\delta_{TF}^2}{8k_F^2} \left[ 1 - \frac{\kappa_{TF}^2}{4k_F^2} \right] \ln \left( 1 + \frac{4k_F^2}{\kappa_{TF}^2} \right) - 1 \right].$$

(21)

This value monotonically decreases with increasing $\kappa_{TF}$ [defined in Eq. (7)]. Whereas the high-frequency limit is the same in all cases. This implies that in all four cases the instantaneous repulsion (19) is the same. On the other hand, by definition, when the saturation value at low frequency is larger it implies that (20) is smaller. Thus, in the case where there is no hole band, the saturation value is higher because the contribution of the hole band to $\kappa_{TF}$ is vanishing, i.e., $Q_{TF} = 0$, which implies that the overall attractive interaction is weaker.

The reason the hole band is so much more effective in this enhancement than the electrons (see Fig. 7) is that at small $\delta_v$ the holes greatly enhance $\kappa_{TF}$ while almost not modifying the total plasma frequency $\omega_p \propto \sqrt{N + \delta_v^2}$ [see Eqs. (6) and (7)]. As we have already established, larger $\kappa_{TF}$ implies greater attraction. However, it is also crucial that the hole band does not enhance the plasma frequency. The reason is that when the plasma frequency is enhanced it reduces the range of frequencies between the cutoff $\Omega = D\delta v_F$ and $\omega_p$ where the repulsive part (19) can be renormalized.

As mentioned earlier, in the limit $\delta_v \ll 1$, the acoustic plasmon becomes the acoustic phonon in the “jellium” model. We can see clearly the retardation effect below the scale of the acoustic plasmon frequency. Note that for the realistic value of velocity ratio, $\delta_v = 0.4$, no such separation of scales is visible.

A. Experimental consequences

So far we have argued that the attractive interaction in bismuth is generated only from the dynamically screened Coulomb interaction. In this section, we discuss the experimental consequences of this prediction.

First, we note that the mass of the bismuth atom did not play any role in our theory. Therefore the observation of any isotope effect will falsify our theory. It is important to note that measuring the isotope effect in bismuth is challenging due to the large atomic mass. The four stable isotopes of bismuth are Bi$^{207}$, Bi$^{209}$, Bi$^{210}$, and Bi$^{210m}$, which allows a variation of more than 1% in the mass. The accuracy of the measurements is close to this value and hopefully a conclusive measurement can be done.

Another possible effect is the appearance of a resonant spectral feature in the tunneling density of states above the superconducting gap [47]. This is the fingerprint of a resonant plasmon excited by the tunneling electron, and will therefore appear at the plasma frequency [25] and is expected to change when going through the transition. Such a feature has

FIG. 7. The transition temperature $T_c$ vs the fine structure coupling constant, $\alpha$ for three different cases: (i) with three electron pockets ($N = 3$) and the hole pocket, (ii) only the three electron pockets, and (iii) just a single electron pocket ($N = 1$).

FIG. 8. The transition temperature $T_c$ vs the velocity ratio $\delta_v = V_F/v$ for $\alpha = 0.75$, $\beta = 2$, and $D = 5$. The red dot represents the value of $\delta_v = 0.4$, which corresponds to the parameters in Table I. The black dot corresponds to the point where the acoustic plasmon pole disappears [see Fig. 2(a)].

FIG. 9. The averaged interaction (18) vs frequency for three values of $\delta_v = V_F/v = 0.4$, 0.01, 10$^{-4}$ and the case where the hole band is absent. Here we took $|k - k'| = 0.25k_F$. As can be seen, $T_c$ goes down smoothly with increasing $\delta_v$ around this point. In the case of $\delta_v = 0.01$ and 10$^{-4}$, the retardation effect of the acoustic plasmon can clearly be seen at $\omega \approx 0.1$ and 10$^{-2}$ $\omega_p$, respectively.
been observed in optical infra-red reflectivity measurements performed at higher temperatures [26], signaling the strong electron-plasmon coupling in bismuth.

Finally, according to our predictions the density of states of the holes enhances $T_c$. It would be interesting to see whether the application of uniaxial strain, which enhances the hole mass, can enhance $T_c$.

VI. CONCLUSIONS

We have studied superconductivity in bismuth. We argued that at low carrier concentration only long-ranged interactions are capable of causing such an instability. In the absence of any experimental evidence of a critical point, we investigated the more likely scenario in which the dynamically screened Coulomb repulsion gives rise to an effective retarded attraction on the energy scale of the longitudinal plasma oscillations. We used an approximate isotropic band structure and the random phase approximation for the screened Coulomb interaction. Within these approximations we found that there is a weak-coupling instability.

The transition temperature is greatly enhanced by the existence of a heavy hole band. We showed that this enhancement is due to the large mass of the holes, which allows for an enhancement of the static screening (Thomas-Fermi) without enhancing the plasma frequency. We showed that $T_c$ is not dramatically decreased when the acoustic plasma mode is absent. Therefore we concluded that it is not the main contributor to attractive interactions in bismuth.

Interestingly, we found that the superconducting instability found by Takada [21] can be extended to lower coupling strength by enhancing the density of mesh points near the Fermi surface. However, we still observed a minimal coupling strength for the instability. Thus an interesting question that remains open, but is much motivated by our study, is whether an instability exists at arbitrarily weak coupling?

In this work, we have focused on $s$-wave superconductivity. However, as pointed out by Refs. [13,14,21,22] when the attractive interaction is long ranged (small $q$ scattering) the coupling strength in the higher angular momentum channels is comparable to the $s$-wave channel. In this scenario, the symmetry of the order parameter is mainly dictated by the short ranged interactions which are not captured by Eq. (4). Therefore we conclude that one can not rule pairing of higher angular momentum channels in bismuth.

Another interesting product of our work is that we find that when rotating the band basis to the Dirac bands and projecting to the occupied states an additional form factor appears in the Eliashberg equation. This form factor aids superconductivity by suppressing the repulsion (19). Interestingly, we have also shown that this factor can affect $T_c$ in the $s$-wave channel without breaking time-reversal symmetry, depending on the ratio between the Dirac energy and the mass gap, $v k_F / \Delta_{bg}$. Therefore the case of a Dirac cone goes beyond what was considered by Anderson in his original theory [40] and opens the question, what is the effect of disorder in the Dirac mass, and other Dirac bilinears, on superconductivity in semimetals?

The same Anderson’s theorem, concerning the effect of disorder on $T_c$, also does not hold in this case because of the strong $1/q^2$ dependence of the attractive interaction. The reason here is that disorder strongly affects small angle scattering, causing smearing of the scattering amplitude over a wider window of momenta. Thus even the $s$-wave channel can be significantly affected by chemical potential disorder. Therefore we point out that the influence of disorder on the transition temperature in plasmonic superconductors is not the same as in conventional superconductivity, and therefore should not be used to infer the symmetry of the gap without further study.
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APPENDIX A: ELECTRON AND HOLE POLARIZATIONS

In this section, we write the explicit formula for the electron and hole polarization appearing in the dielectric function (5). These polarizations are calculated from the standard formulas

$$\Pi_e(i\omega,q) = -\frac{1}{2\Omega} \sum_k \frac{n_F(\epsilon_k) - n_F(\epsilon_{k+q})}{-i\omega + \epsilon_k - \epsilon_{k+q}} \left( 1 + \frac{\epsilon_k^2 + v^2 k \cdot q}{\epsilon_k \epsilon_{k+q}} \right),$$  \hspace{1cm} (A1)

$$\Pi_h(i\omega,q) = -\frac{1}{\Omega} \sum_k \frac{n_F(\epsilon_k) - n_F(\epsilon_{k+q})}{-i\omega + \epsilon_k - \epsilon_{k+q}}.$$  \hspace{1cm} (A2)

Note the additional Berry-curvature form factors in $\Pi_e$. We note that the form factor appearing in the first equations is the same as (15). Neglecting the small band mass, $\Delta_{bg}$, of the electron pockets, the exact formula for these polarization bubbles is given
by
\[ \Pi_{L}(i\omega,q) = 2N\rho \left\{ \begin{array}{ll}
\frac{1}{\omega^2} \left[ 6\omega^2 + q^2(2 + 3q^2) - 124 + 3\delta v(\omega^2 + q^2) - 12 \right] \tan^{-1}\frac{q}{\omega} - \tan^{-1}\frac{\omega}{2q} ; & \text{if } q < 1 \\
\frac{1}{\omega^2} \left[ 6\omega^2 + q^2(2 + 3q^2) - 12 \right] \tan^{-1}\frac{q}{\omega} - \tan^{-1}\frac{\omega}{2q} ; & \text{otherwise}
\end{array} \right. \]  

(A3)

and
\[ \Pi_{h}(i\omega,q) = \frac{2R}{16} \left[ 8 - \frac{4\tilde{Q}^2 - \tilde{Q}^4 + \tilde{W}^2}{\tilde{Q}^3} \ln \left( 1 - \frac{8\tilde{Q}^3}{\tilde{Q}^2(2 + \tilde{Q}^2) + \tilde{W}^2} \right) + 2\tilde{W} \ln \left( \frac{\tilde{W}^2 - 4\tilde{Q}^2 + \tilde{Q}^4 + 4i\tilde{Q}\tilde{W}}{\tilde{W}^2 - 4\tilde{Q}^2 + \tilde{Q}^4 - 4i\tilde{Q}\tilde{W}} \right) \right] , \]  

(A4)

where \( \rho = \frac{k_F^2}{2\pi^2v}, R = K_F^2/2\pi^2V_F \) are the density of states per spin and pocket, \( \omega = \omega/\epsilon_F, \tilde{q} = q/k_F, \tilde{W} = \omega/E_F, \) and \( \tilde{Q} = q/K_F. \)

**APPENDIX B: COLLECTIVE MODES IN A TWO FLUID MODEL**

In this section, we derive the effective interaction in the vicinity of the collective modes of the electron-hole plasma. In this case, where there are two fluids with significantly different Fermi velocities, there are two Fermi-surface volume modes: the gapped plasmon and the acoustic plasmon. These modes are obtained by seeking the zeros of the dielectric function (5), i.e., by solving the equation
\[ q^2 = Nq_{TF}^2 \Pi_{L}(\omega,q) + Q_{TF}^2 \Pi_{h}(\omega,q) . \]  

(B1)

To get an intuitive picture, however, it will be sufficient to focus on the limit of \( q \ll k_F \) where Eq. (B1) reduces to
\[ \frac{q^2}{Nq_{TF}^2} = f(z) + \frac{\nu}{\delta_v} f(z/\delta_v), \]  

(B2)

where \( \nu \equiv \delta_v/N, \ z = \omega/vq, \ \delta_v = V_F/v, \) and \( f(z) = \frac{1}{2} \ln \left( \frac{z}{\delta_v} + 1 \right) - 1. \)

1. **Gapped plasmon**

The first mode, the gapped plasmon, occurs in the high-frequency regime \( \omega \gg vq, V_F q, \) where the electron and hole polarization are deep in the dynamic limit \( \Pi_{L,h}(i\omega,q) \propto q^2/\omega^2. \) Therefore we find a solution of Eq. (B2) at \( \omega = \omega_p, \) where \( \omega_p = \sqrt{W_p^2 + W_p^2}, \) \( W_p = \sqrt{N/3}, V_{TF}, \) and \( W_p = \delta_v \sqrt{\omega_p}. \) The resulting interaction Eq. (4) assumes the form
\[ V(\omega,q) \approx \frac{4\pi e^2}{\epsilon q^2} \left[ 1 - \frac{\omega_p^2}{\omega_p^2 - \omega^2} \right] . \]  

(B3)

Plugging in realistic parameters for the averaged velocities and Thomas-Fermi momenta, \( \nu, V_F, q_{TF}, \) and \( Q_{TF}, \) we find that to match the experimental value of the plasma frequency, \( \omega_p = 18 \text{ meV}, \) we need \( \epsilon \approx 30. \) (Note the significant deviation from the measured dielectric constant, \( \epsilon = 90 \) [44], which is due to the isotropic approximation).

Equation (B3) is known as the plasma pole approximation, which captures the position of the plasma pole in frequency space but not the effective electron-plasmon coupling strength. The main reason for this inaccuracy is that at higher momentum, \( q > q_c, \) the plasmon runs into the p-h continuum of the electron bands and becomes strongly damped (see Fig. 1). Denoting that \( q_c \gtrsim \omega_p/v \) [2], we can obtain a better approximation for the plasmon coupling by limiting the phase space of
\[ V(i\omega,q) \approx \left\{ \begin{array}{ll}
\frac{4\pi e^2}{\epsilon q^2 \nu \omega} ; & \text{if } q > \omega_p/v \\
\frac{4\pi e^2}{\nu \omega} \left[ 1 - \alpha(q) \frac{\omega_p^2}{\omega_p^2 - \omega^2} \right] ; & \text{otherwise}
\end{array} \right. \]  

(B4)

where \( \alpha(q) = \kappa_{TF}^2/(q^2 + \kappa_{TF}^2) \) interpolates to the value of the screened Coulomb interaction in the static limit \( \omega \rightarrow 0. \) From Eq. (B4), we see that the plasmon response is observed in a window of scattering angles on the Fermi surface defined by \( \cos \theta_{k,k'} > 1 - \omega_p^2/2\epsilon_F. \)

2. **Acoustic plasmon**

The second mode, the acoustic plasmon, is observed at lower frequencies \( vq \gg \omega \gg V_F q. \) This limit lies within the p-h continuum of the electrons (see Fig. 1), which means that the function \( f(z) \) nonzero imaginary part \( \text{Im} f(z) = \pi/2 \) and therefore we must seek a solution of Eq. (B2) in the complex plane \( z = \delta v [30,32], \) such that
\[ v_{z0} = u_1 + iu_2 \]  

(B5)

and where \( u_1 \) and \( u_2 \) are real positive numbers and where \( \delta_v < u_1 < 1. \)

In Fig. 2, we plot the numerical solution of the damped pole versus values the velocity ratio \( \delta_v. \) The shaded region in panel (a) marks the onset of the particle-hole continuum of the holes (where \( \text{Im} f(z/\delta_v) \neq 0. \) Thus, in this regime, there is no longer a solution. Note that using the parameters in Table I, we get \( \nu = 0.5 \) and \( \delta_v = 0.4. \)

We find that the acoustic plasmon, for these parameters, is weakly damped. The velocity of this mode increases with \( \delta_v \). However, for \( \delta_v > 0.45, \) the solution disappears and the only solution of Eq. (B2) is the gapped plasmon.

We can also obtain an analytic solution of the acoustic plasmon in the limit of \( \delta_v \ll 1. \) In this case, Eq. (9) assumes
the form

\[ z^2 \left( 1 - \frac{i\pi z}{2} \right) = \frac{\delta_{\nu,\nu'}}{3} \]

In the limit of small \( \nu \delta_{\nu} \ll 1 \), this gives the well-known result [32]

\[ z = \sqrt{\frac{\nu \delta_{\nu}}{3} + \frac{\pi \nu \delta_{\nu}}{12}}. \]  

**APPENDIX C: ELIASHBERG THEORY**

1. The action in Nambu space

As a preparatory step for the Eliashberg theory, we transform the Hamiltonian to an action in Nambu space. Comparing the plasma frequency with the Fermi energy of the holes and electrons in bismuth (Table I), we find that the plasmon is only retarded with respect to the electrons. Therefore we will focus on the electron pockets here.

**a. Free part**

A single Dirac pocket, Eq. (2), is written in Nambu space as

\[ S_0 = \frac{1}{2} \sum_{k,\omega} \Psi_k^i \begin{pmatrix} -i\omega + H_e(k) - \epsilon_F & 0 \\ 0 & -i\omega - H_e^*(-k) + \epsilon_F \end{pmatrix} \Psi_k, \]  

(C1)

where the Nambu spinor is given by

\[ \Psi_k = \begin{pmatrix} \psi_k \\ \psi_k^\dagger \end{pmatrix}, \]

and \( \psi_k = (\psi_{k,1}, \psi_{k,2}, \psi_{k,3}, \psi_{k,4})^T \) is written in the notations of Ref. [27]. The Hamiltonian is time-reversal symmetric, and therefore \( TH^*(-k)T^{-1} = H(k) \), where \( T = i \sigma^y s^z \). Therefore the free action (C1) is diagonalized by the unitary matrix

\[ \tilde{\Lambda}(k) = \begin{pmatrix} \Lambda(k) & 0 \\ 0 & T^{-1} \Lambda(k) \end{pmatrix} = [\Lambda_0(k) + \Lambda_\alpha(k) \tau^\dagger]. \]  

(C2)

Here, \( \Lambda(k) \) is the \( 4 \times 4 \) matrix that diagonalizes \( H_e(k) \) [i.e., \( \Lambda(k)H_e(k)\Lambda(k) = \text{diag}[\epsilon_k, \epsilon_k, -\epsilon_k, -\epsilon_k] \)], \( \Lambda_0(k) \equiv \frac{1}{2}(1 + T^{-1})\Lambda(k), \Lambda_\alpha(k) \equiv \frac{1}{2}(1 - T^{-1})\Lambda(k) \) and \( \tau^\dagger \) represent Pauli matrices in Nambu space. The free part of the action, written in the band basis is therefore

\[ S_0 = \frac{1}{2} \sum_{k,\omega} C_{k\alpha} \frac{1}{2} [-i\omega + (D_{\alpha\alpha}(k) - \epsilon_F) \tau^\dagger] C_{k\alpha}, \]  

(C3)

where \( \alpha \) runs over spin and band basis,

\[ C_k = \tilde{\Lambda}^{-1}(k) \begin{pmatrix} \psi_k \\ \psi_k^\dagger \end{pmatrix} \text{ and } \Psi_k = \tilde{\Lambda}(k) \begin{pmatrix} c_k \\ c_{\cdash k} \end{pmatrix}. \]

**b. Interaction part**

We now turn to write the Coulomb interaction in the Nambu basis. We start from

\[ S_I = \frac{T}{2L^3} \sum_{q,k,k',\nu,\omega,\nu'} V(\nu, q) \begin{pmatrix} \frac{1}{2} \Psi_k^\dagger \tau^\dagger \Psi_k & \frac{1}{2} \Psi_{k+q}^\dagger \tau^\dagger \Psi_k \end{pmatrix}, \]  

(C4)

where \( L^3 \) is total volume.

It is useful to note that the density in Nambu space transforms to the band basis as follows

\[ \Psi_{k+q}^\dagger \tau^\dagger \Psi_k = [C_{k+q}^\dagger \tilde{\Lambda}(k + q)] \tau^\dagger [\tilde{\Lambda}(k)C_k] = C_{k+q}^\dagger M(k, k + q) \tau^\dagger C_k, \]

where

\[ M(k, p) = \Lambda_0^\dagger(p)\Lambda_0(k) + \Lambda_\alpha^\dagger(p)\Lambda_\alpha(k) = \Lambda^\dagger(p)\Lambda(k). \]

Therefore the interaction assumes the following form when written in the band basis:

\[ S_I = \frac{T}{8L^3} \sum_{q,k,k',\nu,\omega,\nu'} Q_{\alpha\beta;\gamma\delta}(\nu, q, k, k', q) C_{k+q\alpha}^\dagger \tau^\dagger C_{k\beta} C_{k'q\gamma}^\dagger \tau^\dagger C_{k'\delta}, \]  

(C5)
where

$$Q_{a\beta;\gamma\delta}(iv,k,k',q) = V(iv,q)M_{a\beta}(k,k+q)M_{\gamma\delta}(k',k'-q)$$  \hspace{1cm} (C6)$$

is a rank-4 tensor, which obeys the equality

$$Q_{a\beta;\gamma\delta}(iv,k,k',q) = Q_{\gamma\delta a\beta}(iv,k',k,-q).$$ \hspace{1cm} (C7)$$

We also note that $\Gamma$ is an even function of $iv$.

c. Projection to the occupied bands

Since only two bands are occupied in each pocket we restrict the analysis to those bands. In the band basis, this a trivial task: we simply restrict the sum over band indices $\alpha$, $\beta$, $\gamma$, and $\delta$ to the hole bands. Therefore they now become indices running over two hole bands which are related to each other by TRS and are denote by $\alpha = \pm$.

2. Derivation of the gap equation

We now turn to derive the Eliashberg theory for superconductivity due to the interaction Eq. (4). We first introduce the definition of the self-energy

$$\Sigma(iv,k) = G^{-1}_{\beta a}(iv,k) - G^{-1}(iv,k),$$ \hspace{1cm} (C8)$$

where $G_{\beta a}^{-1}(iv,k) = -iv + \epsilon(k)\tau^z$ is the bare Green’s function in the band basis and $G(iv,k)$ is the dressed one. The self-energy is then given by

$$\Sigma_{\beta a}(iv,k) = -\frac{T}{2L^3} \sum_{\omega,k',\alpha,\beta} \tau^z G_{\beta a}(iv',k')\tau^z [Q_{a\beta;\gamma\delta}(iv - iv',k,k',k' - k) + Q_{\gamma\delta a\beta}(iv' - iv,k',k,k' - k)]$$

$$= -\frac{T}{L^3} \sum_{\omega,k',\alpha,\beta} \tau^z G_{\beta a}(iv',k')\tau^z Q_{a\beta;\gamma\delta}(iv - iv',k,k',k' - k),$$ \hspace{1cm} (C9)$$

where the two terms on the right-hand side (r.h.s.) of the first line come from two possible contractions of the interaction Eq. (C5) with $q = k' - k$ (note that here each one of these contractions can be taken in two equivalent ways due to the fact that we have artificially doubled the number of fields when going to Nambu space). In the latter diagram, one needs to interchange $\alpha,\beta$ with $\gamma,\delta$ and $k$ with $k'$. In the transition to the second line we have used Eq. (C7).

For simplicity, we will neglect dispersion and mass corrections (these are typically important for extremely accurate calculation of the gap in the limit of intermediate coupling strength). In this case, we have

$$\Sigma(iv,k) = \begin{pmatrix} 0 & \hat{\Delta}(iv,k) \\ \hat{\Delta}(iv,k) & 0 \end{pmatrix},$$

where $\hat{\Delta}(iv,k) = \Delta_{\alpha}(iv,k) + d(iv,k)\cdot\sigma$.

For simplicity, we assume the gap function is well defined under inversion, that is, $\hat{\Delta}(iv,-k) = \pm\hat{\Delta}(iv,k)$ (note that in bismuth, it does not have inversion symmetry and therefore, in general, one needs to consider a more generic gap function). We can consider two distinct cases: even parity, where $\Delta_{\alpha}(iv,k) \neq 0$ and $d(iv,k) = 0$ or odd parity, where $\Delta_{\alpha}(iv,k) = 0$ and $d(iv,k) \neq 0$. In this case, we can write

$$\tau^z G(iv,k)\tau^z = -\frac{iv + \epsilon(k)\tau^z - \hat{\Delta}\tau^z}{\omega^2 + \epsilon^2(k)} + \frac{1}{\Delta(iv,k)} \frac{1}{\omega^2 + \epsilon^2(k') + |\Delta(iv',k')|^2},$$

where $|\hat{\Delta}(iv,k)| = |d(iv,k)|$ for odd parity and is trivially defined for even parity. Therefore

$$\hat{\Delta}_{\beta a}(iv,k) = -\frac{T}{L^3} \sum_{\omega,k'} M_{a\beta}(k,k')\hat{\Delta}_{\beta a}(iv',k')M_{\gamma\delta}(k,k')V(iv - iv',k' - k).$$ \hspace{1cm} (C10)$$

3. Estimation of the transition temperature

To estimate the transition temperature we linearize Eq. (13), i.e., we neglect the $\Delta$ dependence in the denominator. We also consider, for simplicity, a $s$-wave gap function. In this case we have

$$M_{\gamma\delta}(k,k')\hat{\Delta}_{\beta a}(iv',k')M_{\alpha\beta}(k,k') = \frac{1}{2} \left( 1 + \frac{k \cdot k'}{k^2} \right) \delta_{\beta\gamma},$$
Note that here we have normalized the matrices such that $\text{Tr}[\tilde{\Delta}(k)\tilde{\Delta}(k)] = 1$. Taking the sum over momentum to an integral and performing the integral over the solid angle, we obtain
\[
\Delta(i\omega_n,x) = -\frac{-\rho T_c}{4\kappa F} \sum_{\omega_n} \int_0^\infty dx' x'^2 \frac{\Delta(i\omega',x')}{(\omega_n')^2 + (x' - 1)^2} V_\rho(i\omega - i\omega',x,x'),
\]
where $V_\rho$ is given by
\[
V_\rho(i\omega - i\omega',x,x') \equiv \frac{1}{2} \int_{-1}^{1} dy(1 + y)V(i\omega - i\omega',k_F\sqrt{x^2 + x'^2 - 2xx'y}).
\]

### APPENDIX D: RULING OUT THE PHONON MECHANISM FOR SUPERCONDUCTIVITY

Throughout this paper we have only considered Coulomb interactions, neglecting all possible local interactions. The argument was that the density of states in bismuth is too low, such that local interactions are negligible. In this section, we elaborate on this point.

Let us first consider the standard electron-phonon coupling to the longitudinal acoustic phonon considered for conventional superconductors [48]
\[
H_{\text{el-ph}}^{LA} = \sum_{k,q} \frac{(-i\omega_n)D}{\sqrt{2}\rho_m\omega_q} (b_q + b_{-q})\psi^\dagger_k \psi^\dagger_{k+q},
\]
where $\omega_q = v_q\nu_k$ is the dispersion of the phonon branch, $v_q = 1790$ m/sec is the sound velocity, $\rho_m = 10$ g/cm$^3$ is the mass density, and $b_q, b_{-q}$ are the phonon creation and annihilation operators, respectively. $D$ is the deformation potential, which is typically of order 5 eV and in bismuth has been estimated to be 8 eV, at most [49]. The resulting phonon-mediated interaction in Matsubara space is then given by
\[
V_{\text{LA}}(i\omega_n,q) = \frac{D^2q^2}{\rho_m} \frac{1}{\omega_n^2 + \omega_q^2}.
\]
From this, we can estimate the coupling strength by taking the zero-frequency limit of the interaction times the density of states in Table I. We find that
\[
\lambda_b \approx 0.004 ; \quad \lambda_e = \frac{\rho D^2}{\rho_m v_s^2} \approx 0.001,
\]
which corresponds to a transition temperature, $T_c = \Theta_D \exp(-1/\lambda_e)$, which is much lower than $10^{-100}$ K. Since Eq. (D3) is independent on $q$, we may also roughly estimates the coupling to the longitudinal optical branches by extrapolating $q$ to the zone boundary.

It is important to note two additional factors that reduce the effectiveness of the attractive interaction Eq. (D3). First, we did not take into account the matrix element effect Eq. (15), which will further reduce $\lambda_e$ in the electron bands. The second is that we have neglected any repulsion coming from the Coulomb interaction (4), which will be poorly screened in the low-density limit and will completely overwhelm the small attraction coming from these phonons.

We also find evidence to rule out the phonon mechanism in bismuth based on recent density functional theory (DFT) calculations [50]. In this study, the author studied superconductivity in YPtBi, which is characterized by a density of $2 \times 10^{18}$ cm$^{-3}$ and a density of states $5 \times 10^9$ eV$^{-1}$ cm$^{-3}$ (comparing with Table I the density of states is comparable to that in bismuth). He ignored the polar nature of the phonons and used a mesh of $5 \times 5 \times 5$ and $10 \times 10 \times 10$ for the phonon and electron dispersion, which is clearly too small because the grid must be dense on the scale of $k_F$, nevertheless he found the coupling constant is $\lambda = 0.02 \pm 0.02$. Since the electron phonon coupling in YPtBi is not anomalously small we conclude that these calculations rule out the possibility of nonpolar phonon superconductivity at such low density, in agreement with the early results of Ref. [2].

We can also estimate the coupling constant $\lambda$ based on the superconducting states observed in amorphus bismuth below $T_a = 6$ K [51]. The electronic density is $\sim 2 \times 10^{22}$ cm$^{-3}$, thus we estimate the density of states $\rho_D \approx 1.6 \times 10^{21}$ eV$^{-1}$ cm$^{-3}$ and the phonon mediated interaction to be $V_\rho \approx 1/(\rho_D \ln \Theta_D/T_a) \approx 3$ eV $\nu_{uc}$, where $\nu_{uc}$ is the unit cell volume. Assuming that the short range physics of the electron phonon coupling does not change dramatically in crystalline bismuth we estimate $\lambda_e = \rho V_\rho \approx 0.002$ and $\lambda_b = \rho V_\rho \approx 0.007$. Again, too small to be relevant for superconductivity.

Finally, it is also important to point out that in spite of the very low $T_c$ in bismuth the coupling constant can not be smaller that $\lambda = 0.08$. Inverting the density of states and assuming a general local interaction of the form
\[
H_{\text{BCS}} = -V_\rho \sum_{k,k'} \psi_k^\dagger \psi_{k'}^\dagger \psi_{-k'} \psi_k,
\]
and taking $V_\rho = (\rho \ln \Theta_D/T_a)^{-1}$ we find that the phonon mediated interaction must be at least $V_\rho \approx 135$ eV$\nu_{uc}$. Thus, when interpreting the attractive interaction in bismuth as local, with a typical crystalline length scale, it takes an unphysically large value indicating that superconductivity does not come from local interactions.

### APPENDIX E: MATRIX ELEMENT MODIFICATIONS OF THE BCS FORMULA FOR $T_c$

The additional form factor (15) has an important effect on superconductivity, regardless of the pairing mechanism. To see this, let us consider the constant attractive interaction that BCS considered in their original paper [i.e., Eq. (D4)], which corresponds to $V(i\omega - i\omega', k - k') = -V_\rho(\omega_D - |\omega|)$. Without spin-orbit coupling the $M(k,k')$ matrices become trivial and Eq. (13) reduces to (for $s$-wave pairing)
\[
\frac{1}{\rho V_\rho} = \int_{T_c}^\infty d\omega \frac{\omega}{|\omega|^2}.
\]
where $\rho = k_F^2/2\pi^2v$ is the electronic density of states per pocket and spin. Note that we have made the assumption $\omega_D \ll \epsilon_F$. The corresponding transition temperature is given by Eq. (1). In contrary, within the Dirac dispersion, where spin-orbit coupling is present, we find two crucial differences.

(i) First, we find that the odd parity pairing channel [of the form $\Delta(k) = -\Delta(-k)$], may also have a finite transition temperature in spite of the structureless interaction assumed by BCS. This is contrary to the case of no spin-orbit coupling, where one finds that the transition temperature to an odd-parity state is strictly zero. This origin for this difference is the matrices $M_{k,k'}$ in Eq. (13), which encode the channel’s parity into nontrivial momentum dependent form factors. Note that for odd-parity pairing $\langle \Delta(\omega, k) \rangle$ is proportional to a sum of the Pauli matrices and therefore the factor (15) takes a different form.

(ii) Second, we find that when averaging (15) over the solid angle between $k$ and $k'$ the second term in the left-hand side (l.h.s.) averages to zero. When $\Delta_{bg} = 0$ Eq. (15) gives a factor of 1/2 reduction of the coupling constant. For finite $\Delta_{bg}$, we find (for $s$-wave pairing)

$$T_c = \omega_D \exp\left\{-\frac{1}{\rho V_0} \left[ \frac{2 + \left( \frac{\epsilon_F}{\Delta_{bg}} \right)^2}{2 + \left( \frac{\epsilon_F}{\Delta_{bg}} \right)^2} \right] \right\}. \tag{E2}$$

Thus, in the parabolic limit $\epsilon_F \ll \Delta_{bg}$, the transition temperature reduces to Eq. (1). However, in the relativistic limit $\epsilon_F \gg \Delta_{bg}$ the coupling constant is reduced by a factor of 1/2 and consequently $T_c$ is reduced exponentially. Note that here we have assumed a constant density of states. Thus the parameter $\Delta_{bg}/\epsilon_F v_F$ continuously tunes between Eq. (1) and the much suppressed transition temperature $T_c = \omega_D \exp(-2/\rho V_0)$.

The latter is in sharp contradiction to the conventional wisdom based on Anderson’s [40] notion of pairing time reversed states which states that any time-reversal-symmetric perturbation that does not modify the density of states also does not modify the transition temperature. The origin of the contradiction is the projection to the occupied bands, which was not considered as a possibility in Ref. [40]. Anderson used the completeness of eigen states to prove that the transformation from one eigenbasis to the other does not modify the matrix element in the $s$-wave channel. However, the action of projection violates the completeness of the basis and allows to get an overlap smaller than one.

A similar matrix element effect has been discussed in detail in Ref. [41], where superconductivity in a quadratic band touching point has been considered. It is found that the suppression of the $s$-wave channel is maximal, i.e., the form factor (15) is equal to 1/2 as long as the band touching point is not gapped. Note that the same applies to Dirac semimetals, namely in the case of $\Delta_{bg} = 0$ the form factor (15) becomes equal to 1/2 after angular averaging.