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ABSTRACT: Hybrid quantum mechanical-molecular mechanical (QM/MM) simulations are widely used in enzyme simulation. Over ten convergence studies of QM/MM methods have revealed over the past several years that key energetic and structural properties approach asymptotic limits with only very large (ca. 500-1000 atom) QM regions. This slow convergence has been observed to be due in part to significant charge transfer between the core active site and surrounding protein environment, which cannot be addressed by improvement of MM force fields or the embedding method employed within QM/MM. Given this slow convergence, it becomes essential to identify strategies for the most atom-economical determination of optimal QM regions and to gain insight into the crucial interactions captured only in large QM regions. Here, we extend and develop two methods for quantitative determination of QM regions. First, in the charge shift analysis (CSA) method, we probe the reorganization of electron density when core active site residues are removed completely, as determined by large-QM region QM/MM calculations. Second, we introduce the highly-parallelizable Fukui shift analysis (FSA), which identifies how core/substrate frontier states are altered by the presence of an additional QM residue on smaller initial QM regions. We demonstrate that the FSA and CSA approaches are complementary and consistent on three test case enzymes: catechol O-methyltransferase, cytochrome P450cam, and hen eggwhite lysozyme. We also introduce validation strategies and test sensitivities of the two methods to geometric structure, basis set size, and electronic structure methodology. Both methods represent promising approaches for the systematic, unbiased determination of quantum mechanical effects in enzymes and large systems that necessitate multi-scale modeling.
1. Introduction

A firm understanding of how enzymes facilitate chemical reactions is crucial, and atomistic simulations of enzymes\(^1\) can provide valuable insight into the source of enzymatic rate enhancements. In order to enable a sufficient balance in accuracy to describe chemical rearrangements and catalytic enhancement with the low computational cost needed to enable sampling, a multilevel approach is employed,\(^2-10\) wherein the region of primary interest is treated quantum mechanically (QM), while the surrounding portion of the enzyme is described with an empirical molecular mechanics (MM) model. Quantum mechanical descriptions are essential in modeling enzyme catalysis for their ability to describe charge transfer, polarization, and bond rearrangement. Due to computational limitations, typical QM region sizes have been on the order of tens of atoms (i.e. ligands and a few direct residues).\(^10-12\) These small QM regions have motivated method development\(^8, 13-22\) to minimize QM/MM boundary effects and to evaluate\(^23\) how advanced, polarizable,\(^24-25\) force field treatments may improve QM/MM descriptions. However, the requirement to treat crucial\(^26-27\) charge transfer across the QM/MM boundary suggests that boundary-effect minimization and force field adjustment may be insufficient to address the shortcomings of small QM/MM calculations.

Recent advances\(^26, 28-35\) in computational efficiency now enable fully \textit{ab initio}, quantum chemical simulation of polypeptides\(^28\) as well as QM/MM treatments of enzymes with large (> 100 atoms) QM regions. Harnessing these computational advances, numerous researchers\(^36-45\) have carried out studies to identify how quickly properties reach asymptotic limits as QM regions are enlarged in QM/MM calculations. The resulting studies have revealed an exceptionally slow approach to asymptotic limits for: NMR shieldings,\(^36-37\) solvation effects,\(^38\)
barrier heights, forces, excitation energies, partial charges, and redox potentials with most properties predicted to converge at no fewer than 500 atoms (e.g., barrier heights and forces) but more typically on the order of 1000 atoms (e.g., NMR shieldings and partial charges). Some of us recently studied the convergence of properties, i.e., structures, barrier heights, reaction enthalpies, and partial charges, on the enzyme catechol O-methyltransferase (COMT) with increasing QM region size in QM/MM calculations. We again observed slow convergence to asymptotic limits on the order of 500 or more atoms, and we also identified large-scale quantum-mechanical effects to be essential to reproducing experimental structural properties and identifying sources of enzymatic rate enhancements.

Although it has been possible to carry out single point energies of very large biomolecules for some time, quantitative enzyme mechanism study requires thousands of such single point energies. Thus, equally important to determining the approach to asymptotic limit in QM/MM studies as larger QM regions are used is the development of atom-economical and systematic strategies to achieve accurate descriptions of the electronic environment around a central region of interest (e.g., reacting active site residues). Systematic determination strategies would also eliminate any error due to limitations in chemical intuition or prior knowledge about the reaction mechanism from experiments. Some schemes have been suggested for constructing large QM regions including free energy perturbation analysis or charge deletion analysis, both of which rely on determining the effect on a small QM region of changing an aspect of the MM environment. Some of us recently suggested the development of an alternative methodology, charge shift analysis (CSA), to enable systematic QM region determination. Namely, we observed that residues that exhibited a redistribution of charge density when the core active site
substrates were removed could be used to construct an electronically complete QM region consistent with asymptotically converged QM region predictions on COMT.

The potential limitations of the CSA method as it was first introduced were that i) it was carried out based on roughly 1000-atom QM region QM/MM calculations, which may remain prohibitive for some combinations of quantum chemistry software and hardware, and ii) only complete removal of the substrates was demonstrated, which is impractical for many enzymes where the core active site is defined by covalently bound protein residues or substrates. In this work, we thus develop and test the CSA method on covalently-bound substrates and validate our earlier observations. We also introduce a new method that does not require large-scale electronic structure calculations for QM region determination and is insensitive to how the core active site is defined (i.e., if covalently bound residues are included). Although some efforts have been made to suggest general or system-specific QM region determination, QM regions in QM/MM methodology are still largely determined by trial and error. To emphasize the systematic nature of the two approaches introduced here, we also introduce validation methodology for assessing the results of these two new methods. The outline of the rest of this work is as follows. In Sec. 2, we introduce two strategies for systematic QM/MM region determination. In Sec. 3, we provide the computational details of our study. In Sec. 4, we present Results and Discussion of applying and validating our new methodology on three diverse enzymes. Finally, in Sec. 5, we provide our conclusions.

2. Approach

2a. Charge Shift Analysis

Some of us first introduced the idea that the electronic environment around a series of core active site residues may be probed by identifying how the density is redistributed when
these core residues are rigidly removed. This approach has parallels with the rigid binding interaction energy approach of MMPBSA/MMGBSA\(^6\) and energy decomposition analysis\(^61\) in the force field and electronic structure communities, respectively. In this strategy, we start from a very large QM region selected by radial distance cutoffs from a central region of interest in a QM/MM calculation. This QM region size should meet or exceed asymptotically converged QM region sizes, which are typically up to 1000 atoms in size\(^23, 36, 39, 41-42, 44-45, 55, 58-59, 62-64\). Here, we choose 900 to 1000 atoms in the holoenzyme QM region in these QM/MM calculations, due to the increasingly routine application of electronic structure methods to these larger system sizes. Next, we remove the core substrate residues and recalculate all electronic structure properties of what we refer to as the apoenzyme. In our previous work\(^41\), the core active site consisted of substrate residues that were not covalently bound to the active site and could be readily removed (Figure 1). For many enzymes, the core active site instead consists of both protein residues or other covalently linked cofactors and non-covalently bound species. In that case, we propose generation of the “apoenzyme” by alanine mutagenesis of all “core” protein residues or covalently bound substrates and elimination of non-covalently bound substrate molecules (e.g., natural products, DNA, surrounding lipids, water) (Figure 1). For non-protein simulations, the alanine mutagenesis step is instead removal and methyl-capping of the covalently linked active site region. Methyl-capping is chosen here to avoid introducing bond polarization effects due to low hydrogen atom electronegativity, e.g. with replacement of the sidechain with a hydrogen atom as in glycine mutagenesis or complete removal of the residue and capping of neighboring residues with link atoms. A comparison to alternative capping strategies is also considered in this work (see Results and Discussion).
Figure 1. Schematic of the CSA approach for a) non-covalently bound substrates and b) covalently bound active site residues. The protein surface is shown in green and the active site is shown in blue spheres and sticks. In the case of (b), the covalently bound residues are also mutated to Ala (shown inset, in red).

In order to evaluate the results of the CSA method, we sum over the partial charges \( q \) of the \( N_{\text{at}} \) atoms in each QM residue (RES):

\[
q_{\text{RES}} = \sum_{i=1}^{N_{\text{at}}^{\text{RES}}} q_i
\]  

These sums can be carried out with or without the inclusion of link atoms within each residue definition, and we recommend exclusion of link atoms for numerical stability in comparisons. The charge shift may then be calculated as the difference of the summed-over-residue partial charge of the non-core-active-site residue between the complete enzyme (holo) and when the active site residues are removed or mutated (apo):

\[
\Delta q_{\text{RES}} = q_{\text{RES}}^{\text{holo}} - q_{\text{RES}}^{\text{apo}}.
\]  

If the partial charge difference on a residue, \( \Delta q_{\text{RES}} \), exceeds a recommended cutoff of about \( 0.04-0.05 \) e, based on uncertainty in partial charge estimates, then this residue’s electronic properties
are deemed affected by the presence or absence of the core active site. We have selected this threshold based on observations that numerical noise in partial charge differences can produce small (ca. 0.01-0.02 e) differences in by-residue sums between simulations (see tabulated values in the Supporting Information). This threshold works well for the three proteins studied in this work, but one may confirm an appropriate threshold by sorting charge shifts by magnitude and identifying where the values fall off to a background level. Additionally, validation methodology introduced later in this work may be useful for testing the importance of residues that are near the cutoff value (see Results and Discussion).

Importantly, this approach incorporates many-body effects, detecting charge redistribution in a residue due to electronic structure changes on another residue in addition to direct changes due to the removal of substrates. Due to the nature by which the electronic structure calculation is carried out, the possible residues identified through this method must have already been included in the original large-QM simulation, motivating the 900-1000 atom QM regions selected in this work. Nevertheless, a smaller original QM calculation could be employed if one wished to select from a shorter list of residues, albeit with some potential disadvantages, as outlined in the Results and Discussion. Because partial charges are summed over residues, and their differences are calculated under perturbation of active site removal, the method may be expected to be relatively basis set insensitive (see also Results and Discussion). Nevertheless, the use of exchange-correlation functionals that can reliably treat charge transfer, i.e., range-separated hybrids becomes necessary. Additionally, in principle, this approach requires only two calculations – a single point each for the holoenzyme and the apoenzyme, unless structural averaging is motivated (see Results and Discussion).
We note that the CSA approach is related to but diverges from the charge deletion analysis (CDA) method\textsuperscript{39, 57, 65}, wherein residue effects on relative QM energies are probed by deletion of associated MM point charges:

\[
\Delta \Delta E(\text{RES}) = \Delta E_{\text{QM/MM,MM}(\text{RES})} - \Delta E_{\text{QM/MM,MM}(\text{RES}) \rightarrow 0}.
\]

In contrast, the CSA method assumes that properties may be affected by MM point charges without the need to incorporate them into a QM region unless they also impact electronic properties. Additionally, CDA shows marked size-dependence (i.e., CDA on different QM region sizes gives very different results\textsuperscript{39, 56}). The CSA method would only depend on the QM region size in one of two ways: i) detected residues must have been included in the original QM calculation, and ii) very small CSA QM region calculations, as with standard small QM calculations, may introduce boundary effects. We provide further comparison of the two methods in the Results and Discussion.

2b. Fukui Shift Analysis

Thus far, we have introduced the CSA method, which necessitates the direct calculation of large-QM QM/MM electronic structure calculations with QM regions between 500 and 1000 atoms in size. In order to enable high-throughput, parallelizable QM/MM region determination, we have developed an alternative approach to probe the influence of protein residues on electronic properties at enzyme active sites. Here, we focus on extracting residue-specific influences on core active site properties. We scan through every residue in the protein and sequentially add that residue to a model that also includes core active site residues (Figure 2).
**Figure 2.** Schematic of the FSA approach showing core model (center) with core residues and other QM residues in sticks and represented by a surface. The Fukui shift is computed by calculating the condensed Fukui functions, adding a single residue from the protein shown in green sticks, as indicated schematically by the top, left, right, and bottom proteins and calculating the change in the condensed Fukui function.

We then evaluate how that additional residue alters the local properties of the core active site. Rather than focusing on charge transfer alone, which may be sensitive to our use of a single additional residue, we invoke models of reactivity widely employed in the context of conceptual density functional theory. Namely, the Fukui function\(^{66}\) is a three-dimensional representation of the density gained or lost on electron addition or removal. Typically, the Fukui function is obtained at integer electrons, either from electron addition:

\[
f_{+}(\mathbf{r}) = \rho_{N+1}(\mathbf{r}) - \rho_{N}(\mathbf{r})
\]

or removal:

\[
f_{-}(\mathbf{r}) = \rho_{N}(\mathbf{r}) - \rho_{N-1}(\mathbf{r})
\]

It is more convenient to work directly with the condensed Fukui functions\(^{67}\), which are evaluated as the atomic contribution to the overall Fukui function with electron addition or removal, respectively, as partitioned through any calculated partial charges (i.e., \(q_i\) on atom \(i\)):
\[ f_+^i = q_i(N+1) - q_i(N) \]  \hspace{1cm} (6)

and

\[ f_-^i = q_i(N) - q_i(N-1) \]  \hspace{1cm} (7)

Condensed Fukui functions have been applied to biological systems previously\(^{68}\), and the placement of frontier states has been used to identify enzyme active sites\(^{69}\) in conjunction with semi-empirical methods. Numerical robustness of this approach is aided by the fact that we employ Voronoi deformation density (VDD) partial charges\(^{70}\), which exhibit relatively low basis set sensitivity due to the use of real-space partitioning (see sec. 3). Furthermore, we focus on a fragment-based condensed Fukui function wherein we sum all components of the Fukui function over an entire substrate molecule or protein residue in the core active site, obtained as:

\[ f_+^{\text{RES}} = \sum_{i}^{N_{\text{RES}}} q_i(N+1) - q_i(N) \]  \hspace{1cm} (8)

or

\[ f_-^{\text{RES}} = \sum_{i}^{N_{\text{RES}}} q_i(N) - q_i(N-1) \]  \hspace{1cm} (9)

We evaluate how condensed Fukui functions on essential active site residues (ASR) vary upon inclusion of a single additional protein residue. We choose as the reference values the median of all Fukui results on distant, neutral residues, which generally have a narrow distribution of Fukui functions that correspond to no influence of the residue over the active site. We then compute an effect of a residue to be the root sum squared (RSS) difference in by-residue Fukui functions (RSS\((f)\)) with respect to that median value:
\[
\text{RSS}(f) = \sqrt{\sum _{j=1}^{\text{ASR}} \left( (f'_j - \bar{f}'_j)^2 + (f'_j - \bar{f}'_j)^2 \right)}.
\]

Because each calculation consists of at most one residue in addition to the active site residues, it becomes straightforward to rapidly scan through all residues in the protein in a highly parallelized fashion. The condensed Fukui function sums used in FSA are expected to be strongly reliant upon the use of an exchange-correlation functional that preserves band gaps and models charge transfer accurately. Some active-site/residue pairings particularly challenge the electronic structure method with non-contiguous QM regions, and the importance of asymptotically correct range-separated hybrids to avoid false positives becomes apparent (see Results and Discussion). Potential challenges with this method include choice of spin for the added or removed electron reference, much as within other applications of Fukui functions. If more residues are incorporated into the model through which residues are scanned, some have suggested\textsuperscript{68} adding or removing more than one electron when computing the Fukui reference. As a general approach, this method assumes the impact of each residue may be evaluated one at a time, and we will provide a comparison between the CSA and FSA methods in the Results and Discussion to identify any cases where this assumption fails.

We also note that for both CSA and FSA, beyond partial charge sums or Fukui functions, it may be desirable to evaluate electron density redistribution in terms of local dipole moments or atomic polarizabilities\textsuperscript{71}. Nevertheless, polarizability and changes in dipole moments could potentially be captured by a suitably accurate polarizable force field, whereas charge transfer cannot be modeled across the QM/MM boundary.

3. **Computational Details**
Protein structure preparation. A general protocol for all proteins simulated in this work was as follows. The protein crystal structures were obtained from the protein databank for hen eggwhite lysozyme (HEWL, PDB ID: 2VB1\textsuperscript{72}), cytochrome P450cam (P450cam, PDB ID: 1DZ9\textsuperscript{73}), and catechol O-methyltransferase (COMT, PDB ID: 3BWM\textsuperscript{74}). Structures of the active sites of these three prepared proteins are shown in Figure 3. The charge state of the holoenzymes, or apoenzymes where applicable (i.e., P450cam and COMT), was assigned using the H++ webserver\textsuperscript{75-78} assuming a pH of 7.0 with all other defaults applied. As H++ removes all nonstandard residues, residues in the active site adjacent to cofactors or substrates were manually assigned protonation states based on previous literature results\textsuperscript{23, 42} (see Supporting Information Tables S1-S3). The output of H++ was used as the starting point for subsequent topology and coordinate preparation using the AMBER\textsuperscript{79} tleap utility prior to classical molecular dynamics (MD) and QM/MM simulation with AMBER\textsuperscript{79}.

Figure 3. Active sites of proteins studied in this work: (left) COMT, (center) P450cam, and (right) HEWL. Core residues have been shown as sticks in orange and annotated. The QM residues in CSA calculations are shown in blue, and the rest of the protein, where relevant, is shown in gray.

For HEWL, four disulfide bridges are present, which were manually bonded when finalizing preparation in tleap. Protein residues were described by the AMBER ff14SB\textsuperscript{80} force field, which is derived from the ff99SB\textsuperscript{81} force field with updates to backbone torsional
parameters. For nonstandard residues in COMT and P450cam, we employ the generalized AMBER force field (GAFF) with partial charges assigned from restrained electrostatic potential (RESP) charges obtained with GAMESS-US at the Hartree-Fock level using a 6-31G* basis set, as implemented by the R.E.D.S. web server. Resolved water molecules in the crystal structures were preserved, whereas any crystallizing agents were removed. The Mg$^{2+}$ force field parameters used in COMT simulation were obtained from Ref. as validated in some of our previous work. Each protein was solvated in a periodic rectangular prism box with at least a 10 Å buffer of TIP3P water and neutralized with either Na$^+$ or Cl$^-$ counterions. The full simulation contained 11,721 atoms (1960 protein atoms) for HEWL, 20,618 atoms (6480 protein or cofactor atoms) for P450cam, and 25,893 atoms (3411 protein or cofactor atoms) for COMT. Starting topology and coordinate files in AMBER format are provided in the Supporting Information.

**MM Equilibration.** The P450cam and HEWL structures were equilibrated with classical (MM) molecular dynamics in AMBER. COMT structures were extracted directly from previous molecular dynamics studies. Minimizations were carried out for 1000 steps with the protein restrained followed by 2000 steps of unrestrained minimization. Following minimization, a 10-ps NVT heating step was carried out to raise the system temperature to 300 K using a Langevin thermostat with collision frequency of 1.0 ps$^{-1}$ and a random seed to avoid synchronization artifacts. This step was followed by a 1-ns NPT equilibration using the Berendsen barostat with a pressure relaxation time of 1 ps. Production dynamics were collected for 100 ns for each protein. The SHAKE algorithm was applied to fix all bonds involving hydrogen, permitting a 2-fs timestep to be used for all MD. For the long-range electrostatics, the particle mesh Ewald method was used with a 10-Å electrostatic cutoff. In the case of P450cam, only a restrained
minimization was carried out, and harmonic restraints were employed throughout all dynamics to hold the active site heme, camphor, cysteinate ligand in the crystal structure position (see Supporting Information for restraints).

**QM/MM Simulation.** Snapshots from MD production runs were extracted for QM/MM simulation. The periodic box was post-processed using the center of mass utility in PyMOL$^{93}$ to generate the largest possible spherical droplet centered around each protein that was circumscribed by the original rectangular prism periodic box. The resulting system was again processed with tleap to generate a system with spherical cap boundary conditions that was enforced with a restraining potential of 1.5 kcal/mol Å$^2$. All QM/MM simulations were carried out using TeraChem$^{31,94}$ for the QM portion and AMBER 14$^{79}$ for the MM component. The QM region is modeled with density functional theory (DFT) using the range-separated exchange-correlation functional ωPBEh$_{95}$ ($ω=0.2$ bohr$^{-1}$) with the 6-31G*$^{85}$ basis set. Select comparisons to results from the B3LYP$^{96-98}$ global hybrid functional for FSA were also carried out.

**Partial Charges.** The CSA and FSA schemes rely on evaluation of partial charges obtained from the Voronoi deformation density (VDD) method$^{70}$. The VDD partial charges use a promolecule definition to partition the real space density and are therefore relatively basis-set insensitive. The basis set sensitivity in CSA calculations was carried out on several other basis sets, namely: 6-31G$^{99}$, 6-311G, 6-31++G$^{100}$, 6-31G*$^{85}$, and 6-311++G*, as outlined in the Results and Discussion. FSA comparisons were carried out with the 6-31G*, 6-31G**, and 6-311++G* basis sets.

**CSA and FSA Analysis Methods.** Preparation, automation, and analysis was carried out using in-house python scripts. A tutorial example of the workflow and accompanying scripts for protein analysis are provided on our website (http://hjkgrp.mit.edu/csafsa).
4. Results and Discussion

4a. Systematic QM Region Determination with CSA and FSA on COMT

*Results of CSA on COMT.* The CSA method was recently introduced\(^{41}\) as an alternative strategy to systematic radial QM/MM convergence of COMT properties. Briefly, CSA was carried out averaged over 20 snapshots along a pre-computed large-QM/MM methyl transfer reaction barrier. The evaluation of CSA results across the reaction coordinate is motivated by the expected electronic structure variations from charged reactants (S-Adenosyl-L-methionine, SAM and catecholate, CAT) to neutral products (adohomocysteine and O-methylatedcatechol). Similar arguments have been made for choosing intermediate energies to compare in the CDA approach\(^{39}\). After averaging, 11 residues have $\Delta q_{\text{RES,av}}$ above a suggested threshold of 0.05 e\(^{-}\) (Figure 4). Some of the residues with the strongest charge shifts are expected, e.g.: i) Mg\(^{2+}\) coordination sphere residues D141, D169, and N170, ii) catecholate-hydrogen-bonding residues E199, and iii) SAM-hydrogen-bonding residues E64, S72, E90, and H142. Of the four remaining residues, S72 is polar and proximal to SAM, but the detection of the residues V42, A67, and A73 is surprising as they are both nonpolar and not the most proximal to the center of the SAM-catecholate reacting core.

![Figure 4](image_url)  
*Figure 4.* CSA analysis holo-apo charge difference (in e) averages (green bars), maximum values (black dashes), and minimum values (red dashes) obtained over 20 snapshots along the methyltransfer reaction coordinate of COMT. Residues selected for maximum or minimum values above 0.05 e\(^{-}\) threshold are indicated by a gray asterisk.
A comparison of not just averages but maximum and minimum charge shift values reveals significant ranges in $\Delta q_{\text{RES,av}}$ for several residues, which motivates the identification of 5 additional residues, M40, N41, Y68, I91, and S119, that exceeded the 0.05 e threshold for at least one snapshot. We also note the max-min ranges of $\Delta q_{\text{RES}}$ are largest for charged residues, but the averaged contribution is always above threshold for these residues. The lower average contribution for the five polar residues is due to variable interaction across the reaction coordinate combined with lower $\Delta q_{\text{RES,av}}$. For example, M40 and N41 have larger charge shifts only after the transition state. We also note that this method does not detect some proximal residues (i.e., G66 and Y71) that might be selected based on radial distance considerations alone. Previous work demonstrated\(^{41}\) chemical accuracy could be obtained with respect to the large QM/MM limit for the methyl transfer reaction barrier and enthalpy, particularly when the CSA region containing both the first 11 residues and 5 additional residues is selected. We will return to validation strategies for assessing the CSA results and further testing the relevance of the most unexpected (i.e., nonpolar) residues in Sec. 4d.

Results of FSA on COMT. Based on observations of variation in charge shifts across the reaction coordinate, we carried out the FSA method on COMT on three structures: the reactant (R), transition state (TS), and product (P). We compute the electrophilic ($f^-$) and nucleophilic ($f^+$) condensed Fukui functions summed separately over SAM, catecholate, and Mg\(^{2+}\), but, as expected, $f^+$ is always zero for catecholate and $f^-$ is always zero for Mg\(^{2+}\) (Supporting Information Tables S4-S6). Thus, we focus on shifts of the condensed Fukui functions from median values, i.e., $\Delta f^-$ and $\Delta f^+$ on SAM, $\Delta f^-$ on CAT, and $\Delta f^+$ on Mg\(^{2+}\) (Figure 5 and Supporting Information Tables S4-S6). Overall, we designate detected residues as those with an RSS difference obtained over the four Fukui metrics above 0.05 e with respect to median values for that structure. From
this FSA analysis on three structures, we identify 16 residues that have significant Fukui shifts (FS) in the reactant or transition state and 14 in the product (all shown in Figure 5). This analysis enables identification of the most relevant QM residues: i) Mg$^{2+}$ proximal residues (D169, N170, and D141) are detected more in the product state $\Delta f^+$ of Mg$^{2+}$ than any other component FS contribution, and ii) residues surrounding the reacting species such as M40, N41 and V42 are detected most strongly in the SAM TS $\Delta f$ or catecholate reactant $\Delta f$.

**Figure 5.** FSA analysis of summed condensed Fukui function differences from median for SAM ($\Delta f^+$, top and $\Delta f$, middle top), catecholate (CAT, $\Delta f$, middle bottom), and Mg$^{2+}$ ($\Delta f^+$, bottom) in COMT. All residues above |0.05 e| threshold for overall RSS $\Delta f$ in the reactant (R, black bar), transition state (TS, red bar), or product (P, green bar) geometry are shown with single letter residue name and number. Only A67 and Y71 are below this threshold for the products. The range spanned in all graphs is 1.1 e.

Overall comparison of the CSA and FSA results on COMT reveals the two approaches to be in very good agreement (Figure 6). In total, both approaches detect 14 of the same residues, with FSA not detecting the i) E64 residue that hydrogen bonds to SAM and S72, and ii) A73, one of the nonpolar residues identified by CSA. Conversely, two proximal residues to the substrate core, G66 and Y71, were not detected by CSA but are identified by FSA. Given the distinct
nature of the two approaches, with FSA being carried out on core substrates plus one additional residue, whereas CSA is carried out in large QM regions, this agreement becomes even more impressive. Analyzing the FSA results for the two residues detected only with this method (i.e., G66 and Y71) reveals that Y71 is one of the two residues detected only in the reactant and transition state with FSA (Supporting Information Table S6). The sole detection of G66 by FSA could potentially be rationalized as a false positive due to boundary effects. Within FSA, each residue is added as a single hydrogen terminated residue, but for a residue as small as glycine, this termination may alter the local electronic environment. We will reconsider this possibility in validating the two methods (see Sec. 4d).

![Venn diagram of residues indicated by single letter code and number obtained with CSA (left, blue circle) and FSA (right, yellow circle) for COMT. Mg\textsuperscript{2+} coordination sphere residues are annotated in bold orange, and residues that hydrogen bond SAM and catecholate are annotated in bold gray and bold red, respectively.](image)

**Figure 6.** Venn diagram of residues indicated by single letter code and number obtained with CSA (left, blue circle) and FSA (right, yellow circle) for COMT. Mg\textsuperscript{2+} coordination sphere residues are annotated in bold orange, and residues that hydrogen bond SAM and catecholate are annotated in bold gray and bold red, respectively.

We also carried out a comparison to CDA, wherein a strong effect of MM point charge deletion on the relative reaction energies for COMT methyl transfer is used to identify that a residue belongs in the QM region (see Supporting Information Table S7). Using a QM region that consists of the core reacting substrates for the CDA analysis, we find high sensitivity to strongly charged residues (e.g., aspartate, glutamate, or lysine) that limits the robustness of CDA.
for determining optimal QM regions in COMT compared to the FSA or CSA methods. Residues previously identified to contribute strongly to the methyl transfer reaction mechanism\textsuperscript{41} were not detected in this approach (e.g., V42, E90), whereas remote charged residues were detected (e.g., E34, E27, K5). CDA may be more suitable for augmenting larger QM regions after construction by chemical intuition, as has been previously suggested\textsuperscript{39}.

**4b. Evaluating CSA/FSA Basis Set and Method Sensitivity**

In order to determine the best practices for applying the CSA and FSA methods introduced, we now consider the sensitivity of the predicted QM regions for COMT with these methods to both the basis set and electronic structure method with which the analysis is applied. For CSA and FSA, we monitor the electron density in QM/MM environments through partial charge descriptors. Partial charges are well-known\textsuperscript{70} to be sensitive to the partitioning scheme and basis set employed. However, CSA and FSA rely on charge differences, which should limit basis set sensitivity, and we have combined these approaches with a real-space partitioned charge density approach that has been demonstrated\textsuperscript{70} to be relatively robust. With regard to electronic structure method choice, it has been shown\textsuperscript{101} that density delocalization errors are increasingly common as gaps become small (e.g., in semi-local DFT methods), and we\textsuperscript{41} and others\textsuperscript{102-103} have demonstrated gap closing in large biomolecular systems with semi-local DFT.

The CSA method requires single point calculations with and without core substrates, which we have computed in 940 atom (968 with link atoms, 56 protein residues) radial QM regions on COMT, following previous QM region convergence studies\textsuperscript{41}. By construction, residues detected with CSA must be included in this initial QM region, and a very small QM region might lead to increased boundary effects on the CSA results. In order to study larger basis sets (e.g., 6-311++G*) we also carried out CSA using a 534 atom (560 with link atoms, 29
protein residues) radial QM region. The QM region obtained from CSA is determined from the residues that have $>|0.05\text{ e}|$ shift from the holo to apo model of the enzyme. Regardless of basis set considered, i.e., 6-31G, 6-31G*, 6-31G**, 6-311G, 6-31++G, or 6-311++G*, the eleven residues (V42, E64, A67, S72, A73, E90, D141, H142, D169, N170, and E199) identified through structurally-averaged CSA with oPBEh/6-31G in previous work$^{41}$ were also detected in the 534-atom QM/MM CSA calculation (Supporting Information Table S8).

Quantitatively, average maximum variations across residues between basis sets were around 0.05 e, although some residues exhibited differences in the charge shift as large as 0.22 e across methods (Supporting Information Table S8). In addition to the core 11 residues identified in previous work, some basis sets separately detected M40 (6-31G, 6-311G, 6-311++G*), I91 (6-311G, 6-31++G*), or S119 (6-31G*, 6-31G**), which were part of 5 residues previously added to the original 11 after identifying residues that had large charge shifts for only part of the reaction coordinate. Comparisons of basis set dependence on the larger 940-atom QM region with 6-31G, 6-31G*, 6-311G, and 6-31G** basis sets shows reduced basis set sensitivity with respect to the smaller QM region, with all basis sets predicting the 11 residues identified in initial studies and only one (6-311G) also detecting M40 (Supporting Information Table S9). Overall, the reliance on qualitative detection of charge shifts through summed partial charges greatly mitigates basis set sensitivity of CSA.

Given the limited variation observed in partial charge differences in CSA and the reliance on relatively small QM regions in FSA of the core substrates plus one additional residue, we directly compared the primary basis set (6-31G*) with two larger basis sets studied in this work (6-31G** and 6-311++G*) on COMT. In both cases, we selected the median distant Fukui result on single residues as the reference for computing RSS Fukui differences, and carried out all...
calculations with the range-separated hybrid, $\omega$PBEh. Comparison of the qualitative identification of FSA residues in the three basis sets reveals that the same core residues are identified, despite significant changes in the reference median condensed Fukui function values with the larger basis sets (see Supporting Information Tables S10-S11). Larger basis sets may warrant tuning of the range-separation parameter to higher values than were employed here ($\omega=0.2 \text{ bohr}^{-1}$) in order to ensure any unphysical charge transfer is eliminated and that molecular orbital energies, which are probed by the FSA approach, are accurately represented.

Another concern, particularly with the application of the FSA method, is the electronic structure method employed. Asymptotically correct exchange, already motivated in previous work on biomolecules, is essential for proper prediction of charge separation across large distances in the QM/MM simulations. Furthermore, well-known delocalization errors in semi-local functionals and global hybrids can produce too small gaps and incorrect molecular orbital energetics, impacting the calculation of the condensed Fukui function in the FSA approach. In fact, we observe numerous false positives for FSA when carried out with the B3LYP functional in comparison to $\omega$PBEh (see nonzero values for B3LYP on zero value of x-axis for $\omega$PBEh in Figure 7 and Supporting Information Table S12). Many of these false positives are likely a result of poor descriptions by B3LYP of non-contiguous QM regions. The functional choice is less critical for CSA, as partial charges on the neutral system are a much less stringent test for an exchange-correlation functional than the redistribution of charge with electron addition or removal (see Supporting Information Table S13). Overall, we recommend a range-separated hybrid (e.g., $\omega$PBEh) for either method with a polarized double-zeta basis set, which will allow for the same method and basis set combination in CSA, FSA, and production dynamics or geometry optimizations.
Figure 7. Parity plot of B3LYP/6-31G* RSS differences in condensed Fukui functions for residues compared to ωPBEh/6-31G* RSS differences in condensed Fukui functions. Each residue is grouped by class: hydrophobic (brown squares), aromatic (grey circles), polar (green triangles), negatively charged (blue diamonds), and positively charged (red crosses), and the members of each group are indicated by their single letter residue code. A y = x line is indicated with black dashes.

4c. Structural Averaging and Sensitivity

Structural averaging was previously motivated for CSA by averaging over up to 20 snapshots across the methyltransfer coordinate. However, it may be desirable to apply CSA and FSA to starting structures before minimum energy pathways have been evaluated with detailed QM/MM study. We thus consider the sensitivity of the two methods to the geometric structure upon which they are applied. In addition to the 20 structures previously sampled, we also compared CSA results on representative MM-equilibrated monodentate and bidentate catecholate structures, the unequilibrated crystal structure, and the QM-optimized reactant structure studied previously (Supporting Information Table S14). Overall, we observe equivalent CSA detection of 11 key residues for the MM-equilibrated and QM-optimized
structures. The crystal structure differs from the other three with a K144 proximal to the catecholate, which CSA detects for this structure only. The initial protonation state of the crystal structure also does not preserve the E64-S72 or E90-SAM hydrogen bonds observed in all other structures, leading to no detection of E90 or S72 for the crystal structure (Supporting Information Figure S1). The relative proximity of M40 to the substrates in the crystal leads to its detection in the reactant crystal structure, whereas this residue was previously detected only in snapshots obtained later in the reaction coordinate.

Therefore, we recommend at least preliminary equilibration with MM to generate snapshots, but no computational pre-optimization with QM is required for CSA. This result is reassuring of the robustness of CSA because the MM structures have been established in COMT to be quite distinct from those obtained with large-QM region QM/MM optimization\textsuperscript{41,47,90}. FSA demonstrates even further reduced structural dependence than the CSA approach, with the same 16 residues detected for both QM reactant and transition state structures, and only two residues not detected (i.e., G66 and Y71) if the product is taken as the sole reference (see Figure 5 and Supporting Information Tables S4-S6).

4d. Validation Method for Verifying Systematically Detected QM Regions

CSA and FSA are sensitive to the thresholds applied for detection, which, if too conservative, could lead to false positives. Earlier work demonstrated\textsuperscript{41} that CSA-derived QM regions produced excellent agreement with larger QM/MM models for methyl transfer energetics. In order to broadly test the effect of CSA- or FSA-detected residues on large QM region construction, we introduce two density-based validation metrics, the utility of which we verify with methyltransfer reaction energetics. In both cases, we start by constructing a QM region consisting of all residues detected by the CSA/FSA methods and compute the summed-over-
residue partial charges of each core active site residue as well as the surrounding protein residues. Next, we leave out each non-core residue from the QM region, treating it instead with MM, and recompute by-residue partial charge sums. The first metric that indicates the importance of the omitted residue is the RSS charge difference for the core active site residues (ASR) due to moving the residue from QM to MM regions (ASR shift, or ASRS):

\[ \text{ASRS}(\text{RES}) = \sqrt{\sum_{j}^{\text{ASR}} (q_{j}^{\text{RESQM}} - q_{j}^{\text{RESMM}})^{2}} \] (11)

Thus this metric indicates the impact of a specific QM residue on the electronic environment and charge distribution of the active site residues. In order to probe higher-order effects where these residues interact with each other in addition to the core active site residues, we also compute the root mean squared (RMS) difference in partial-charge sums on all residues besides the active site residue (background residues or BGD), that have large values (RES’) when the QM→MM transformation is carried out for a given residue:

\[ \text{BGD}(\text{RES}) = \sqrt{\frac{1}{N} \sum_{\text{RES} \neq \text{ASR}}^{\text{RES}} (q_{k}^{\text{RESQM}} - q_{k}^{\text{RESMM}})^{2}} \] (12)

We anticipate this second metric to outweigh the first metric if the residue is contributing only indirectly to the electronic environment at the active site. We also expect that residues detected by CSA but not by FSA may have larger BGD(RES), owing to the many-body effects that may be detected by CSA but not by FSA. Comparison of the two quantities reveals that the direct charge metric dominates and is significant for the majority of residues identified with CSA or FSA (Figure 8, see also Supporting Information Table S15). However, in several notable exceptions, Y71, N41, Y68, and E64, the indirect charge difference outweighs the direct substrate difference.
Figure 8. ASRS(RES) (blue squares) and BGD(RES) (red circles) partial charge validation metrics in lel sorted by decreasing ASRS(RES) for the 18 residues identified with CSA or FSA. A 0.05 lel cutoff is indicated by a black dashed line. The CSA-only residues (E64 and A73) are partially filled and outlined in blue, and the FSA-only residues (G66 and Y71) are partially filled and outlined in yellow. Mg\textsuperscript{2+} coordination sphere residues are colored in orange, and residues that hydrogen bond SAM and catecholate are colored in gray and red, respectively.

The charge density cross-validation analysis suggests several QM regions that can be constructed on the basis of leaving out those residues (e.g., E64, Y68, A73) that have a limited effect on the direct density metrics. We generated several QM models ranging from aggressively pruned to less pruned based on the validation metrics: the top 7, 11, and 15 residues obtained through the RSS metric produced new models R7, R11, and R15, respectively (Figure 9). We also constructed a 17-residue model in which we left out one of the bottom three residues from the direct RSS metric: R17-1 (E64 omitted), R17-2 (Y68 omitted), and R17-3 (A73 omitted), as indicated in Figure 9.
Figure 9. Definition of QM region models: CSA 16 residue model, FSA 16 residue model, top 7, 11, and 15 residues from validation analysis, and 17 residue models 1, 2, and 3 obtained by leaving out one of the last three residues from the 18 residue model. The protein residues included in the QM region are indicated with a gray shaded square.

In all cases, we compare the computed activation energies, $E_a$, and reaction enthalpies, $\Delta E_{rxn}$, to results obtained with a nearly 1000-atom QM region in QM/MM calculations through an RSS error metric:

$$RSS(E,M) = \sqrt{\left( E_a^M - E_a^{ref} \right)^2 + \left( \Delta E_{rxn}^M - \Delta E_{rxn}^{ref} \right)^2}$$

(13)

With respect to the large QM region reference, RSS energetic errors range from 0.3 to 3.0 kcal/mol (Table 1). The range of errors is derived most from significant differences in the reaction enthalpy rather than the activation energy where the regions span a 1.2 kcal/mol range from 14.9 to 16.1 kcal/mol. The QM regions with the largest errors at 3.0 and 2.2 kcal/mol, respectively, are the two most aggressively pruned, **R7** and **R11** at 156 and 224 atoms.

Table 1. Comparison of the activation energy ($E_a$), reaction enthalpy ($\Delta E_{rxn}$), and RSS error with respect to a large, 56-residue QM/MM simulation all in kcal/mol along with number of atoms (protein and cofactor atoms) for models with model definitions as detailed in Figure 9.
<table>
<thead>
<tr>
<th>Model</th>
<th>no. atoms</th>
<th>$E_a$ (kcal/mol)</th>
<th>$\Delta E_{Rxn}$ (kcal/mol)</th>
<th>RSS Error (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSA (16)</td>
<td>296</td>
<td>16.1</td>
<td>-10.8</td>
<td>0.4</td>
</tr>
<tr>
<td>FSA (16)</td>
<td>299</td>
<td>15.6</td>
<td>-11.2</td>
<td>0.3</td>
</tr>
<tr>
<td>R7</td>
<td>156</td>
<td>14.9</td>
<td>-14.0</td>
<td>3.0</td>
</tr>
<tr>
<td>R11</td>
<td>224</td>
<td>15.7</td>
<td>-9.0</td>
<td>2.2</td>
</tr>
<tr>
<td>R15</td>
<td>278</td>
<td>15.8</td>
<td>-12.3</td>
<td>1.1</td>
</tr>
<tr>
<td>R17-1</td>
<td>309</td>
<td>15.7</td>
<td>-12.4</td>
<td>1.2</td>
</tr>
<tr>
<td>R17-2</td>
<td>303</td>
<td>15.7</td>
<td>-11.6</td>
<td>0.4</td>
</tr>
<tr>
<td>R17-3</td>
<td>314</td>
<td>15.7</td>
<td>-11.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Ref.</td>
<td>940</td>
<td>15.9</td>
<td>-11.2</td>
<td>--</td>
</tr>
</tbody>
</table>

The lowest observed RSS errors at 0.3-0.4 kcal/mol are for the CSA or FSA models, which both have 16 residues and about 296 atoms. The bulk of the discrepancy in other models comes from either overestimating exothermicity (R7) or underestimating it (R11). If we are purely concerned with reproducing an activation energy, then R7 or R11 may be deemed sufficient, but this and previous analysis reveals that other characteristics, such as the electronic environment and reaction enthalpy will not necessarily be well-described in these smaller models. Overall, these results highlight that slight differences in the CSA- and FSA- constructed QM regions yield small differences but omission of critical residues produces large errors along the reaction coordinate at activation energies or in reaction enthalpies. The CSA and FSA regions perform comparably, and the validation metrics combined with energetic analysis suggest that both low RSS and RMS are necessary to exclude residues from a QM region. Thus, this analysis indicates
A73 represents a likely false positive obtained with CSA and that Y68, although detected by both procedures, can be omitted without loss of accuracy in energetic properties.

A further consideration in choosing between the two methods is in their computational cost. Although large-scale DFT calculations with a moderate basis set are becoming increasingly routine, an attractive feature of FSA is its inherent parallelizability of a smaller QM calculation that contains only core active sites and one additional residue. Comparison of timings obtained on COMT with TeraChem\textsuperscript{31,94} on 1 nVidia GTX 970 for FSA or 4 nVidia GTX 970s for CSA reveals that the CSA approach still requires fewer overall GPU hours (5.6 GPU hours for CSA vs. 11.4 for the cheapest FSA approach). This relative efficiency of CSA is due to the fact that three calculations must be carried out for each FSA residue (Table 2). Nevertheless, the shortest wall time is achieved with FSA at as little as 6 minutes if all calculations are executed in parallel, compared to 45 minutes with CSA. Neither approach on a single snapshot or even averaged over several snapshots amounts to a substantial computational cost compared to the effort required for geometry optimization, transition state search, or dynamic sampling typically carried out during mechanistic enzyme study. The choice of one method over another may come down to the nature of the active site (e.g., with or without covalently bound substrates, see secs. 4e-4f) or the ease of applying the CSA approach if presently available software and hardware prevent simulation of QM regions larger than 500 atoms in size.

**Table 2.** Comparison of the timing of the FSA and CSA approaches on a single snapshot of COMT with oPBEh/6-31G*.

<table>
<thead>
<tr>
<th></th>
<th>FSA med.</th>
<th>FSA large</th>
<th>FSA all</th>
<th>CSA med.</th>
<th>CSA large</th>
</tr>
</thead>
<tbody>
<tr>
<td>res. in calc.</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>29</td>
<td>56</td>
</tr>
<tr>
<td># of calcs.</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td># of res. x calcs.</td>
<td>29x3 =</td>
<td>56x3 =</td>
<td>214x3 =</td>
<td>29</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>87</td>
<td>168</td>
<td>642</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of GPUs</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>walltime/calc.</td>
<td>2.7-5.8</td>
<td>2.7-5.8</td>
<td>2.7-5.8</td>
<td>8.4-9.2</td>
<td>40-44</td>
</tr>
</tbody>
</table>
4e. Demonstrating CSA and FSA on HEWL

Hen eggwhite lysozyme\textsuperscript{105} (PDB ID: 2VB1\textsuperscript{72}) is a 129-residue (1960 atom) enzyme that has been previously employed in QM/MM convergence studies by Fuxreiter and coworkers\textsuperscript{42}. Using the semi-empirical PM3 method\textsuperscript{106}, these authors showed that forces converged in the polar region of the enzyme surrounding residue Glu35 only when about 500 atoms were included in the QM region. The identified residues inside that region included adjacent waters, Phe34, Ser36 as well as nearby Asp52, Gln57, and a portion of Asn44\textsuperscript{42}. The authors also studied the slow convergence of free energy barriers for proton transfer between the central Glu35 and a neighboring water molecule\textsuperscript{42}. Here, we carried out CSA on HEWL, defining the central core residues as Glu35 and an adjacent water molecule, which we mutated to an alanine and removed, respectively, to form the apo HEWL enzyme. Due to the smaller perturbation of mutating Glu to Ala rather than complete removal of residues as in COMT, we reduced the threshold for CSA charge detection to |0.04 e| and carried out analysis on both a reactant structure with glutamate/water and a product structure with glutamic acid/hydroxyl ion.

The small size of HEWL enabled us to place the entire protein and several water molecules inside the QM region for the CSA procedure. The charge shift analysis revealed some variations between results on reactant and product structure, and detection in at least one reactant or product structure led to identification of 15 residues overall (Figure 10). Several water molecules adjacent to the Glu35 were also identified as critical (Supporting Information Tables S16-S17). All residues identified previously\textsuperscript{42} as essential for minimizing force errors were identified by CSA except for Asn44. In total, the CSA-derived QM/MM model contains 297 QM
atoms (244 protein residue atoms, 20 link atoms, and 11 water molecules), which is reduced from the 500-atom-sized radial regions suggested in the original work by Fuxreiter and coworkers\textsuperscript{42}. An alternative prescription for CSA in which Glu35 is removed completely with link-atom termination of Phe34 and Ser36 produces similar qualitative results, albeit at the cost of disrupting the backbone of the adjacent residues and overestimating their charge shifts (see Supporting Information Table S18).

![Figure 10](image.png)

**Figure 10.** CSA apo-holo charge difference (in e) for HEWL reactant (gray circles) and product structures (red squares). The minimum threshold values |0.04 e| are shown as brown dashed lines, and individual reactant or product snapshots that fall below this value are shown as empty symbols.

Upon carrying out FSA on a reduced subset of residues within 9 Å of the carboxylate O\textsuperscript{−}, residues detected in either the reactant or product state are comparable to those obtained from CSA (Figure 11 and Supporting Information Table S19). The main differences between the CSA and FSA results include detection of the Asn44 residue identified in previous work as well as Lys33, which leads to a QM region that contains 34 additional protein residue atoms.
Figure 11. FSA RSS (in e) for HEWL reactant (gray circles) and product structures (red squares). The minimum threshold values $|0.05\ e|$ are shown as brown dashed lines, and individual reactant or product snapshots that fall below this value are shown as empty symbols.

We validate the CSA- and FSA-detected QM regions by computing the enthalpy of Glu35 protonation relative to a minimal QM region (min) consisting of only Glu35 and the water molecule that is deprotonated as well as a 500-atom QM region (large) that is obtained from any residue within 9 Å of the central Glu35 $\text{O}^-$ to be consistent with previous work\(^2\) (a residue list is provided in the Supporting Information). Previous estimates of the free energy of deprotonation with semi-empirical QM work had indicated a reduction from 23 kcal/mol to 19 kcal/mol moving from a minimal model to one that included atoms up to 6 Å from the central Glu35 $\text{O}^-$. Here we observe similar variations in protonation enthalpies with increasing QM region size but with distinct absolute QM enthalpies compared to the previously reported semi-empirical free energies (Table 3). Overall, the CSA and FSA QM regions are within chemical accuracy of the reaction enthalpy produced with the larger QM region, whereas there is a 5-kcal/mol overestimation of the reaction enthalpy with the small QM region, consistent with previous ranges of free energies. These results on HEWL suggest that the methyl capping approach for active site modification is a suitable strategy for QM region detection with covalently bound residues.
Table 3. Proton transfer energetics for HEWL with minimal, large radial, CSA, and FSA QM regions.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\Delta E_{\text{rxn}}$ (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>29.8</td>
</tr>
<tr>
<td>large</td>
<td>24.4</td>
</tr>
<tr>
<td>CSA</td>
<td>24.9</td>
</tr>
<tr>
<td>FSA</td>
<td>24.8</td>
</tr>
</tbody>
</table>

4f. Demonstrating CSA and FSA on P450cam

Cytochrome P450cam (PDB ID: 1DZ9\textsuperscript{23}) has been previously employed in a study of differences between QM properties in QM/MM calculations with mechanical-, electronic-, and polarizable-embedding\textsuperscript{23}. The QM treatment of the active site consisted of an iron-oxo heme with coordinating Cys357 and camphor substrate. Hirao and coworkers\textsuperscript{23} found that reduction of charges along the protein backbone adjacent to Cys357, namely of Leu356 and Leu358, was helpful in reducing overpolarization of Cys357 in the QM region, which had prevented observation of spin density on the porphyrin. The authors also demonstrated that polarizable-embedding did not appreciably change the predictions of spin-polarization or estimations of QM-MM interaction energies\textsuperscript{23}. In the active site of P450cam, the heme hydrogen bonds to Arg299, Arg112, and His355, and camphor is held in place by a hydrogen bond to Tyr96.

Here, we carried out CSA on a 56-residue and 10-water QM region in a QM/MM model of P450cam, defining the core region as heme, Cys357, and the camphor substrate. The heme and camphor were removed, and Cys357 was mutated to an alanine. Analysis on a reactant model of P450cam was carried out, and we used the $|0.04 \text{ el}$ threshold again due to reduced perturbation of the Cys357 to Ala mutation. In total, 9 protein residues were detected along with
one water from CSA analysis (Figure 12 and See Supporting Information Table S20). Detected residues included the Arg112 and Arg299 hydrogen bond partners to the heme as well as several residues adjacent to camphor (Leu244 and Asp297) or to the cysteinate residue that coordinates heme (Leu358, Gly359, and Gln360). The constructed QM region of 9 residues, water, heme, camphor, and cysteinate consists of 271 atoms.

![Figure 12](image.png)

**Figure 12.** CSA apo-holo charge difference (in e) for P450cam reactant structure. The minimum threshold values |0.04 e| are shown as brown dashed lines.

We also carried out FSA analysis on P450cam, where we employ a doublet spin state for the neutral reference system and add or remove electrons from majority spin in both cases to produce singlets (Supporting Information Table S21). The FSA analysis identifies 12 residues and one water molecule, including most of those obtained with CSA (Figure 13). Residues detected by FSA but not CSA include the heme hydrogen bonding His355 and the camphor hydrogen-bonding partner Tyr96 as well as heme-adjacent Thr101. The constructed QM region of 12 residues, water, heme, camphor, and cysteinate consists of 331 atoms. The Ile99 and Ser102 residues detected by CSA were not detected by FSA, although we note that structural averaging as was carried out in COMT could bring the two methods into increased agreement.
Figure 13. FSA RSS (in e) for P450cam reactant structures. The minimum threshold value \(0.05\) el is shown as a brown dashed line.

Both CSA and FSA QM regions demonstrate consistency with large QM/MM simulations in terms of partial charge distribution on the cysteinate in the active site. Hirao and coworkers\(^2^3\) previously noted unphysical spin-polarization on the cysteinate that was diminished if boundary MM charges were reduced, but analysis of changes in total charge on the cysteinate with increasing QM region was not carried out. Comparison of cysteinate-summed VDD charges for the small (cysteinate, heme, and camphor), large QM (56-residue region as defined for CSA), CSA, and FSA regions reveals greater overall net negative charge on the cysteinate for the minimal region (Table 4). The CSA, FSA, and large QM regions quantitatively agree, whereas the minimal QM model carries a larger negative sulfur partial charge and by-residue cysteinate partial charge. Importantly, this change in net partial charge cannot be addressed by adjusting boundary charges alone, although boundary charge adjustment could be carried out in concert with CSA/FSA-constructed QM regions.

Table 4. Partial charge sums on cysteinate and partial charge on cysteinate sulfur atom (in e) for P450cam with small, large, CSA, and FSA QM regions.

<table>
<thead>
<tr>
<th>Model</th>
<th>Cys357 (q)</th>
<th>S (q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T101</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R112</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L244</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D297</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R299</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H355</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L356</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L358</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G359</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N360</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E366</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAT</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(34\)
<table>
<thead>
<tr>
<th></th>
<th>(e)</th>
<th>(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>-0.42</td>
<td>-0.53</td>
</tr>
<tr>
<td>large</td>
<td>0.10</td>
<td>-0.44</td>
</tr>
<tr>
<td>CSA</td>
<td>0.09</td>
<td>-0.44</td>
</tr>
<tr>
<td>FSA</td>
<td>0.09</td>
<td>-0.45</td>
</tr>
</tbody>
</table>

5. Conclusions

We have developed and extended two complementary methods for systematic determination of QM regions in QM/MM simulations. First, in charge shift analysis, the electronic reorganization of the protein environment around the core active site is probed through identification of how by-residue partial charges shift when the core substrates are removed completely or through removal and methyl capping of covalently bound substrates. Although we had previously suggested the promise of CSA for non-covalently bound substrates, we have now demonstrated its broad applicability across a range of active sites. Secondly, in Fukui shift analysis, the interaction between a residue and the core substrates is probed via changes in the condensed Fukui functions in the protein residues. We demonstrated that both methods produce atom-economical QM regions ca. 15 residues or 290 atoms in size in very good agreement on a model enzyme, COMT, substantially reduced with respect to radially converged QM regions ca. 500-600 atoms in size or more. The benefit of these analysis methods is two-fold: i) first, we identify key residues that interact with the core active site rather than simply obtaining information about a general distance range as in radial convergence studies, and ii) we obtain QM regions that become tractable for extensive sampling to obtain free energies or numerous transition states. The computational cost for both analysis methods was revealed to be modest, but FSA remains more suitable for cases where highly-parallelizable calculations are favored or
large-QM calculations (ca. 500-1000 atoms) are not feasible with the user’s available hardware and software. We demonstrated that both methods have limited sensitivity to structure choice and basis set size, but we motivated the use of asymptotically-correct, range-separated hybrid functionals, particularly for the FSA method.

We introduced a validation strategy for the CSA and FSA methods to judge any false positives that may arise. In the validation strategy, we generated a QM model with all detected QM region residues and returned individual residues from the QM region back to the MM region, identifying how i) core substrate partial charges shifted and ii) how other key residue charges shifted. The former was a direct measure of a residue’s interaction with the substrates, whereas the latter measured indirect effects through residue-residue interactions. The majority of residues detected through CSA or FSA were shown to be important, as confirmed by both large effects on charge density when the residue is treated with MM instead of QM and from calculated reaction energetics. The validation strategy provided some further atom-economy by identifying the residues most inconsequentially omitted from QM regions, although CSA or FSA regions may be employed without further reduction and validation with no reduction in accuracy.

Finally, we demonstrated the broad utility of our methods on the proton transfer reaction energetics in hen eggwhite lysozyme and the partial charges on heme-coordinating residues in the active site of P450cam. For these additional proteins, covalently bound active site residues necessitated the demonstration of methyl capping in CSA. Despite this additional challenge, CSA and FSA were useful for identifying quantitatively converged QM regions ca. 200-300 atoms in size, smaller than previous observations in the case of HEWL that suggested 500 atoms were necessary to obtain converged active site properties. Overall, both the new methods for
systematic determination of QM regions and validation tools introduced are expected to provide broad utility for improving the robustness of multi-scale modeling efforts.
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