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Abstract: Two-dimensional electronic spectroscopy (2DES) is an incisive tool for disentangling excited state energies and dynamics in the condensed phase by directly mapping out the correlation between excitation and emission frequencies as a function of time. Despite its enhanced frequency resolution, the spectral window of detection is limited to the laser bandwidth, which has often hindered the visualization of full electronic energy relaxation pathways spread over the entire visible region. Here, we describe a high-sensitivity, ultrabroadband 2DES apparatus. We report a new combination of a simple and robust setup for increased spectral bandwidth and shot-to-shot detection. We utilize 8-fs supercontinuum pulses generated by gas filamentation spanning the entire visible region (450 – 800 nm), which allows for a simultaneous interrogation of electronic transitions over a 200-nm bandwidth, and an all-reflective interferometric delay system with angled nanopositioner stages achieves interferometric precision in coherence time control without introducing wavelength-dependent dispersion to the ultrabroadband spectrum. To address deterioration of detection sensitivity due to the inherent instability of ultrabroadband sources, we introduce a 5-kHz shot-to-shot, dual chopping acquisition scheme by combining a high-speed line-scan camera and two optical choppers to remove scatter contributions from the signal. Comparison of 2D spectra acquired by shot-to-shot detection and averaged detection shows a 15-fold improvement in the signal-to-noise ratio. This is the first direct quantification of detection sensitivity on a filamentation-based ultrabroadband 2DES apparatus.

OCIS codes: (300.0300) Spectroscopy; (300.6290) Spectroscopy, four-wave mixing; (300.6300) Spectroscopy, Fourier transforms; (300.6530) Spectroscopy, ultrafast; (300.6629) Supercontinuum generation.
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1. Introduction
Coherent two-dimensional (2D) optical spectroscopy has emerged as a powerful spectroscopic tool for studying the energy landscapes and dynamics of condensed-phase systems [1]. In particular, two-dimensional electronic spectroscopy (2DES), which uses ultrafast visible pulses to excite electronic transitions of the system, has been extensively utilized to unravel couplings between electronic and vibronic states, [2–5] energy relaxation pathways and quantum coherence in a variety of systems including photosynthetic light harvesting complexes [6, 7] as well as organic and inorganic semiconductor nanostructures [8–15]. 2DES has proven to be particularly incisive for interrogating complex systems with highly congested energy states, because time evolution of the third-order signal along one frequency axis (emission frequency, $\omega_t$) is spread out to a second frequency axis (excitation frequency, $\omega_\tau$). This grants 2DES a significant advantage over the one-dimensional pump-probe technique: an enhanced spectral resolution while maintaining its ultrafast time resolution.

Since the first demonstration of 2DES technique two decades ago, [16,17] various experimental implementations are actively being developed and examined towards enhanced phase stability, a broader spectral window, and faster data acquisition with improved sensitivity [18]. While early instrumental developments in 2DES were centered on achieving interferometric time precision and phase stability, [19–22] there has recently been a growing interest in the generation of broader excitation sources and development of methods for data acquisition and processing [23–25].

The spectral window of the measured 2D frequency correlation map is directly limited by the bandwidth of the laser spectrum used. Until recently, a non-collinear optical parametric amplifier (NOPA) was the most widely used and accessible source of excitation. Although the wavelength range in a NOPA is readily tunable by varying the phase matching angle, [26] in most cases its bandwidth is limited to sub-100 nm in the visible region, which limits the detection window to a few tens of nanometers in wavelength [18]. This makes NOPA-based apparatuses unable to simultaneously probe the broad range of electronic and vibronic transitions that are typically seen in complex condensed-phase systems, which necessitates the use of a broadband light source to obtain a complete picture of the energy landscape and relaxation pathways. As such, several examples that demonstrate the applicability of few-cycle supercontinuum pulses to 2DES have been reported in recent years [27–31]. While there are several approaches to generate supercontinuum, [32, 33] the most popular method of supercontinuum generation for 2DES is focusing a regenerative amplifier output into a chamber of pressurized argon gas, also known as gas filamentation [34, 35]. Gas filamentation is a simple and robust solution to the drawbacks of white light generation in bulk medium, because it provides 2 – 3 orders of magnitude higher pulse energies than those with bulk crystals, and offers a higher damage threshold and lower
dispersion as no bulk material is present in the medium [33].

However, a major drawback of using ultrabroadband pulses generated by filamentation is that they are inherently less stable than a NOPA output [29]. Thus, high-sensitivity detection that is resistant to the fluctuations of the ultrabroadband source is required. Highly sensitive 2DES enables resolution of weak cross peaks, which may reveal meaningful insights into the dynamics of the system being interrogated, or measurements of photochemically unstable samples or with low pulse energy. Following method developments from transient absorption spectroscopy, [36–38], balanced detection with a reference pulse [24] and shot-to-shot acquisition [25] have been implemented in 2DES, showing a 10-fold and 8.3-fold improvement in sensitivity. While these examples directly show the effect of balanced and shot-to-shot detections on detection sensitivity, the pulses were generated using a NOPA and a YAG crystal, respectively, which are fundamentally different mechanisms with different noise properties from gas filamentation. Although gas filamentation is increasingly being adopted in ultrafast spectroscopy as an alternative to bulk continuum generation, quantitative analysis of the noise profiles and stability of filamentation-based supercontinuum has not been reported. Furthermore, implementation of improved detection methods to offset the instability of the supercontinuum has not yet been demonstrated.

In this work, we present an all-reflective 2D electronic spectrometer that combines an ultrabroadband 8-fs pulse spanning the entire visible region generated by gas filamentation and high-speed, 5-kHz shot-to-shot acquisition. We introduce a dual chopping scheme synchronized to the laser frequency for in situ removal of scattered light every shot. Synchronizing the dual chopping scheme with true shot-to-shot detection has not been reported previously, as all previous implementations employ lock-in detection, [39] which is too slow to be synchronized to kHz frequencies, or average several shots for each chopper sequence [30, 40]. This is a simple and robust 2DES setup with only conventional optics that provides a significantly broader spectral window (200 nm) while overcoming the inherent instability of filamentation-based supercontinuum with high-sensitivity detection. We directly quantify the effect of shot-to-shot detection on our supercontinuum pulses, demonstrating a 15-fold improvement compared to conventional, averaged detection. We illustrate the functionality of the setup by measuring the 2D signal of a laser dye, Nile Blue A perchlorate.

2. Experimental details

2.1. Generation and characterization of ultrabroadband pulses

The ultrabroadband excitation source is produced by supercontinuum generation through self-guided argon gas filamentation, as has been reported previously [27, 29]. A 5-kHz Ti:sapphire regenerative amplifier (Coherent Libra) provides the initial input pulses that are centered at 800 nm (32-nm bandwidth) with a pulse duration of less than 40 fs. To generate the supercontinuum, an attenuated output of the regenerative amplifier is focused into a 1-m long steel chamber filled with pressurized argon gas at 20 psi. Typically, a minimum pulse energy of 540 µJ was required to initiate the supercontinuum generation. The resultant spectrum exhibits spectral broadening around the center wavelength of the fundamental (inset of Fig. 1(c)), although the intensity at wavelengths shorter than 700 nm is nearly three orders of magnitude lower than that around 800 nm. To attenuate the intense residual from the fundamental, the initially broadened pulse is collimated and passed through a shortpass dichroic mirror with a cutoff wavelength of 805 nm (Thorlabs), and then two colored glass bandpass filters with transmittance at 330 – 665 nm. Figure 1(c) shows the spectrum of the final output pulse, which spans the entire visible region (450 – 800 nm) with a full-width at half maximum (FWHM) bandwidth of 180 nm centered at 575 nm. The energy of the pulse after all spectral filtering is 12 µJ.

The shot-to-shot intensity fluctuation of the ultrabroadband pulse was measured by recording 1024 consecutive spectra at 5 kHz, and revealed a relative standard deviation (RSD) of 1.5% in the integrated intensity and 1.3% at 580 nm, respectively. The long-term stability was also
examined by collecting the spectrum every 30 seconds over 4 hours, and we observed an intensity fluctuation of 2.0% and a spectral fluctuation of 1.7% at 580 nm. This is comparable to the fluctuation of the input beam, with an RSD of 1.7% for the intensity fluctuation and 1.3% measured at 800 nm. This indicates that the intensity fluctuation of the ultrabroadband pulse is dominated by the shot noise, and there is no long-term drift in the intensity.

The pulse is compressed with two pairs of group velocity delay (GVD)-oscillation-compensated chirped mirrors (CM1 and CM2, Ultrafast Innovations) with an average GVD of -40 fs²/mm per double bounce [41]. A variable amount of UV fused silica (1–2 mm) is used for fine tuning of the dispersion. The temporal profile of the pulse is characterized by measuring transient grating frequency-resolved optical gating (TG-FROG) [42] on a 5-mm thick N-BK7 glass at the sample position with a 200-nJ pulse energy (Fig. 1(d)). The TG-FROG trace shows that the entire spectrum of the ultrabroadband pulse is compressed to a FWHM of 8 fs. Finally, the beam diameter of the compressed pulse is reduced from 6 mm to 3 mm using two concave mirrors (SM1 and SM2, Newport), and the 3-mm beam is sent into the all-reflective 2DES setup.
2.2. All-reflective, fully non-collinear two-dimensional electronic spectrometer

The optical layout of the all-reflective 2DES setup is shown in Fig. 1(b). To minimize any further wavelength-dependent dispersion, no transmissive optics were used throughout the system with the exception of two UV fused silica compensating windows (CW1 and CW2) and two 1-mm thick ultrafast beam splitters (Layertec), which create four beams in a fully non-collinear, BOXCARS phase-matching geometry. The first beam splitter (BS1) creates a vertical separation between pulse pairs 1 – 2 and 3 – LO. The second beam splitter (BS2) then separates the two pairs horizontally, which results in a 0.5 inch × 0.5 inch BOXCARS geometry. The waiting time \( T \) is introduced by temporally delaying beams 1 and 2 from beam 3 and the LO by a retroreflector (RR1) mounted on a motorized translational stage (Aerotech).

Because 2DES is a Fourier-transform spectroscopic technique, it is critical to ensure an interferometric precision in the timing between pulses. For example, timing jitters as small as 0.5 fs will lead to peaks appearing at incorrect frequencies in the \( \omega \tau \) domain, or cause ghost peaks to appear [1, 18]. To control the coherence time \( \tau \) with interferometric precision but without introducing further dispersion, we have adopted the all-reflective interferometric delay (ARID) system reported by Zheng et al (Fig. 2) [27]. The system consists of four independent square mirrors arranged in a four-quadrant fashion [43]. Of the four, the bottom two mirrors, which reflect beams 1 and 2, are mounted and translated on two mechanical stages at a small angle \( \sim 0.3^\circ \) to the plane normal to the beam propagation. In this geometry, the effective increment \( \Delta x \) in \( \tau \) is greatly reduced from the actual increment of the translational stage \( \Delta d \) when \( \theta \) is small \( \Delta x = \Delta d \sin \theta \) [27]. This gives us a much more precise control over the coherence time steps without approaching the mechanical limit of the precision of the stage (in our case, 100 nm). For example, moving the nanopositioners in 100-nm steps at the chosen angle \( (0.3^\circ) \) leads to a minimum \( \Delta x \) of 0.524 nm, which corresponds to 1.75 as in time.

In our system, the two bottom mirrors are mounted on two motorized nanopositioners (Aerotech), which are then mounted on a base plate with screw holes at variable positions so that the angle \( \theta \) can be readily varied without having to unmount the individual optical components. Of the two top mirrors, one mirror \( M_{LO} \) is mounted on a manual linear stage to introduce a temporal delay to the LO from the other three beams. In the BOXCARS geometry, the rephasing \( k_R = -k_1 + k_2 + k_3 \) and non-rephasing \( k_{NR} = k_1 - k_2 + k_3 \) contributions of the signal are collected separately by reversing the timing between pulses 1 and 2. Specifically, at any given waiting time \( T \), beam 1 is scanned from \( -(\tau + T) \) to \( -T \) for the rephasing pathways, and beam 2 is swept from \( -T \) to \( -(\tau + T) \) to obtain the non-rephasing spectra by moving the corresponding nanopositioners (see Fig. 1(a) for the pulse sequence of a 2DES measurement).

![Fig. 2](image-url)  
Fig. 2. Schematic of the ARID assembly. (a) Side view and (b) top view. The top two mirrors and the top plate are omitted for clarity.
was constructed with steel, and steel mounts were used for all optics. The phase stability of
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λ (20 minutes) and

\[ \theta \] mrad over 10 hours, which corresponds to the short-term and long-term phase stability of $\lambda$/146 (20 minutes) and $\lambda$/75 (10 hours), respectively (Fig. 3(b)). Figure 3(c) shows that the spectral
interferograms measured after one hour and after 10 hours are in phase with the one measured first, which confirms that our setup is phase-locked.

After the four beams are reflected off the mirrors in the ARID assembly, they are focused to a 100-µm diameter spot on the sample with a concave mirror (\( f = 250 \) mm, Newport). The LO is attenuated by three orders of magnitude before entering the sample and temporally delayed by \( \sim 500 \) fs by translating \( M_{LO} \) on a linear stage (see Fig. 2(a)), such that it enters the sample before beams 1 – 3. After recollimation, a spatial mask blocks beams 1 – 3 to prevent scattered light from going into the detection system. Finally, the heterodyned signal is sent into a home-built spectrometer, in which a volume phase holographic grating (450 grooves/mm, Wasatch Photonics) spectrally disperses the signal and focuses it into a \( 1 \times 2048 \) pixel line-scan CCD (e2v Aviiva EM4-BA8). The spectral resolution of the spectrometer is 0.145 nm/pixel, and a typical detection range of the emission frequency (\( \omega_t \)) is 470 – 770 nm.

2.3. Shot-to-shot data acquisition and scatter removal

In our detection system, we have introduced a high-speed, shot-to-shot (5-kHz) data acquisition scheme to enhance the sensitivity of the measurement while reducing the data acquisition time. Furthermore, we employ two optical choppers (C1 and C2) that operate at subharmonics of the laser frequency to subtract scatter contributions from the raw data, which is known to be a major source of background in 2DES [39].

Figure 4(a) illustrates the connectivity diagram of the electronic components in our detection system. Here, the two optical choppers, which operate at 2.5 kHz (C1) and 1.25 kHz (C2), respectively, are synchronized to the 5-kHz output signal from the synchronization and delay generator (SDG) of our laser. C1 chops beams 1 and 2, and C2 chops beam 3 as shown in Fig. 4(b). This dual chopping leads to a unique sequence of four different combinations of pulses, which are marked A – D in the figure. A tailor-made data acquisition software calculates A–B–C+D, which gives the scatter-subtracted 2D signal at each \( \tau \) at a given \( T [20, 40] \). To circumvent the issue of conventional electronics being too slow for a 5-kHz detection, we employ a microcontroller (Arduino mega) and a high-speed, line-scan CCD that can operate at a frequency as high as 70
kHz. The microcontroller is synchronized by taking the transistor-transistor-logic (TTL) output signal from the laser (1) and the two choppers (2 and 3) such that its TTL output 4 becomes high only if all inputs 1–3 are high, which serves as the trigger for data acquisition. Because our frame grabber can acquire up to 1024 consecutive lines before transferring the data to the computer, we define 1024 lines × 2048 pixels as our unit array of data acquisition ("frame"). Thus, it takes (1024 lines) / (5000 lines/s) = 204.8 ms to collect each frame, which contains 256 pulse sequences A – D recorded every laser shot. For frame-by-frame acquisition as described above, we program a delay time that is slightly greater than 204.8 ms (205 ms) into the microcontroller so that the AND gate signal stays high for 1024 triggers regardless of the chopping sequence. After this time, the AND gate signal returns to low and waits for the next A sequence (all beams unblocked) to initiate the collection of the next frame (Fig. 4(c)).

3. Ultrabroadband two-dimensional electronic spectroscopy

To demonstrate the functionality of our setup, Nile Blue A perchlorate dissolved in ethanol was chosen as a test sample. The experiment was carried out with a pulse energy of 7 nJ/pulse in a 0.1-mm thick quartz cuvette with an optical density of 0.2 at the absorption maximum (628 nm). The coherence time (τ) was incremented by 0.4 fs over a range of -100 to 100 fs, and the waiting time (T) was sampled every 5 fs from 0 to 600 fs.

Figure 5(a) shows an example 2D spectrum of Nile Blue at T = 200 fs, which shows a ground-state bleach (GSB) peak of the dye along the diagonal at the absorption maximum. To separate out the real and imaginary parts of the signal, the 2D amplitude spectrum was phased using the projection slice theorem [1]. Auxiliary pump-probe spectra of the dye were measured by blocking beams 1 and 3 and using beam 2 as the pump and LO as the probe. The projection of the real part of the raw 2D spectrum onto the ωt axis (S_{2D}^{\omega t}(\omega t, T)) was multiplied by a
Fig. 5. (a) 2D amplitude spectrum of Nile Blue A perchlorate at a waiting time (T) of 200 fs. The overlay of the laser spectrum (shaded orange area) with the dye linear absorption (black line) is shown above the 2D spectrum. On the right, we plot the pump-probe (red) and the projected 2D spectrum (black) phased using the pump-probe spectrum. (b) Real (absorptive) 2D spectrum of Nile Blue A perchlorate after phasing.

A series of phase factors until it matched the normalized pump-probe spectrum $PP(T, \omega_t)$:

$$PP(T, \omega_t) = \text{Re} \left\{ \int_{-\infty}^{\infty} S_{2\text{D}}(\omega_\tau, T, \omega_t) \exp \left\{ i(\phi + (\omega_t - \omega_0) t_c + (\omega_\tau - \omega_0)^2 t_q^2 + (\omega_\tau - \omega_0) \tau_c) \right\} d\omega_\tau \right\},$$

where $\omega_0$ is the laser center frequency [13]. Here, we use four different phase factors to phase the 2D spectrum: $\phi$ is an overall constant phase correction, $t_c$ and $t_q$ correct the linear and quadratic errors in the time delay between beam 3 and the LO, and $\tau_c$ is the correction term for the drift in $\tau = 0$. In most cases the last term ($\tau_c$) was not needed, which confirms the phase stability of our setup.

Fig. 6. (a) Absorptive 2D spectrum of Nile Blue A perchlorate at $T = 200$ fs. The open circles indicate the three points monitored for oscillations in waiting time dynamics. $(\omega_\tau, \omega_t) = (16300$ cm$^{-1}, 15100$ cm$^{-1}$) (blue); $(15000$ cm$^{-1}, 14500$ cm$^{-1}$) (green); $(15600$ cm$^{-1}, 15000$ cm$^{-1}$) (black). (b) Plot of oscillations along waiting time observed at the three exemplary points marked in (a). (c) Fourier-transformed power spectra of the oscillations in (b).
Figure 5(b) is the plot of the real (absorptive) part of the 2D spectrum, which shows very little difference from the amplitude spectrum except for a slight frequency shift along the $\omega_t$ axis. This indicates that the 2D signal of Nile Blue is dominated by the GSB contribution, in agreement with previously reported results [20, 31]. The 2D signal intensity plotted along $T$ reveals strong oscillations superimposed to the population dynamics, which originate from vibrational wave packet motions of Nile Blue [31, 46]. To separate out the wave packet motion from population dynamics, we subtract the exponential decay component from the modulated 2D intensity traces and Fourier transform the residuals (Fig. 6(b),(c)). At three different frequencies probed, we consistently get a frequency of $590 \text{ cm}^{-1}$, which is known to correspond to the ring distortion mode of Nile Blue [46].

4. Comparison between shot-to-shot and averaged data acquisition

In this section, we compare the sensitivity of our 5-kHz shot-to-shot acquisition and the traditional, averaged acquisition schemes. Figure 7 summarizes the two different data acquisition mechanisms. Scheme 1 is the shot-to-shot acquisition scheme that we described earlier. Every shot, we sequentially collect the four pulse combinations A – D (Fig. 4(b)), construct the scatter-subtracted data arrays ($S_{k/4}$) with four adjacent shots, and average them to get the final data block $S_{ss}$ for each $\tau$. On the other hand, in the averaged acquisition scheme (Scheme 2), which is commonly used in shutter-based 2DES setups, [20] each of the four different pulse combinations A – D is recorded in blocks for $(k/4)$ consecutive shots and averaged ($A_{m} - D_{m}$), instead of alternating the four cases every shot. Scatter-subtracted data arrays ($S_{avg}$) are obtained after collecting all $k$ shots.

We have directly compared the signal-to-noise ratio (SNR) of these two acquisition schemes by evaluating the noise level of the raw interferogram in the $\tau$ domain (Fig. 8). Each 2D spectrum presented here is an average of 1024 laser shots. Differences are observed in both the processed 2D spectra and the interferograms in the $\tau$ domain. Although the position of the main peak is not changed, the 2D spectrum acquired by Scheme 2 exhibits spurious structures in the peak. These structures are not observed in the 2D spectrum acquired shot by shot, which suggests that they are artifacts caused by noise. To quantify the SNR, we compare the normalized $\tau$ domain data in a range of 0 to 100 fs at two different emission frequencies ($\omega_t$), 15500 cm$^{-1}$ and 16600 cm$^{-1}$.

Following a previously established analysis method, [25, 47] we define the reciprocal of the standard deviation ($\sigma$) as the SNR of the measurement. In all cases, $\sigma$ was calculated only in the
range of $\tau = 75 - 100$ fs, where the signal is completely dephased and no oscillatory component remains.

Although the absolute noise level is greater at 16600 cm$^{-1}$ due to the weaker intensity of the 2D signal, Scheme 1 reveals nearly 15-fold improvement in the SNR over Scheme 2 at both frequencies (13.7-fold at $\omega_t = 15500$ cm$^{-1}$, 14.5-fold at $\omega_t = 16600$ cm$^{-1}$). These results corroborate that our shot-to-shot acquisition method provides a significant improvement in the sensitivity of detection, which can resolve the instability issue of filamentation-based ultrabroadband light source. Moreover, it can be seen that Scheme 2 fails to resolve the oscillation at $\tau = 40 - 75$ fs, which persists in the shot-to-shot interferogram. This analysis suggests that one would need $(0.041/0.003)^2 = 187$ times more signal averaging with Scheme 2 to acquire 2D data of comparable SNR with that of Scheme 1.

5. Conclusion

We described the construction of an improved 2D electronic spectrometer by combining ultrabroadband pulses generated by gas filamentation with high-speed, shot-to-shot data acquisition. We adopted a dispersion-free method for interferometric control of the coherence time delays, which features high precision as well as a long-term phase stability of $\lambda/75$. We show a 15-fold improvement in sensitivity using our 5-kHz shot-to-shot acquisition scheme while greatly reduc-
ing the acquisition time, which lays the groundwork for filamentation-based supercontinuum to be extensively employed for broadband 2DES. We envision that the straightforward and robust combination of an ultrabroadband light source and high-sensitivity detection described here will provide us with promising new horizons in 2D spectroscopy, by enabling the detection of previously inaccessible spectroscopic signatures with an extended spectral coverage while maintaining the sensitivity of detection.
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