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Early Concept Development and Safety Analysis of Future Transportation Systems

Cody H. Fleming and Nancy G. Leveson, Member, IEEE

Abstract—As transportation systems become increasingly complex and the roles of human operators and autonomous software continue to evolve, traditional safety-related analytical methods are becoming inadequate. Traditional hazard analysis tools are based on an accident causality model that does not capture many of the complex behaviors found in modern engineered systems. Additionally, these traditional approaches are most effective during late stages of system development, when detailed design information is available. However, system safety cannot cost-effectively be assured by discovering problems at these late stages and adding expensive updates to the design.

Rather, safety should be designed into complex, intelligent transportation systems from their very conception, which can be achieved by integrating powerful hazard analysis techniques into the general systems engineering process. The primary barrier to achieving this objective is the lack of effectiveness of the existing analytical tools during early concept development. This paper introduces a new technique, which is based on a systems- and control-theoretic model of accident causality that can capture behaviors that are prevalent in these complex, software-intensive systems. The goals are to (1) develop rigorous, systematic tools for the analysis of future concepts in order to identify potentially hazardous scenarios and undocumented assumptions, and (2) extend these tools to assist stakeholders in the development of concepts using a safety-driven approach.

Index Terms—safety analysis, automation, human-automation interaction, systems engineering

I. MOTIVATION

Emerging technologies show a tremendous potential for transforming and improving all modes of transportation in the future. Driver assist features in today’s automobiles promise to improve the driver experience in many ways including convenience, efficiency, and safety [1]; intelligent rail systems will increase the efficient use of existing and future infrastructure [2], [3]; and next generation air traffic management technologies promise to increase traffic throughput while minimizing environmental impact [4].

However, implementation and use of new transportation technologies is often inhibited by stakeholders’ inability to ensure that the systems are safe. That is, a lack of safety often inhibits, and potentially prohibits, the implementation and use of these new transportation technologies.

With the continued introduction of software into transportation systems, new kinds accidents are occurring, such as the Wenzhen train accident [5]. In addition to the potential for tragic consequences, a lack of safety has other detrimental effects. Software-related recalls in the automotive industry damage automaker reputations and consumer trust [6] in addition to causing accidents, while entire air transport fleets have been grounded due to issues with application software on tablets [7] or large-scale computer systems [8], [9].

Often there is perception among stakeholders involved in developing a complex system that safety is expensive. Safety-related features are also seen as intrusive because they seem to result in reduced performance, increased weight, or unnecessary complexity. In fact safety often is costly, both in terms of economics and technical performance, but this is not due to any intrinsic property of safety itself. Rather, one reason safety costs so much is that it is often considered only after the major architectural tradeoffs and design decisions have been made. Once the basic design is finalized, the only choice is to add expensive redundancy or excessive design margins [10].

It has been estimated in the defense community that up to 80% of the decisions affecting safety are made in the early concept development stages of a project [11]. Compensating later for making poor choices at the beginning can be very costly, as illustrated in Fig. 1. Safety must be designed and built into systems from the very beginning of concept development.

Manuscript received Month Day Year. This research was supported by NASA LEARN grant NNX14AC71A.

C.H. Fleming is an Assistant Professor of Systems & Information Engineering at the University of Virginia.

N. Leveson is Professor of Aeronautics and Astronautics at the Massachusetts Institute of Technology.

This paper first presents a brief background on concept development, traditional approaches to safety engineering,
and an outline of the characteristics of future transportation systems, particularly air transport. A new approach to rigorously and systematically including safety during early concept formation follows this review, and the new approach is then demonstrated on a future air transportation system. The paper then concludes with a a summary of contributions and proposes potential extensions to the work.

This research has two main objectives. The first objective is to present a rigorous, systematic framework for the analysis of future transportation systems in order to identify hazardous scenarios and undocumented assumptions during concept formation. Related to this theme is the problem of assessing safety-related risk when little design detail is available, with the goal of assisting concept development and design when modifications are most effective. The second objective is to demonstrate how these tools assist stakeholders in the development of concepts using a safety-driven approach. Ideally, this safety-guided concept development would supplement existing activities used for developing transportation systems, including architectural and design studies that occur during tradespace exploration. Both objectives especially apply to systems where the tradespace includes human operation, automation or decision support tools, and the coordination of decision making agents—all characteristics of many of tomorrow’s transportation systems.

II. BACKGROUND

While safety is almost always a priority for stakeholders involved in developing a system with any societal impact, particularly for transportation systems, safety has not explicitly been considered in many of these early phase system engineering activities [13].

Most of the effort in proceeding from a set of stakeholder needs to a design that can be implemented involves the selection of how to meet those requirements. Stakeholders trade off different properties or design decisions in order to obtain a system that meets requirements and satisfies certain performance criteria. Common system properties used in tradespace exploration of transportation systems include travel time, travel range, fuel usage and efficiency, system life-cycle costs, and others [14], [15].

The following review describes the current state of the practice as it relates to safety engineering during early system development activities. This review is followed by a brief description of an alternative approach to safety analysis, and then finally a description of the challenges facing those stakeholders charged with developing tomorrow’s transportation systems.

A. Traditional Approach to Safety Engineering

This section is not intended to review hazard analysis techniques in general. Rather, this review pertains to how safety is integrated—or not integrated—into general engineering activities, particularly concept development of complex transportation systems. Traditionally, safety-related activities conducted during the preliminary phases of an engineering program include developing Preliminary Hazard Lists (PHL), performing Preliminary Hazard Analysis (PHA), and informing decision-makers by using risk assessment techniques, such as a risk matrix. This traditional approach assesses risk by combining the likelihood and consequence (and sometimes mitigation measures) of a particular hazard [16], [17], [18], [19].

These efforts, however, are not explicitly intended to enable the development of requirements or the comparison of different system architectures or design alternatives. Rather, comparison of system architectures and design alternatives are based on trade studies that incorporate performance objectives such as travel time, travel range, and efficiency, as well as cost and schedule estimates. Safety is rarely included in these trade studies [13], and the preliminary hazard analysis is conducted separately from architecture generation.

Preliminary hazard analysis (PHA) is a guided analysis effort that occurs early in the engineering process, when detailed design information is not available. Standard preliminary hazard analyses include a list of hazards to be avoided, potential causes of those hazards, effects on the system, severity level of the hazards, and supporting comments or recommendations [20]. Table I shows a generic PHA table and expected contents.

Currently and in the past, PHA has focused on failure modes and effects analysis (FMEA), but such a focus is limited to electro-mechanical faults or very generic causes related to human or software behavior. For example, a recent PHA in the aerospace domain listed “Design flaw, coding error, software OS problem” and “Human error” as potential hazard causes [21]. These generic types of causes are not particularly useful for guiding the design. That is, hardware, software, or humans cause all hazards. Simply listing a generic set of factors is not very useful for the overall engineering effort, and PHA techniques suffer from a lack of guidance in identifying causal factors that lead to specific

<table>
<thead>
<tr>
<th>HAZARDOUS</th>
<th>CAUSE</th>
<th>EFFECTS</th>
<th>RAC</th>
<th>ASSESSMENTS</th>
<th>RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONDITION</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Describe what is causing the stated condition to exist</td>
<td>If allowed to go uncorrected, what will be the effect or effects of hazardous condition</td>
<td>Hazard Level assignment</td>
<td>Probability, possibility of occurrence: -Likelihood -Exposure -Magnitude</td>
<td>Recommended actions to eliminate or control the hazard</td>
</tr>
</tbody>
</table>
hazardous states that stakeholders wish to avoid.

B. Systems Approach to Safety

Many existing hazard analysis tools, such as Fault Tree Analysis (FTA) and Failure Modes and Effect Analysis (FMEA), are more appropriate in the later stages of system development when detailed design information is available [22]. Perhaps more importantly, these tools are also limited in the types of scenarios they identify. These tools were developed long ago—Bell Laboratories developed FTA in the 1960s [23] and the U.S. Department of Defense developed FMEA in 1949 for its weapon systems program [24]—when the primary cause of accidents was due to mechanical failure [25]. Modern systems exhibit hazardous behavior due to factors that extend well beyond hardware failure. The introduction of new technology, such as computers and software, is changing the types of accidents we see today [26], [27].

Hazardous behavior arises in systems due to unsafe interactions between components, even when the components have not necessarily failed. Given the complexity of today’s systems, these interactions are increasingly difficult to understand and predict. The underlying assumptions of traditional hazard analysis tools also oversimplify the role of human operators [28], [29], [30] and software requirements errors [10], [31]. Not only are traditional hazard analysis techniques incapable of analyzing systems that are immature in terms of design detail, they are also very limited with respect to these new accident causation factors, which will become increasingly prevalent in tomorrow’s systems.

This paper, therefore, introduces a new technique based on an different view of accident causality.

System-Theoretic Accident Model and Processes (STAMP) was created to capture more types of accident causal factors including social and organizational structures, new kinds of human error, design and requirements flaws, and dysfunctional interactions among failed and non-failed components [32], [27]. Rather than treating safety as a failure problem or simplifying accidents to a linear chain of events, STAMP treats safety as a control problem in which accidents arise from complex dynamic processes that may operate concurrently and interact to create unsafe situations.

Accidents can then be prevented by identifying and enforcing constraints on component interactions. This model captures accidents due to component failure, but also explains increasingly common component interaction accidents that occur in complex systems without any component failures. For example, software can create unsafe situations by behaving exactly as instructed or operators and automated controllers can individually perform as intended but together they may create unexpected or dangerous conditions.

STAMP is based on systems theory and control theory. In systems theory, emergent properties are those system properties that arise from the interactions among components. Safety is a type of emergent property. The emergent properties associated with a set of components are related to constraints upon the degrees of freedom of those components’ behavior [33]. There are always constraints or controls that exist on the interactions among components in any complex system. These behavioral controls may include physical laws, designed fail-safe mechanisms to handle component failures, policies, and procedures. Such controls must be designed such that the safety constraints are enforced on the potential interactions between the system components. In air traffic control, for example, the system is designed to prevent loss of separation among aircraft.

System safety can then be reformulated as a system control problem rather than a component reliability problem—accidents occur when component failures, external disturbances, and potentially unsafe interactions among system components are not handled adequately or controlled, leading to the violation of required safety constraints on component behavior. System controls may be managerial, organizational, physical, operational, or in manufacturing. In STAMP, the safety controls in a system are embodied in the hierarchical safety control structure. The next section describes hierarchy theory in greater detail.

Accidents arise from inadequate enforcement of safety constraints, for example due to missing or incorrect feedback, inadequate control actions, component failure, uncontrolled disturbances, or other flaws. STAMP defines four types of unsafe control actions that must be eliminated or controlled to prevent accidents:

1) A control action required for safety is not provided or is not followed
2) An unsafe control action is provided that leads to a hazard
3) A potentially safe control action is provided too late, too early, or out of sequence
4) A safe control action is stopped too soon or applied too long

One potential cause of a hazardous control action in STAMP is an inadequate process model used by human or automated controllers. A process model contains the controller’s understanding of 1) the current state of the controlled process, 2) the desired state of the controlled process, and 3) the ways the process can change state. This model is used by the controller to determine what control actions are needed. In software, the process model is usually implemented in variables and embedded in the program algorithms. For humans, the process model is often called the “mental model” [32]. Software and human errors frequently result from incorrect process models. While process model flaws are not the only cause of accidents in STAMP, it is a major contributor.

The generic control loop in Figure 2 shows other factors that may cause unsafe control actions. Consider an unsafe control action for a train control system: a train conductor is instructed to proceed to the next station while a maintenance crew works on the track. The control loop in Figure 2 would show that one potential cause of that action is an incorrect belief that the track ahead of the train is clear (an incorrect process model). The incorrect process model, in turn, may be the result of inadequate feedback provided by a failed sensor, the feedback may be delayed, the data may have been corrupted, etc. Alternatively, the system may have operated
exactly as designed but the designers may have omitted a feedback signal.

In general, a ConOps will include a statement of the goals and objectives of the system; strategies, tactics, policies, and constraints affecting the system; organizations, activities, and interactions among participants and operators; and operational processes for fielding the system [34]. A ConOps describes how the system will be operated during the life-cycle phases to meet stakeholder expectations. It describes the system characteristics from an operational perspective and helps facilitate an understanding of the system goals [17]. As is the case with ConOps, one of the challenges is that much of the documentation in these early phases is informal, and specifications do not yet exist.

2) Air Transportation Issues: Like many transportation systems, the United States air transportation system is under stress and demand in aircraft operations is expected to increase significantly in the next decade and beyond [35]. There are also growing concerns about air transportation’s effect on the environment and national security. Current technologies and procedures in the national airspace cannot meet these increasing demands; therefore, the United States is creating the Next Generation Air Transportation System (NextGen) air traffic management modernization program. The goals of NextGen are to expand capacity, ensure safety, protect the environment, and grant flexibility and equity to airspace users.

Past attempts at modernizing the national airspace have failed or fallen exceedingly short of expectations, in part due to the ineffectiveness or lack of tools necessary to develop and integrate new technologies and procedures [36], [37]. The methods described in this paper represent an attempt to overcome some of the difficulties that have plagued past attempts at developing intelligent air transport systems, in particular that safety-related flaws have not been discovered until too late in the development process.. The following methodology is applied to one aspect of NextGen called Trajectory-based Operations, which will be described further in Section IV.

III. METHODOLOGY

A key contribution of this new approach to the engineering of complex transportation systems is that it explicitly models the interactions among various components and decision-making agents in an organized, top-down fashion. Two fundamental concepts of systems theory—hierarchy and emergence, and communication and control—are fundamental to STECA. Control-theoretic concepts are used first to construct a model of the system, and theories of hierarchy and emergence (in addition to control and communication) are then used to analyze the model itself. The process is conducted according to Figure 5. The following sub-sections describe the theoretical development as well as provide a brief example for illustrative purposes.

A. Systematic Control Model Development

Modeling a concept of operations consists of two basic steps. The first step parses the informal, natural language text and/or graphics of a ConOps into control theoretic elements.

C. Future Transportation Systems

Intelligent transportation systems call for increased focus on more efficient travel, a shift in responsibility from human-in-the-loop control to decision support tools and automated safety features, and many other changes. In short, upgrades in future transportation systems will result in increased reliance on automation, greater coupling between infrastructure and vehicle technology, a major shift in the way roadway, railway, airspace, and other information is gathered and disseminated, and a total revamping of how vehicle paths are managed. All of these changes will come as the result of incremental upgrades that span years and even decades. These developments also put ever increasing pressure on early systems engineering activities.

1) Engineering of Long-term Transportation Concepts: Early engineering activities such as concept generation, architecting, and early requirements generation do not explicitly include safety even though it would be highly beneficial during this part of system development. This exclusion of safety-related activities is perhaps appropriate given the current state of the art. Though some of the concept generation frameworks have become increasingly formalized, the techniques still do not yield the level of detail necessary to perform most traditional types of hazard analysis [22]. Often, one of the only prominent artifacts of early engineering concepts is a Concept of Operations document.

A Concept of Operations (ConOps) can be developed in many different ways, but usually share the same properties.
The next step synthesizes these control theoretic elements into a hierarchical control structure.

1) **Identifying Control Concepts**: The first modeling step consists of examining the text (or graphics) of a ConOps and considering the basic functions of each entity in the control loop. That is, what is required of each entity in the control loop for effective, safe system behavior? What are the responsibilities of the controller, actuator, controlled process, and sensor? How do these entities interact with each other, with the environment, and with other control loops?

The Controller:
- creates, generates, or modifies control actions based on algorithm or procedure and perceived model of system
- processes inputs from sensors to form and update process model

The Actuator:
- Translates controller-generated action into process-specific instruction, force, heat, torque, or other mechanism

The Controlled Process:
- Interacts with environment via forces, heat transfer, chemical reactions, or other input
- Translates higher level control actions into control actions directed at lower level processes (if it is not at the bottom of a control hierarchy)

The Sensor:
- Transmits continuous dynamic state measurements to controller
- Transmits binary or discretized state data to controller
- Synthesizes and integrates measurement data

The roles of the controller, actuator, controlled process, and sensor, and their interactions with the environment and other control loops can be summarized with 15 generic keywords or guide words. Figure 4 depicts these guide words in the familiar control loop format. With a proper accounting of these 15 items, the control loop can achieve the necessary conditions of process control [38] and adequately interact with its environment, other processes, and other controllers. In other words, these guide words are necessary to ensure that a controlled process is controllable and that the control loop is coordinable with other controlled processes.

The information in Figure 4 and the above lists (Controller, Actuator, Controlled Process, Sensor) can then be used to systematically parse and query the natural language description or graphical depiction in a concept of operations. The resulting model and subsequent database are easy to interrogate and visualize. These qualities help the analyst to check for internal inconsistencies and/or missing information that may result in unsatisfied control conditions, and also to check for inconsistencies across the system hierarchy.

Table II provides a series of prompts that an analyst can use when reading a text or graphic in a ConOps.

A formal, mathematical description of the control models is developed elsewhere by the author [39] and will be developed in the following section.

2) **Synthesizing Control Information into System Hierarchy**: The previous development involves parsing the ConOps by mapping informal textual or graphical information into control-theoretic constituents defined by Figure 4. The resulting control loops do not, however, by themselves represent a model of the entire concept. The above analysis should result in a set of controllers, each with its own actuators, processes, and sensors. The approach described in this paper relies not only on basic control theory but also on general
systems theory. In systems theory it is inappropriate to analyze individual control loops and then make a determination about the overall behavior of the system. Furthermore, it is inappropriate to analyze individual components like sensors, actuators, or controllers.

Rather, the behavior of the system can only be determined in the context of all the components and their interactions. Instead of focusing solely on understanding the behavior of each component, the relevant issue here relates to how the control elements relate to each other. This section develops an approach, based on hierarchy theory, to determine the relationships between control components.

This sub-section presents heuristics for identifying or constructing the hierarchy based on information contained in the ConOps, while the following sub-section presents a method for checking the consistency across the hierarchy. This paper proposes the use of several abstractions that can be used to determine the “vertical” and “horizontal” relationships between control components. Section IV also introduces the formal mathematical notation.

Several different (but related) notions of hierarchy, or abstraction, may be used to generate a system-level control model from the individual control loops generated in the analysis using Table II and Figure 4. For example, [40] describe three types of hierarchies: strata or levels of description, layers or levels of decision complexity, and echelons or organizational decomposition. In the controls literature, the hierarchy is typically layered in terms of time scale; for example, scheduling (weeks), system-wide optimization (days); local optimization (hours); supervisory, predictive, or advanced control (minutes); and regulatory control (seconds) [41]. The echelon hierarchy—described by Mesarovic and used in the controls literature [42]—is often used to decompose a system using the notion of decision-making authority. That is, some decision-making units are influenced or controlled by others.

A specific characteristic of the echelon hierarchy is that there are many elements within a given level, which implies another dimension of organization. Intent Specifications [43] organize system information according to three types of hierarchy: level of intent, part-whole abstractions, and refinement. Part-whole abstraction provide another horizontal decomposition of the system. That is, while decision complexity, time scale, or authority defines a hierarchy vertically, part-whole abstractions describe the organization and relationships horizontally within a given level.

To summarize, higher levels of a hierarchical control system typically:

1) have decision making authority over lower levels. That is, lower level control agents are required to respond to higher level control commands due to formal engineering design, procedures, and/or law;
2) are concerned with larger portions of the system;
3) have to make increasingly complex decisions. Increasingly complex decisions tend to lack well-defined and complete specification of uncertainties, input conditions, problem constraints, and processes involved in transforming input conditions into desired output states [44];
4) exchange with the environment takes place at a lower frequency, the dynamics of concern is slower, and the period between decision time is longer;
5) deal with more abstract descriptions of the system. A control agent may be concerned with—from increasing to decreasing level abstraction—functional purpose, abstract function, generalized function, physical function, or physical form. Abstraction hierarchies [45] decompose the system in terms of level of description.

Using the above concepts as a guide, the analyst synthesizes the control theoretic elements (i.e. the individual control loops) into a hierarchical control structure. This hierarchical model provides the basis for analysis.

B. Systems-Theoretic Analysis of Model

Much of the control- and systems-theoretical foundation used to develop the model of the concept is also used to guide the analysis of the model. However, the focus shifts from modeling to identifying potential causal factors and invalid assumptions. There are several general vulnerabilities in a hierarchical system. “At each level of the hierarchical control structure, inadequate control may result from missing constraints (unassigned responsibility for safety), inadequate safety control commands, commands that were not executed correctly at a lower level, or inadequately communicated or processed feedback about constraint enforcement” [27, p.81].

The control-theoretic approach emphasizes the importance of process models in enforcing adequate control: a process model must contain “the required relationship among the system variables (the control laws), the current state (the current values of the system variables), and the ways the process can change state” [27, p.87], or the dynamics of the process. The four fundamental requirements of process control (see 1.a-d below) described in the previous sub-section must also be satisfied.

Once the control model of the ConOps has been built (previous sub-section), the hazardous scenarios and causal factors can be identified using these systems-theoretic views of accident causality. Specifically, the analysts, engineers, and stakeholders should ask:

1) Are the control loops complete? That is, does each control loop satisfy a Goal Condition, Action Condition, Model Condition, and Observability Condition?
a) Goal Condition—what are the goal conditions? How can the goals violate safety constraints and safety responsibilities?
b) Action Condition—how does the controller affect the state of the system? Are the actuators adequate or appropriate given the process dynamics?
c) Model Condition—what states of the process must the controller ascertain? How are those states related or coupled dynamically? How does the process evolve?
d) Observability Condition—how does the controller ascertain the state of the system? Are the sensors adequate or appropriate given the process dynamics?

2) Are the system-level safety responsibilities accounted for, or are there gaps?
3) Do control agent responsibilities conflict with safety responsibilities?
4) Do multiple control agents have the same safety responsibility(ies)?
5) Do multiple control agents have or require process model(s) of the same process(es)?
6) Is a control agent responsible for multiple processes? If so, how are the process dynamics (de)coupled?

As in the previous section, these questions have been formalized elsewhere [39] and will be developed in Section IV. Question 1 relates to completeness of the individual control loops, questions 2-3 relate to assigning safety-related responsibilities to various control agents, and questions 4-6 relate to coordination of multiple control agents. The analysis therefore proceeds through three basic areas, which are explored in the following subsections and depicted in the bottom left of Figure 3.

The following section builds on this description of STECA and demonstrates its application on a complex transportation system. In addition to demonstrating the approach, the underlying formalism of STECA is developed and it is shown how the above questions provide insight into potentially hazardous behavior, particularly when a transportation system involves real-time sensing, computation, and human-computer interaction.

IV. Analysis of Intelligent Transport System

Trajectory-Based Operations (TBO) is a shift from the current Air Traffic Management (ATM) and control strategy of clearance-based operations, which rely on discrete clearances from air traffic controllers that modify the heading, airspeed, or altitude of individual aircraft. Today’s operations rely on relatively little automation, in comparison to the TBO framework where aircraft will follow four dimensional paths, called trajectories, which are computed by autonomous systems and decision support tools (DST) [46] and will be continuously monitored and updated. When fully realized, these trajectories will represent an aircraft’s gate-to-gate movement and will be the basis for Air Traffic Control (ATC) and Air Traffic Management (ATM) that focuses on traffic flow and airspace use and autonomy of individual aircraft.

The primary themes of TBO are: moving from clearance-based to trajectory-based airspace management, increasing reliance on automation and decision support tools, and distributing traffic management responsibilities throughout the system. The shift from clearance-based to trajectory-based traffic management is intended primarily to increase capacity and improve efficiency.

A. Model Development

In the TBO ConOps [47], there is a chapter dedicated to conformance monitoring, which is a function that measures the degree to which an aircraft follows—or conforms to—its agreed-upon trajectory. This example is intended to show how these control-theoretic concepts can be used to (1) query a certain aspect of a concept and then (2) to use the resulting information to build a system model. Querying a ConOps is done in a recursive fashion, looking at individual sentences or paragraphs and attempting to parse control-theoretic information.

The example quote for this analysis is shown at the top of Figure 5. To begin, the analyst must ask: What is the primary source, subject, or actor in the text, and in what way does this source relate to control theory? The quoted text describes conformance, or conformance monitoring. Next, what is the source’s role in control theory? Conformance monitoring acts as a sensor, and in this text there appear to be two versions of the sensor: one in the aircraft and another on the ground. Of the three generic roles that a sensor can take in the proposed framework, the conformance monitoring sensor provides two. Figure 5 includes a graphical depiction of how this information is mapped into a control model, where numbers in the text correspond to the numbered boxes in the control model. A separate model should also be developed for the ground conformance monitor.

This process—identifying the behavior associated with a specific source of information in a ConOps, and then inserting it into the appropriate place in a control model—is repeated recursively over the entire ConOps document. For example, Figure 6 on page 14 shows the model development for a different aspect of conformance monitoring. Though the behavior described in this new piece of text is similar to that shown in Figure 5, the new text shows slightly different detail and conformance monitoring is done in a different component of the system.

The process of parsing informal, textual information will result in a set of individual control loops, as in Figure 5 and 6. These individual control loops are then synthesized into a hierarchical control structure according to the guidelines described in Section III-A. A very generic, functional control hierarchy may consist of a route or trajectory management function for all of the airspace, a navigation function that navigates individual aircraft along their prescribed paths, and lower level functions that manipulate the various control surfaces of the aircraft. According to the guidelines from Section III-A, the route management function would be at the highest level because it involves the greatest level of complexity and uncertainty with respect to decision making.
Adapted from [JPDO, 2011]: conformance is monitored both in the (1.,3.) aircraft and on the ground against the agreed-upon [trajectory]. In the air, this monitoring (and alerting) includes lateral deviations...(5.) actual lateral position compared to (5.) intended position. Longitudinal based on flight progress in the (4.) FMS [aircraft software], vertical based on altimetry, and time from the FMS [aircraft software] or other “time to go” aids.

Figure 5. Graphical Control Model of Airborne Conformance Monitor

In addition, the TBO ConOps states elsewhere that the “ANSP’s authority over the airspace and the flight crew’s authority over the aircraft’s trajectory do not change” [47]. It is therefore appropriate and intuitive to map the ground-based conformance monitoring loop to the Trajectory Management Function and the airborne loop to the Piloting (navigation) Function of Figure 7.

Figure 7 depicts the control structure that results from analyzing the full text dedicated to conformance monitoring, as well as other chapters, in the TBO ConOps. Each of the blocks and lines in Figure 7 has an underlying formalism, which results from mapping the information in the ConOps into basic control theory. For example, sensor behavior is a mapping from measured variables, \( V \), to controller inputs, \( I \) (see, e.g. [48] for an overview of the notation). For the ground-based conformance monitor, labeled “Conformance Monitor [Gnd]” in the figure, this mapping is

\[
B_{LG} := \mathcal{L}_G 
\]

where \( \mathcal{L}_G \) is the signal going to the ground control agent regarding conformance, and the functional behavior of the sensor is

\[
\mathcal{V}_{mG} = \mathcal{L}_G \times D_{c,i}
\]

where \( \mathcal{L}_G \) is a measurement or model of the airspace state and \( D_{c,i} \) is the decision criteria regarding conformance of aircraft i. The “ground”, (or ANSP) conformance model is defined as the set of dynamic variables,

\[
\mathcal{L}_G := \{ z_{int,i}, z_{act,i}, \rho, \tau, P_r, W, E_{cm}, F_D; i \in \mathbb{G} \}
\]

and \( G \) is the ground track, \( C \) is the climb performance, and \( t \) is time of arrival, constituting the aircraft state, \( z \). The \( int \) and \( act \) subscripts represent intended and actual performance, respectively, for the \( i \)th aircraft within ANSP jurisdiction, which is the set \( \mathbb{G} \). RNP and RTP represent standard definitions of required navigation and time performance, and \( F_D \) is a downstream flow model consisting of a general flow model \( F \) of a particular airspace and a prediction of aircraft arrivals into that space.

Criteria for determining whether an aircraft conforms with its assigned trajectory are,

\[
D_{c,i} = \{ z_{act,i} | z_{act,i} \notin \bar{z}_i (z_{int,i}, E_{cm}, a_G), \forall i \in \mathbb{G} \}
\]

where \( \bar{z}_i \) is an allowed volume for aircraft \( i \), as a function of the intended aircraft state in time, the elliptical conformance model at a given time \( (E_{cm}) \), an alert parameter set by the operator \( (a_G) \), and \( \mathbb{G} \) is the set of aircraft under ANSP jurisdiction. Evaluation of Equation (4) to True indicates that aircraft \( i \) does not conform to its assigned trajectory. This is a relatively primitive form of conformance monitoring that simply alerts the user—either a ground controller, flight crew, and/or other software functions that require information about conformance—whether the aircraft is following the assigned trajectory. More advanced forms of conformance monitoring could be developed, but the definition in equation (4) is consistent with the TBO ConOps.

B. Systems-Theoretic Analysis of Model

Due to space constraints, the following development focuses on issues related to coordination and consistency, but completeness and gaps in safety-related responsibilities\(^1\) may also be addressed systematically using this approach [39].

Any two control agents with safety-responsibilities related to the same process states must ensure certain consistency characteristics. These control agents must have a consistent understanding or model of the current state, actions that can affect that state, and how the state will evolve from those actions. Recall from Section II-B the importance of controller process models in ensuring safe control of a system.

\(^1\)Completeness and safety-related responsibilities are addressed in questions 1 and 2-3, respectively, of Section III-B.
The consistency principle for two controllers is developed as follows. Define the action process predicate, $A(c, V)$ iff $c \times V \rightarrow V'$. That is, $A$ is true whenever the action $c$ can cause a change in state(s) from $V$ to $V'$. For any two control agents, $i$ and $j$, with available control actions $C_i$ and $C_j$, respectively, a lack of coordination may arise whenever the following condition evaluates to false:

$$\forall v \in V, \forall c \in C_i, \forall d \in C_j | A(c, v) \wedge A(d, v) \equiv \rho_i(a, v) \equiv \rho_j(a, v) \wedge G_i \equiv G_j$$  \hspace{1cm} (5)$$

The intuition behind equation 5 is as follows: whenever two control agents can apply an action to the same process state, then they must have a consistent model of that process state as well as consistent goals about how that state should evolve. $\rho_k(a, v)$ is the $k^{th}$ control agent’s model of system’s state dynamics, $v$, subject to inputs, $a = \{c, d, \epsilon\}$. The latter aspect of this set, $\epsilon$, represents “other” inputs to the process, such as environmental disturbances. $G_k$ defines the goal condition of the $k^{th}$ controller. The equivalence properties in equation (5) can be described using a property of aggregation called dynamic exactness [49]. The preceding formalism paves the way for automatic model checking and validation, which will be explored in future work.

Conformance monitoring is intended to assure consistency among the various actors in TBO, including the ANSP, flight crews, and operating centers. Despite its intent in the TBO ConOps, the architecture of conformance monitoring is actually a source of potential inconsistencies and lack of coordination.

Consider again a conformance model, generalized from the development on the preceding page. Conformance monitoring is a mapping from surveillance and other data to a binary (or discrete set of) signal(s) that indicates whether an aircraft conforms to the desired trajectory. Conformance alerting is a function of current surveillance data in four dimensions and desired aircraft state in four dimensions, some allowed tolerance volume, and an “Alert Parameter”.

This mathematical formulation of conformance monitoring and alerting (equations 1–4) helps identify issues with coordination and consistency, in at least three ways. First, the mapping, $L_{cm} \times D_{cm}$, is a function of an “Alert Parameter”, $a_{cm}$. This parameter is available to any agent with a conformance monitor, ground or airborne, and is thus independent and
potentially inconsistent. For example, the ground controller sets an alert parameter for his or her own monitor, while each flight crew in the airspace independently does so for their monitor.

The TBO ConOps does not describe or specify the rationale for including this function, but it may be assumed that it is to counteract alarm overload or over- and under-sensitivity. Furthermore, the TBO ConOps does not specify what the alert parameter entails with respect to human-computer interface design. The ConOps does refer to existing aircraft functions such as altitude alerts for the airborne monitor, but it is unclear how either the ground or airborne agents will “set” these parameters.

Several natural design questions arise with respect to the conformance monitoring automation itself, and these questions would typically be addressed during later detailed design phases. Perhaps the most fundamental design question is this: what actually constitutes “non-conformance”? That is, how should the conformance monitoring algorithm(s) be specified? Based on these questions and the information in equations (1)-(4), a few follow-on questions must be addressed. For example,

- Does non-conformance imply that an alert is flagged at any instant the aircraft leaves a (continuously updated) elliptical shape, \( E_{cm} \)? Alternatively, does the monitor take an average over a specified time interval and compare that trajectory to the allowable shape?
- Control issues often arise due to improper accounting of timing (e.g. feedback delays in Figure 2 on page 4). How often is the elliptical shape updated? How do the relevant agents receive these updates?
- Is a deviation in one direction given greater importance than a deviation in another direction? For example, a deviation in the direction of other traffic should perhaps be given greater priority relative to a deviation in the opposite direction, given that no traffic exists in the opposite direction.

While these questions could be addressed in a straightforward fashion with the appropriate level of technical expertise, the approach described in this paper provides some important insights about the overall system behavior. In particular, the modeling approach identifies several subtle interactions of components that were otherwise considered to be independent in the original concept of operations.

With the level of abstraction in the model of Figure 7, the conformance monitor occurs in two separate (independent) blocks: “Conformance Monitor [Gnd]” and “Conformance Monitor [Air]”. A more detailed model would indicate that there are multiple ground controllers and as many as thousands of aircraft, each with its own conformance monitor. These monitors will likely be developed by independent technical teams and may contain different algorithms for determining conformance, different levels of sensitivity to non-conformance, different approaches to timing and updating of the software functions, and many other factors. Indeed, the conformance monitors are independent, as the TBO ConOps asserts. In addition to these technical factors, the individual Alert Parameters represent another source of independent behavior, as described above.

The independence assumptions of the individual conformance monitors is valid. However, the issues arise because the behavior of those agents who use these monitors is, in fact, quite dependent.

By explicitly modeling the interactions between control agents, as shown in Figure 7 and in equations (1)-(4), it can be shown by inspection that the consistency principle does not hold. Let \( \rho_G (a, v) \) be the ground control agent’s process model, which is informed and updated, in part, by the information delivered from the conformance monitor, \( V_{mg} \). Likewise, the air control agent’s model, \( \rho_A (a, v) \), contains the information \( V_{mA} \). As explained above, \( V_{mg} \) and \( V_{mA} \) have several sources of inconsistency, which are described qualitatively above, and therefore equation (5) does not hold.

The preceding analysis provides valuable information for the early development of complex transportation systems. Some of those implications are now explored. Analysis of completeness and safety-related responsibilities (questions 1-3 in Section III-B), which are not treated further in this paper, provides additional detail that should be used to support early engineering activities.

C. Supporting Early Engineering Activities

Hazard analyses or safety assessments should not be used to merely state whether the systems or components are “Safe” or “Unsafe”. The results should drive the design of the system. Once the hazardous scenarios and causal factors have been identified, the key to safety-driven design is reasoning about (a) how to prevent the scenarios and (b) how to mitigate the scenarios if they occur.

1) Generating Safety Requirements: The following hazardous scenarios drive the identification of functional and safety-related requirements. The example scenarios contain a reference to the related hazard(s) and are then followed with example requirements and safety constraints. Requirements are based on both the included scenario as well as the analysis presented in the previous section. The requirements are represented as a nested, hierarchical list.

Hazardous Scenario 1: Ground does not issue a DE-conflicting command because it is unaware that the aircraft is not conforming or unaware that the flight crew begins taking action to “close” the trajectory. [→Hazard: Loss of separation between two or more aircraft]

R.1) Air component must notify ground of any changes to velocity (change in heading, airspeed, or altitude)

Rationale: Flight deck typically must request ANSP for a deviation from the filed flight plan, or from the current trajectory. This type of change to the velocity is actually due to the intent of staying on the trajectory, but it changes the aircraft’s inertial state, or velocity in all three directions; see associated causal factors

Associated Causal Factors: due to the differences in conformance alerting models, the ANSP may be unaware of the need for change. The ANSP may have a different “Alert Parameter” setting in general, or may
have adjusted the setting due to other circumstances (e.g. alarm fatigue, managing other conflicts, etc)

Note: This requirement may be levied to either the flight crew or avionics; this design choice would require further analysis of potentially dysfunctional interactions

R.1.a) Flight deck must notify ANSP that changes to velocity are due to non-conformance

Rationale: this is not a “nominal” change, e.g. a change in direction that was part of the flight plan.

R.1.b) ...addition requirements related to R.1...

Hazardous Scenario 2: Flight crew does not conform to trajectory, pursuant to the ANSP conformance model. This non-conformance could arise even if the ANSP has instructed the aircraft to do so, and the flight deck has confirmed compliance.

[→ Hazard: Loss of separation between two or more aircraft]

R.2) ANSP must issue commands that result in the aircraft closing on the ANSP’s own conformance model. That is, the command should directly result in velocity changes that cause the aircraft to enter into desired, protected volume. This clearance is heretofore called a “Close Conformance”.

Rationale: ANSP must do more than notify the flight deck that it is not conforming and instruct it to close. This requirement also assumes that the ANSP model of the overall airspace (and thus the conformance model) takes precedence over the flight deck model

Associated Causal Factors: Flight deck may try to close the trajectory to its own model, or already believe that it is conforming (and thus believe it is complying with the instruction). See also causal factors in ←R.1

R.2.a) ANSP must be able to generate aircraft velocity changes that close the trajectory within TBD minutes (or TBD nmi).

Rationale: TBO ConOps is unclear about how ANSP will help the aircraft work to close trajectory. Refined requirements will deal with providing the ANSP feedback about the extent to which the aircraft does not conform, the direction and time, which can be used to calculate necessary changes.

R.2.b) ANSP-generated clearances used to close trajectories must not exceed aircraft flight envelope [→ Hazard: aircraft enters uncontrolled state]

R.2.c) ANSP must be provided information to monitor the aircraft progress relative to its “Close Conformance” change request

Rationale: See “Associated Causal Factors” listed in ←R.2

Associated Causal Factors: e.g. ANSP “turns off” or changes Alert Parameter once flight deck has confirmed that it will comply

R.2.d) ...additional requirements related to R.2...

In addition to specifying requirements and constraints on behavior, STECA can be used to inform design trade studies or to revise and modify the concept itself via system architecture analysis.

1) Engineering Trade Studies: As Figure 1 illustrates, many important commitments are made early in the concept development process. STECA helps stakeholders to reason, in an increasingly formal way, about alternative approaches to achieving a system’s objectives in terms of technical design and architecture.

For example, the previous section described potential inconsistencies that arise due to independent conformance alert parameters in the TBO ConOps. Several design alternatives exist. One decision might be to eliminate the “Alert Parameter” entirely and require that the black box models of all conformance monitors—every aircraft and on the ground—are identical. That is, the sensitivity and underlying mathematical models of conformance would be required to be identical in such a design.

Alternatively, the control structure itself, which is one representation of the system architecture, could be modified. One control structure modification that could mitigate against inconsistency might involve eliminating the airborne conformance monitors. In Figure 7, conformance monitoring could be done centrally by the ground. Conformance would then be ensured by the instructions going from the ground to air. Perhaps less desirably with respect to consistency, conformance monitoring could be distributed to the air and eliminated from the ground. This latter solution may eliminate inconsistencies between the ground and air, but other issues arise because the ground control agent has a primary responsibility to assure separation between aircraft. Questions 2) and 3) on page 3 relate to analysis of safety responsibilities, and safety responsibilities of the TBO example have been covered in greater detail elsewhere [39].

V. CONCLUSIONS

This paper has presented a new approach, called systems-theoretic early concept analysis (STECA), for performing hazard analysis on a concept of operations and a safety-driven approach to concept development. STECA is based on systems- and control theory and its usefulness and practicality is demonstrated on an important upgrade to the air transport system, called Trajectory-Based Operations.

STECA is based on two basic steps. The first step involves recursively applying control-theoretic concepts using guide words, heuristics, and feedback control criteria to parse an existing ConOps document, resulting in the development of a hierarchical control model of the concept. The second step—analysis—consists of examining the resulting model with the explicit goals of identifying hazardous scenarios, information gaps, inconsistencies, and potential trade-offs and alternatives. That is, the analysis identifies incompleteness or gaps in the control structure, assures that all safety-related responsibilities are accounted for, and identifies sources of uncoordinated or inconsistent control.

A. Contributions

The primary research contributions are in integrating safety earlier when developing complex transportation systems via rigorous, systematic methods. Specifically, STECA:

2 This is not to suggest that there will be no alerts, only that the respective users cannot tune the sensitivity. See section IV-B.
- applies more rigor to the concept development process. The process described above is repeatable and can be applied by individuals to understand a transportation system in systems-theoretic terms. Alternatively, the process can be used by teams and working groups to build consensus on how the system should (and should not) behave, to allocate responsibilities to various actors, and to define the interactions between those actors;
- identifies a class of hazardous scenarios that have been difficult to find during concept development. Most accidents and incidents in modern, intelligent transportation systems arise due to factors that extend beyond component reliability, which is the focus of most efforts based on PHA techniques (see Table I). Accidents arise due to unsafe interactions among components, which include software and human operator behavior, and STECA provides a powerful way to identify these types of interactions;
- makes explicit the assumptions that are often undocumented or implicit during early concept generation. Because ConOps documents are typically developed by subject matter experts, many details that are obvious to a particular expert may seem obvious and thus go undocumented. The model development approach in this thesis forces many of these assumptions to be made explicit, and often the various subject matter experts who generate the ConOps actually make competing or inconsistent assumptions about various aspects of the system.

B. Future Work

There are many potential paths of future research that build upon this work. While this paper briefly described how the results of the analyses can be used to generate alternative designs and architectures, future work should demonstrate how these alternatives can be compared. Stakeholders identify potential tradeoffs or synergies, and tradeoffs could be made with respect to safety and/or extended to other system properties.

Tools should be generated to assist in the STECA process. Existing model-based systems engineering frameworks could be adapted or integrated into the systems- and control-theoretic processes described in Sections III, and IV.

Although this research focuses on the early phases of systems engineering (far left side of Figure 1), the framework has potential to applied to the very last phases of systems engineering (far right side of the figure). That is, when systems become operational, it is unfortunately necessary in some cases to perform accident and incident investigations. Accident reports typically share similar characteristics to Concept of Operations documents—they contain informal natural language text, use informal graphical depictions of events, and are often developed by committees comprised of potentially disparate views of the system. There exists an accident analysis process, called CAST (Casual Analysis using STAMP), based on the same systems- and control theory that has been successfully applied to accidents in a variety of domains [50], [51], [52], [53]. However, there is not yet a rigorous way to generate the necessary models from all the different sources of data associated with any major accident, and the methods presented in Section III represent a potential way to accomplish this goal.

Perhaps most importantly, it is important to investigate the extent to which STECA can be applied to other future transportation systems, including rail, road, water, and other air transportation concepts.
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Adapted from [JPDO, 2011]:

Independent of the aircraft, the (1.) ANSP uses (4.) ADS-B position reporting for (5.) lateral and longitudinal progress, (5.) altitude reporting for (5.) vertical, and (4.) tools that measure the (4.) time progression for the flight track. (8.)

Data link provides aircraft (5.) intent information. Combined, this position and timing information is then compared to a (5.) performance requirement for the airspace and the operation. ...precision needed...will vary based on the (5.) density of traffic and (5.) nature of the operations.

Figure 6. Graphical Control Model of Ground Conformance Monitor