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Motivated by recent experiments on Ba\(_3\)NiSb\(_2\)O\(_9\), we investigate possible quantum spin liquid ground states for spin \( S = 1 \) Heisenberg models on the triangular lattice. We use variational Monte Carlo techniques to calculate the energies of microscopic spin liquid wave functions where spin is represented by three flavors of fermionic spinon operators. These energies are compared with the energies of various competing three-sublattice ordered states. Our approach shows that the antiferromagnetic Heisenberg model with biquadratic term and single-ion anisotropy does not have a low-temperature spin liquid phase. However, for an SU(3)-invariant model with sufficiently strong ring-exchange terms, we find a paired chiral quantum spin liquid with a Fermi surface of deconfined spinons that is stable against all types of ordering patterns we considered. We discuss the physics of this exotic spin liquid state in relation to the recent experiment and suggest new ways to test this scenario.
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1. INTRODUCTION

Quantum spin liquids (QSLs) are interesting states of matter with long-range entanglement that may exhibit exotic properties such as unbroken lattice symmetries at low temperature, quasiparticle fractionalization, emergent gauge fields, braid statistics, and chiral edge modes.\(^1\,2\) The existence of QSLs or resonating-valence-bond (RVB) states in two dimensions was first conjectured by Anderson as a possible low-temperature phase of the spin-1/2 antiferromagnetic Heisenberg model on the triangular lattice.\(^3\) Shortly after, a fascinating relation of RVB states with high-temperature superconductivity was uncovered: Upon doping, some quantum spin liquids are expected to give rise to unconventional superconductivity.\(^4\,6\) So far, several experiments found indication of spin liquid behavior in a number of geometrically frustrated two-dimensional spin-1/2 antiferromagnets.\(^7\,10\) Spin systems with higher values of spin, however, usually show a strong tendency towards long-range ordering and lattice-symmetry breaking at low temperature.

Last year, highly surprising experimental results\(^11\) found spin liquid behavior in new structural phases of Ba\(_3\)NiSb\(_2\)O\(_9\). In the so-called 6H-B phase, obtained through a high-pressure treatment of this antiferromagnetic insulator, the Ni\(^{2+}\) ions, carrying effective spin \( S = 1 \), arrange in presumably weakly coupled layers of triangular lattices. No magnetic ordering was observed down to 0.35 K despite a large Curie-Weiss temperature of \( \Theta_{CW} \approx -75 \) K, and the magnetic susceptibility (after substruction of orphan spin contribution) was found to saturate at low temperature \( T \). Furthermore, measurement of the magnetic specific heat found \( C_M \propto T \). These properties are highly unusual for an insulator but are typical for metallic states. For example, spin-wave theory for conventional long-range ordered states predicts a specific heat \( C_M \propto T^3 \) at low temperature.\(^12\)

So far, a number of theoretical attempts have been made to explain these experiments. Two possible spin liquid candidates were proposed.\(^13\,14\) In Ref. 14, a representation of the spin \( S = 1 \) operator in terms of four flavors of fermionic spinons and their possible mean-field states were conjectured. Such a fractionalization into four spinon flavors is most natural in the case of a two-orbital Hubbard model with not too strong interactions (Hund coupling) between the electrons. The minimal number of spinons required to represent spin \( S = 1 \) is three.\(^15\,16\) On the basis of this three-fermion representation, an exotic QSL state was proposed by some of us in Ref. 13 that well reproduces the phenomenology of the experiment on Ba\(_3\)NiSb\(_2\)O\(_9\). However, the energetic competitiveness of these spin liquid states in microscopic spin models was not investigated in those papers. Another scenario not involving spin liquid states was recently proposed in Ref. 17, where interlayer couplings between the Ni\(^{2+}\) spins tune the system to a quantum critical point. These authors predicted a \( T \)-linear specific heat in some temperature range.

Currently, the details of the effective spin model describing Ba\(_3\)NiSb\(_2\)O\(_9\) are not known. In this paper, we will not propose a realistic microscopic spin model for this material. Instead, we want to investigate two families of promising antiferromagnetic triangular-lattice spin-one models at the variational level. The aim is to determine whether, variationally, the natural quantum spin liquid candidates (involving three spinon flavors) have a chance to win over long-range ordered ground states in these microscopic models. First, we consider the bilinear-biquadratic Heisenberg model with single-ion anisotropy term. In this model, we do not find evidence for a low-temperature QSL phase. We further propose an SU(3) symmetric model with three-site ring-exchange terms. In this model, for strong ring-exchange terms, we find that an exotic spin liquid state is stabilized. We discuss the phenomenology of this state and propose further experimental tests of this scenario. While the theory for \( S = 1/2 \) QSLs is well developed and has a long history, much less is known about spin liquids for \( S = 1 \). Here we present new methods and results on this problem.\(^18\)

This paper is organized as follows. In the next section, we introduce the representation of spin \( S = 1 \) in terms of three fermionic spinon operators. Section III describes all spin liquid states. Our approach shows that the antiferromagnetic Heisenberg model with biquadratic term and single-ion anisotropy does not have a low-temperature spin liquid phase. However, for an SU(3)-invariant model with sufficiently strong ring-exchange terms, we find a paired chiral quantum spin liquid with a Fermi surface of deconfined spinons that is stable against all types of ordering patterns we considered. We discuss the physics of this exotic spin liquid state in relation to the recent experiment and suggest new ways to test this scenario. Section VII discusses the response function and other...
physical properties of this state and, finally, we conclude in Sec. VIII.

II. SPINON REPRESENTATION

To construct spin liquid states for spin $S = 1$, we follow an approach similar to the one outlined in Ref. 15. We write the spin operators in terms of three flavors of fermionic spinons, $f_a$, in the following way:

$$ S_a = -i\epsilon_{abc} f_b^\dagger f_c, $$

where $\epsilon = \{x, y, z\}$. In this paper, repeated indices are always summed over. We choose to work with operators $f_a$ that create spin states $|a\rangle$ in the time-reversal invariant basis, i.e.,

$$ |x\rangle = \frac{1}{\sqrt{2}} (|1\rangle + |\bar{1}\rangle), \quad |y\rangle = \frac{i}{\sqrt{2}} (|1\rangle - |\bar{1}\rangle), \quad |z\rangle = -i |0\rangle, $$

where $|1\rangle$, $|\bar{1}\rangle$, and $|0\rangle$ are $S_z$ eigenstates with eigenvalues $\pm 1$ and 0, respectively.

By representing spin in terms of fermions, we have enlarged the Hilbert space. The fermion operators act in the eight-dimensional Fock space while the original spin space is three dimensional. In order to recover the physical subspace, a local constraint on the fermionic occupation number has to be enforced,

$$ n := \sum_a f_a^\dagger f_a = N_f. $$

Both particle ($N_f = 1$) or hole ($N_f = 2$) subspaces can be chosen. Furthermore, the spin operator remains invariant under the transformations

$$ f_a \mapsto e^{i\phi} f_a $$

and

$$ f_a \mapsto f_a^\dagger. $$

Equation (5) is a particle-hole transformation and the constraint (3) is changed according to $N_f \mapsto 3 - N_f$. Hence, the local symmetry group for this representation of spin $S = 1$ operators is the semidirect product $U(1) \times Z_2$.

In the time-reversal-invariant basis (2), the quadrupolar operators, defined as $Q_{ab} = (S_a S_b + S_b S_a)/2 - 2/3 \delta_{ab}$, acquire a particularly simple form. In the particle representation ($N_f = 1$), we have

$$ S_a S_b = \delta_{ab} - f_a^\dagger f_b $$

and

$$ Q_{ab} = \delta_{ab}/3 - (f_a^\dagger f_b + f_b^\dagger f_a)/2. $$

In order to analyze a particular spin $S = 1$ lattice model within the spinon representation (1), one may start by decoupling the spinon-interaction terms with the help of a Hubbard-Stratonovich transformation. To implement the constraint (3) and the symmetry properties (4) and (5) in this theory, a compact gauge potential for the local symmetry group has to be introduced in the path integral. This procedure enables derivation of a low-energy effective theory for possible spin liquid phases but does not address microscopic stability for a particular Hamiltonian. Better suited for this purpose is a variational wave function approach. In this approach, unphysical states are removed by hand from wave functions that correspond to possible low-temperature phases of the theory. This allows the construction of a new class of genuine microscopic variational wave functions for spin-one models. Determining the best variational state for a spin model then provides guiding information about the low-temperature phase of the model. In the present paper, we first follow this approach, and discuss possible microscopic wave functions for spin-one models.

III. VARIATIONAL WAVE FUNCTIONS

In this section, we introduce two classes of microscopic variational wave functions for spin $S = 1$ on the triangular lattice. First, we describe quantum spin liquid wave functions that do not break the space group symmetries of the lattice. Second, we outline a general approach for constructing competitive long-range ordered states that have an enlarged unit cell.

A. Quantum spin liquid wave functions

We start by writing down quadratic “trial” Hamiltonians in terms of the spinon operators,

$$ H_{qsl} = \sum_{\langle i,j \rangle} \left\{ s f_{ai}^\dagger f_{aj} + \Delta_{ij}^{ab} f_{ai} f_{bj} + \text{h.c.} \right\} - \mu_a \sum_j f_{aj}^\dagger f_{aj}. $$

The sum $\langle i, j \rangle$ goes over the nearest-neighbor links of the triangular lattice. In this trial Hamiltonian, the emergent gauge fields that would be present in the corresponding low-energy theory are omitted. Particular values for the mean-field parameters $s = \pm 1$, $\Delta_{ij}^{ab}$, and $\mu_a$ represent possible low-temperature QSL phases. $s = \pm 1$ corresponds to flux of $\pi$ or zero through all triangles of the lattice. Next, we assume unbroken spin-rotation symmetry around the $z$ axis, and we focus on $S_0^a \equiv \text{eigenstates with } S_{0}^a = 0$. Note that under spin rotations, $f_j \mapsto (f_x, f_y, f_z)$ transform as real vectors [i.e., $f_j$ transform in the adjoint representation of $SU(2)$]. Furthermore, we restrict ourselves to states that have a single site per unit cell and that do not break the space group symmetries of the lattice (translations, rotations, and inversion). In this situation, the following cases exhaust the possible QSL candidates on the triangular lattice:

(i) $U(1)$ state: $\Delta_{ij}^{ab} = 0$.

(ii) Equal-flavor pairing: $\Delta_{ij}^{ij} \neq 0$, $\Delta_{ij}^{ij} = \Delta_{ij}^{ij} \neq 0$, $\Delta_{ij}^{ab} = 0$ otherwise.

(iii) $x$-$y$ pairing: $\Delta_{ij}^{xy} = -\Delta_{ij}^{xy} \neq 0$, $\Delta_{ij}^{ab} = 0$ otherwise.

The chemical potentials for $x$ and $y$ fermions are chosen to be identical, $\mu_x = \mu_y$. Other possible pairings $\Delta_{ij}^{ab}$ than the ones considered in (ii) or (iii) violate our symmetry requirements.

On the one hand, for $\Delta_{ij}^{ij} = \Delta_{ij}^{ij} = \Delta_{ij}^{ij}$, equal-flavor pairing (ii) corresponds to spin-one singlet pairing. The pairing term in Eq. (7) creates a state $(f_i^\dagger, f_j^\dagger) |0\rangle$ that is invariant under spin rotation; hence, it is a singlet. In general, for $\Delta_{ij}^{xx} = \Delta_{ij}^{yy} \neq \Delta_{ij}^{zz}$, the state is not an eigenstate of $(S_i^x)^2 = (S_i^y + S_i^z)^2$. However, for $\Delta_{ij}^{xx} = \Delta_{ij}^{yy} = -\Delta_{ij}^{zz}/2$ one can check that $(S_i^z)^2 = 6$; therefore, this bond operator
creates a spin-one quintuplet. On the other hand, the x-y pairing bond operator $\Delta_{ij}^{ab} f_{i}^a f_{j}^b$, (iii), creates a spin-one triplet. To see this, let us denote the state by $|i\rangle = (|x\rangle_{ij} - |y\rangle_{ij}) \otimes (|1\rangle_{ij} - |1\rangle_{ij})$. Since $(S_{ij}^{a})^2 = 4 + 2S_{j} \cdot S_{j}$ and $|S_{j} \cdot S_{j} + 1\rangle_{ij} = 0$, we have $|S_{ij}^{a} F = 2$. Note that the total spin per site for all these QSL states is small in the thermodynamic limit. We have $\sqrt{(S_{ij}^{a})^2}/N \sim 1/\sqrt{N}$ where $N$ is the number of sites and $S_{ij}^{a} = \sum_{j} S_{j}$.

Due to the anticommuting spion operators, the pairing parameters $\Delta_{ij}^{ab}$ must have particular symmetry properties under inversion of the link direction $(i,j)$. For equal-flavor pairing (ii), we have $\Delta_{ij}^{aa} = -\Delta_{ji}^{aa}$; i.e., the pairing is odd under space inversion. For x-y pairing (iii), we have $\Delta_{ij}^{xy} = \Delta_{ji}^{xy}$, i.e., the pairing is even under space inversion. This is in contrast to $S = 1/2$ spin liquids, where singlet pairing is even while triplet pairing is odd under space inversion.

In order to obtain a microscopic variational QSL wave function, we take the ground state $|\psi_0\rangle$ of Eq. (7) and apply the Gutzwiller projector $P_{G}(n_{j} = 1)$, enforcing single occupancy on each site and thereby removing unphysical components. In this way we construct a genuine spin-one resonating-valence-bond (RVB) spin liquid wave function, generalizing similar approaches to $S = 1/2$ spin liquids. In this paper, we choose to work in the microcanonical formalism where the fermion number is held fixed; i.e., we project the wave function to a fixed total number of spinon flavors, $N_{a} = \sum_{j} n_{aj}$,

$$|N\rangle = P_{N} P_{G}(n_{j} = 1)|\psi_{0}\rangle, \quad (8)$$

with $N = (N_{x}, N_{y}, N_{z})$. Since $N_{x} = N_{y}$ (to maintain spin-rotation symmetry around the z axis) and from the local constraint we have $2N_{x} + N_{z} = N$, where $N$ is the number of lattice sites ($N = 12 \times 12$ in most of our calculations).

Expectation values in RVB wave functions (8) can be calculated numerically within variational Monte Carlo (VMC) techniques. More technical details on our numerical scheme are given in the appendices.

The possible complex phases (pairing symmetries) of $\Delta_{ij}^{ab}$ in (ii) and (iii) are restricted by the rotation symmetries of the lattice: Let us denote the nearest-neighbor links of the triangular lattice by $1 = (1,0)$, and $2, \hat{3} = (\pm 1, \sqrt{3})/2$. For equal-flavor pairing (ii), the pairing symmetry can be real f-wave with $\Delta_{ij}^{aa} = -\Delta_{ji}^{aa} = \Delta_{ij}^{aa}$, or complex $p_{x} + ip_{y}$-wave (p + ip), with $\Delta_{ij}^{aa} = $ $\Delta_{ij}^{aa} e^{-i\pi/3} = $ $\Delta_{ij}^{aa} e^{-i2\pi/3}$. For x-y pairing (iii), the possible pairing symmetries are extended s-wave with $\Delta_{ij}^{xy} = \Delta_{ji}^{xy} = \Delta_{ij}^{xy}$ and $d_{x} + id_{y}$-wave (d + id) with $\Delta_{ij}^{xy} = \Delta_{ij}^{xy} e^{-i2\pi/3} = \Delta_{ij}^{xy} e^{-i4\pi/3}$. Higher angular momenta would require spion pairing between farther-neighboring sites, which we choose to exclude from the present study.

Symmetry of the QSL states (8) under lattice rotations forbids mixing of different types of pairing symmetries in the Hamiltonian (7). For example, lattice rotation symmetry is broken in a state where the $f_{z}$ spion is paired with f-wave, and $f_{x}$, $f_{y}$ are paired with p + ip pairing symmetry. Similarly, in the x-y paired QSL (iii), $f_{x}$ must remain unpaired unless lattice rotation symmetries are broken. The reason is the following: After performing a lattice rotation on the mean-field Hamiltonian (7), one would like to find a gauge transformation (4) that brings it back to the original form. If such a gauge transformation exists, then the corresponding wave function (8) is unchanged by the rotation (after Gutzwiller projection and up to a phase). However, since all three spinon flavors transform with the same U(1) phase, such a gauge transformation can only exist when all spinon flavors have identical pairing symmetries.\(^\ allo\)

The QSL states have the following properties: Extended s-wave and f-wave states respect parity $P$ (reflection on a symmetry axis of the lattice) and time-reversal symmetry $\Theta$. The $p$ + ip and the $d$ + id states, however, break both $P$ and $\Theta$, but conserve the product $\Theta P$. In this sense, they can be termed chiral spin liquids,\(^{26}\) albeit for spin $S = 1$. The $p$ + ip state is fully gapped and, therefore, a conventional topological state of matter. The $d$ + id state, on the other hand, represents a new class of paired chiral states in two dimensions that exhibit both $P$- and $\Theta$-symmetry breaking and a gapless bulk Fermi surface at the same time. These exotic properties will be discussed in more detail below and in later sections.

In the U(1) spin liquid ($\Delta_{ij}^{ab} = 0$), all three spinon flavors have a Fermi surface. This corresponds to the Coulomb phase of the emergent U(1) gauge theory where the photons are massless. The paired states with $\Delta_{ij}^{ab} \neq 0$ correspond to “Higgs” phases where the global U(1) symmetry is spontaneously broken and the photon acquires a mass.\(^{27}\) Among the equal-flavor pairing states, the f-wave state has gapless nodal points in the spectrum while the p + ip QSL is fully gapped. In the x-y paired QSL, the spin excitations are gapped. However, the nematic ($S_{z} = 0$) excitations form a gapless Fermi surface of weakly interacting (and therefore deconfined) spinons. We expect the Fermi surface to survive after Gutzwiller projection because the other fermion flavors are gapped and the U(1) gauge field is also gapped due to the Higgs mechanism. Specific heat and spin susceptibility of an x-y paired (triplet) QSL are consistent with the recent experiments on Ba$_{3}$NiSb$_{2}$O$_{9}$.\(^{13}\)

The variational parameters we are using for the microscopic QSL wave functions are the amplitudes $|\Delta_{ij}^{ab}|$ for all pairing symmetries discussed above and the chemical potentials $\mu_{x}$ and $\mu_{y}$. Furthermore, we consider the cases $s = \pm 1$ in Eq. (7), corresponding to the presence or the absence of $\pi$ flux through the triangles of the lattice. For the paired states, $N_{x}$ is used as an additional variational parameter (independent of $\mu_{z}$; see Appendix B for more details).

B. Long-range ordered states

In order to make reliable statements about the low-temperature phase of a spin model, the energies of QSL wave functions have to be compared with competitive long-range ordered states. Here, we consider natural ordering patterns that are suggested within a simple product-state ansatz (e.g., a 120$^\circ$ magnetic ordering in the case of the antiferromagnetic Heisenberg model on the triangular lattice). The QSL wave functions (8) are highly correlated states. To be able to compare the variational energies, we also need to introduce nontrivial quantum correlations to the ordered states.

Here, we use the following two complementary schemes to introduce quantum corrections on top of long-range ordered product states. The first approach builds on the fermionic representation and gauge theory description of the spin model. Long-range ordered phases can be captured within the
following quadratic trial Hamiltonian,
\[ H_{\text{ tad}} = \sum_{\langle i,j \rangle} f_{ij}^d f_{ij} - h \sum_j d_j^* f_j f_j - \mu_0 \sum_j f_{aj} f_{aj}. \]  

(9)

Similar to the QSL wave functions (8), the Gutzwiller-projected ground state of Eq. (9) serves as a variational state. The normalized complex vectors \( d_i \) specify a particular spin-one ordering pattern. The variational parameter \( h \) interpolates from the U(1) spin liquid \((h = 0)\) to the product state \( |\psi_p \rangle = \prod_j \sum_a d_j^a |a \rangle_j \) when \( h \to \infty \). As before, we set \( \mu_x = \mu_y \); \( \mu_x - \mu_z \) is taken as a variational parameter and we consider \( \pi \)- and 0-flux states by \( s = \pm 1 \).

Another route to constructing correlated long-range ordered wave functions is to apply spin Jastrow factors to a product state. The analysis of such wave functions for the spin-1/2 antiferromagnetic Heisenberg model on the triangular lattice was pioneered by Huse and Elser in Ref. 28. For that model, Huse-Elser wave functions were found to give low variational energies, comparable to exact energies on small clusters. A generalization of the Huse-Elser wave function to the case of spin \( S = 1 \) can be written as

\[ |\psi_p \rangle = \prod_j \sum_a d_j^a |a \rangle_j, \]  

(11)

where \( |a \rangle \in \{ |x\rangle, |y\rangle, |z\rangle \} \) span the local Hilbert space; see Eq. (2). Let us write \( d = u + iv \), where \( u \) and \( v \) are real vectors, and consider the single-site product state \( |\psi_p \rangle = \sum_a d^a |a \rangle \). We can always take \( d = (d^x, d^y, d^z) \) to be normalized and \( u \cdot v = 0 \) (choice of phase). The spin expectation value in this state is given by

\[ \langle S \rangle = 2u \wedge v. \]  

(12)

If \( d \) is real, the corresponding state is a spin nematic with \( \langle S \rangle = 0 \). In this case, \( d \) is called the director and we have

\[ |S^a \rangle = 1 - (d^a)^2. \]  

(13)

On the other hand, \( u^2 = v^2 = 1/2 \) corresponds to a spin coherent state where \( \langle |S| \rangle = 1 \) is maximal. 19

The fermionic states (9) and the Huse-Elser wave functions (10) are two quite general and complementary ways to introduce nontrivial quantum fluctuations on top of spin-one product states (11). Although additional variational parameters can be built into the product state itself, we need to choose a suitable (family of) product states (specified by \( d_j \)) to start with. As the example by Huse and Elser 28 suggested, good ground-states energies can be obtained by choosing the product states that minimize the energy of the spin model. Below we will use a similar choice.

IV. MODELS AND VARIATIONAL RESULTS

A. Bilinear-biquadratic Heisenberg model with single-ion anisotropy

We start by considering the simplest extension of the spin-one Heisenberg antiferromagnet on the triangular lattice,

\[ H_{K1} = \sum_{\langle i,j \rangle} (S_i \cdot S_j + K(S_i \cdot S_j)^2) + D \sum_j S_j^2, \]  

(14)

where we set the Heisenberg exchange \( J = 1 \). In this study, we want to restrict ourselves to the parameter range \( |K| \leq 1.5 \) and \( |D| \leq 1.5 \). For \( D = 0 \), it is known that the ground state of this model exhibits 120° antiferromagnetic order when \( K < 1 \), and 90° antiferromagnetic (also called antiferroquadrupolar) order when \( K > 1 \). 29,30 For large easy-axis anisotropy \( D \gg 1 \), the ground state is a ferronematic product state with \( S_j = 0 \) on every site.

For intermediate values of \( D \), one may expect an x-y paired QSL to be stabilized in this model. Since \( S_j^2 = 1 - (\eta S_j) \), the single-ion anisotropy \( D \) acts as a chemical potential for the \( f_z \) spinon. For nonzero \( D \), the Fermi surfaces of \( f_z \) and of \( f_x, f_y \) in the U(1) state are expected to mismatch, and it is conceivable that \( f_x \) and \( f_y \) pair while leaving \( f_z \) with a spinon Fermi surface. Indeed, unconstrained mean-field theory in Ref. 13 found that for \( K \lesssim 0.5 \), the p + ip QSL wins, while for \( K \gtrsim 0.5 \), the d + id state with a spinon Fermi surface is the most stable QSL candidate (however, in contrast to above intuition, the phase boundary showed only weak dependence on \( D \)). In the present paper we find that the variational energy of ordered states is always lower than the one of the QSL states when the local constraint (3) is taken into account exactly.

A variational study of the model (14) at the level of product states performed in Ref. 31 suggested a three-sublattice ordering pattern, generalizing the ordering pattern of Ref. 29 to \( D \neq 0 \). Motivated by this proposal, we choose the following two classes of three-sublattice product states as an input to our correlated ordered states discussed above. First, we consider an antiferromagnetic (AFM) state where the spins \( |\psi_p \rangle = \sum_j |S_j \rangle |\psi_p \rangle \) have a constant length and lie in a common plane at an angle of 120° to each other on nearest-neighbor sites. The average spin length, \( \langle |\psi_p \rangle |S_j \rangle |\psi_p \rangle \rangle \), is taken as a variational parameter. In the notation of Eqs. (9) and (11), the spin states on sublattices \( A \), \( B \), and \( C \) of the triangular lattice are written as

\[ d_{j \in A} = (0, -i \sin \eta, \cos \eta), \]  

(15)

\[ d_{j \in B,C} = \left( \pm \sqrt{3} \frac{i}{2} \sin \eta, \frac{i}{2} \sin \eta, \cos \eta \right), \]

where \( \eta \in [0, \pi/2] \) is a variational parameter. Using Eq. (12), one may check that this state corresponds to 120° antiferromagnetic ordering in the x-y plane with \( |\psi_p \rangle = \sum_i |\psi_p \rangle |S_j \rangle |\psi_p \rangle \rangle \). We also consider the same ordering in the x-z plane. 32 For \( \eta = \pi/4 \), each site is in a spin-coherent state; i.e., \( |\langle S \rangle \rangle | = 1 \). The values \( \eta \in [0, \pi/2] \) correspond to spin-nematic states with \( \langle S \rangle = 0 \). For \( \eta = 0 \), all directors point along the z axis (ferronematic state), whereas for \( \eta = \pi/2 \), the directors on nearest-neighbor sites lie in a common plane at an angle of 120° (120° nematic state).

As a second ordering pattern, we consider spin-nematic (NEM) states with \( \langle S \rangle = 0 \). The angle between the
For $K > 0$, the ordered spins lie in the $z$ axis, depending on the sign of the single-ion anisotropy. In the fermionic long-range ordered states (9), the optimal variational parameter is $h \simeq 1.5$. For this parameter value, the spinon Fermi surfaces disappear at $120^\circ$ and we expect that bosonic spin-wave excitations for these ordered states capture the low-energy physics of this model.

The energetically best quantum spin liquid states are the $p + ip$-state for $K \lesssim -1$ and $D \simeq 0$ and the unpaired $U(1)$ state for $K \simeq 1$, both having zero flux through the triangles ($s = -1$). All the other QSL states show very small or no condensation energies with respect to the $U(1)$ state. It is remarkable that for $K \simeq 1$, the $U(1)$ state with three spinon Fermi surfaces is actually lower in energy than the optimized Huse-Elser wave function. We do not find any pairing instability of the $U(1)$ spin liquid on the line $K \simeq 1$ for $D \gtrsim -0.8$. For $D \lesssim -0.8$, there is a small energy gain from pairing in the $d + id$ channel. However, the ordered fermionic states are still lower in energy. When $D = 0$, the three spinon Fermi surfaces match exactly. For $D = 0$, the Heisenberg point, the spin liquids are even higher in energy than this uncorrelated product state. The kink in the $U(1)$ energy in Fig. 1 marks the polarization to a ferronematic state with $\langle S_j^z \rangle = 0$, for $K \lesssim -0.6$. That is, the spinon Fermi surfaces disappear at this point.

The variational energies for the spin-one Heisenberg antiferromagnet ($K = D = 0$) are displayed in Table I. Note that the Heisenberg energy for the optimal product state of fully developed (coherent) spins ordered at $120^\circ$ is $-1.5$. At the Heisenberg point, the spin liquids are even higher in energy than this uncorrelated product state.

At the point $K = 1$ and $D = 0$, the model (14) enjoys an SU(3) symmetry (see also next subsection). On the line $D = 0$ and arbitrary $K$, the remaining symmetry is SO(3) spin rotation. This symmetry is broken to $U(1)$ (generated by $S_z$) when $D \neq 0$. However, on the line $K = 1$ and arbitrary $D$, the model possesses an SU(2) symmetry generated by the operators $S_x, S_y, S_z$ and $S_x^2 + S_y^2 + S_z^2$. The generator $S_x^2 - S_y^2$ allows rotation of the antiferromagnetic and the nematic ordered states [specified in Eqs. (15) and (16)] into each other and they are degenerate. This property of the product states remains valid after the introduction of quantum fluctuations via (9) or (10), and it explains the degenerate crossings for the ordered states seen in Fig. 1 at $K = 1$. See Appendix D for a more detailed discussion of these symmetries.

**B. SU(3) ring-exchange model**

In the last subsection we concluded that the simplest extension of the spin-one Heisenberg model, Eq. (14), does not show quantum spin liquid behavior. To motivate another promising spin-one model, let us consider an SU(3) symmetric
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**TABLE I. Variational energies (per site) for the spin-one triangular-lattice Heisenberg antiferromagnet, (14), for $K = D = 0$; $N = 144$ sites.**

<table>
<thead>
<tr>
<th>Variational state</th>
<th>Heisenberg energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Huse-Elser $\mathcal{J}$-AFM</td>
<td>$-1.783(1)$</td>
</tr>
<tr>
<td>Fermionic $f$-AFM</td>
<td>$-1.570(2)$</td>
</tr>
<tr>
<td>$p + ip$ spin liquid</td>
<td>$-1.33(0)$</td>
</tr>
<tr>
<td>$U(1)$ spin liquid</td>
<td>$-1.00(3)$</td>
</tr>
</tbody>
</table>

Our variational results confirm the known phase diagram at $D = 0$. Furthermore, we find that the three-sublattice ordering of the ground state persists for nonzero values of $D$; i.e., all QSL states are higher in energy than the three-sublattice ordered states we considered.

A typical plot of the variational energies (for $D = -0.4$) is shown in Fig. 1. For $K \lesssim 0.3$, the magnetic Huse-Elser wave function ($\mathcal{J}$-AFM), Eq. (10), is the best variational state. For $0.3 \lesssim K \lesssim 1$, the fermionic antiferromagnetic state ($f$-AFM), Eq. (9), is the state with the lowest energy. As discussed above, the corresponding product states [specified in Eq. (15)] are magnetically ordered with partially developed spins at $120^\circ$ angles between sublattices. For $D > 0$, the ordered spins lie in the $x$-$y$ plane while for $D < 0$, the spins order in a plane that contains the $z$ axis. For $K \geq 1$, the fermionic nematic states ($f$-NEM) take over, with directors specified in Eq. (16). For $D = 0$, the best state is the $90^\circ$ antiferromagnetic state and for $D \neq 0$, the three nematic directors close ($D > 0$) or open up ($D < 0$) relative to the $z$ axis, depending on the sign of the single-ion anisotropy. In the fermionic long-range ordered states (9), the optimal variational parameter is $h \simeq 1.5$. For this parameter value, the spinon excitations are fully gapped. Therefore, the spinons are
Hubbard model for three flavors of fermions \( f_i \),

\[
H_{\text{SU}(3)} = -t \sum_{\langle i,j \rangle} f_i^\dagger f_{j} + U \sum_j n_j^2,
\]

(17)

where \( n_j = \sum_{\alpha} n_{a \alpha j} = \sum_{\alpha} f_i^\dagger f_{\alpha j} \). Let us consider the case when each flavor is at 1/3 filling \((\sum_{\alpha} n_{a \alpha j}/N = 1/3)\). For \( U \gg |t| \), the low-energy subspace of this model corresponds to the spin-one Hilbert space. Similar to Refs. 35 and 36, we can derive a low-energy effective spin-one Hamiltonian for Eq. (17). To lowest order in \( t \), we find the exchange term

\[
\sum_{\langle i,j \rangle} f_i^\dagger f_{ii} f_{bj} f_{aj}.
\]

(18)

To next order, the following three-site term is expected to arise:

\[
\sum_{\langle i,j,k \rangle} f_i^\dagger f_{ji} f_{kj} f_{ck} f_{ak} + \text{h.c.},
\]

(19)

where the sum \( \langle i,j,k \rangle \) is over elementary triangles of the lattice. Let us write the flavor exchange operators in Eq. (18) as \( P_{ij} = \sum_{\alpha h} f_i^\dagger f_{hi} f_{bj} f_{aj} \). The three-site terms in Eq. (19) correspond to \( P_{ij} P_{jk} + P_{jk} P_{ij} \). These operators move the local states clock- and anticlockwise around the triangles of the lattice.

In the case of a similar Hubbard model with two fermion flavors (spin \( S = 1/2 \)), the exchange operator \( P_{ij} \) appearing in the low-energy model corresponds to the Heisenberg term in spin language, \( P_{ij} = 2S_i \cdot S_j + 1/2 \). In this case, a three-site term \( P_{ij} P_{jk} + \text{h.c.} \) is trivial in the sense that it can be reduced to a sum of two-site terms. For three flavors, however, the situation is different. In that case and spin \( S = 1 \), one finds:

\[
P_{ij} = S_i \cdot S_j + (S_1 \cdot S_j)^2 - 1.
\]

(20)

Therefore, the lowest-order term (18) corresponds to the \( KD \) model (14) with \( K = 1 \) and \( D = 0 \). The next-order ring-exchange term (19) is a nontrivial perturbation since it cannot be reduced to two-site terms. Ring-exchange models for spin-1/2 with nontrivial four-site plaquette terms are believed to exhibit spin liquid ground states. 39–41

Motivated by the three-flavor Hubbard model, we propose to study the SU(3) symmetric ring-exchange model,

\[
H_{\alpha} = \cos \alpha \sum_{\langle i,j \rangle} P_{ij} + \sin \alpha \sum_{\langle i,j,k \rangle} \{P_{ij} P_{jk} + \text{h.c.}\}.
\]

(21)

The sum in Eq. (21) goes over nearest-neighbor links \( \langle i,j \rangle \) and elementary triangles \( \langle i,j,k \rangle \) of the lattice. The parameter of this model is \( \alpha \in [-\pi, \pi] \).

1. Results

An analysis of the model (21) in terms of general three-sublattice product states reveals a ferromagnetic phase in the parameter range \( \alpha < -\arctan(3/4) \simeq -0.2\pi \) and \( \alpha > \pi - \arctan(1/2) \simeq 0.85\pi \). Any uniform product state \( \prod_j |\alpha\rangle_j \) is an exact eigenstate with energy \( \epsilon(\alpha) = 3 \cos \alpha + 4 \sin \alpha \), and it is the lowest-energy three-sublattice product state in this parameter range. For \( -\arctan(3/4) < \alpha < -\arctan(3/2) \simeq 0.31\pi \) the 120° antiferromagnetic product state is stabilized. Finally, in the range \( \arctan(3/2) < \alpha < \pi - \arctan(1/2) \), the three nematic directors order in a common plane at an angle of 120° to each other on nearest-neighbor sites (see Fig. 2).

![Fig. 2. Pictorial presentation of the variational phase diagram that we find for the SU(3) ring-exchange model (21).](image)

The above analysis with uncorrelated three-sublattice product states revealed the same ordering patterns that we found in the case of the \( KD \) model investigated in the previous subsection. Therefore, we can use the same trial wave functions specified in Eqs. (15) and (16) to construct correlated ordered states for the ring-exchange model.

We calculate the variational energies of the QSL states (7) as well as the energies of correlated three-sublattice ordered states (9) and (10) for the ring-exchange model specified in Eq. (21). The results are presented in Fig. 3. We see that the conclusions we draw from the simple product state calculation above agree with the result using correlated wave functions in most of the parameter range. However, in the region between the AFM and the 120° nematic phase, around \( \alpha \simeq \pi/4 \), we find an extended region where the d + id QSL has the lowest energy (see also Fig. 2 for a scheme of the phase diagram). The optimal d + id variational parameter \( |\Delta|^{\alpha} \) along with \( (S_1^z)^2 - 2/3 = 1/3 - N_c/N \) are shown in Fig. 4. The ring-exchange term favors a \( \pi \)-flux d + id state with \( s = 1 \). As \( \alpha \) increases, the 0-flux state with a large pairing term \( (|\Delta^{\alpha}| \simeq 4) \) changes to a \( \pi \)-flux state with \( |\Delta^{\alpha}| \simeq 0.5 \) at \( \alpha \simeq 0.22\pi \).

Note that the d + id QSL phase in Fig. 2, as well as the adjacent 120° nematic phase, exhibit a ferroquadrupolar order. For the d + id state this is apparent from Fig. 4 since \( (S_1^z)^2 \) > 2/3. In contrast, lattice rotation symmetry is unbroken in the d + id QSL while both adjacent ordered phases spontaneously break lattice rotation.

As discussed above, for \( \alpha = 0 \) and up to a constant, (21) corresponds to the model (14) with \( K = 1 \) and \( D = 0 \). The

![Fig. 3. (Color online) Variational energies (per site) of the SU(3) ring-exchange model, Eq. (21), as a function of \( \alpha/\pi \).](image)
ground state of this model was recently approached with density matrix renormalization group (DMRG) calculations in Ref. 42. In this work, the authors found a three-sublattice ordering pattern that is consistent with our result. The DMRG energy is displayed in Table II along with the variational energies of the lowest-energy states used in the present paper.

We also consider additional perturbations to the ring-exchange model (21) in order to assess the effect of such terms on possible low-temperature QSL phases. First, we add a single-ion anisotropy term $D \sum_j S_j^z$. As discussed in the previous section, such a term breaks the SU(3) symmetry of the model to SU(2). For small $D$, the ordering plane is explicitly chosen. Large $D$ deforms the three-sublattice ordering pattern in a way similar to that in the bilinear-biquadratic Heisenberg model (14). However, we find that the phase boundaries of the $d + id$ state with the adjacent ordered states are barely affected by $D$ (we investigate the range $|D| \lesssim 1.5$).

Second, we add a next-neighbor exchange term $J_2 \sum_{\langle i,j \rangle} \mathcal{P}_{ij}$ to Eq. (21). Such a term strongly frustrates three-sublattice ordering. At $\alpha = 0$, we find that the three-sublattice ordering is destroyed for $J_2$ as small as $J_2 \simeq 0.25$, and the U(1) QSL has the lowest energy among our ansatz wave functions. However, an analysis of this model in terms of product states reveals that the competing ordering pattern is spiral. So far, we have not included spiral states into our variational analysis and we reserve a detailed study for future work.

In conclusion, we find a region in the phase diagram of the SU(3) ring-exchange model (21) where a chiral $d + id$ quantum spin liquid state is stabilized. The question remains whether this spin model can describe the relevant magnetic interactions in the 6H-B structure of Ba$_3$NiSb$_2$O$_9$. A perturbative expansion in $t/U$ of a two-band Hubbard model with an additional orbital degree of freedom and strong Hund coupling would produce a spin $S = 1$ Heisenberg term $S_i \cdot S_j$ to order $t^4$. Only to next order, $t^6$, one expects biquadratic terms $(S_i \cdot S_j)^2$ as well as three-site terms $(S_i \cdot S_j)(S_j \cdot S_k)$. Those three-site terms are present in our ring-exchange model, but we need them to be of the same order as the Heisenberg term. We found that a dominant nearest-neighbor Heisenberg term is detrimental to the stability of the $d + id$ quantum spin liquid. Further terms in Eq. (21) like $(S_i \cdot S_j)^2(S_j \cdot S_k)$ would only come to order $t^8$ or higher in a perturbative expansion. At present, we cannot conclude whether these higher order terms are relevant for the stability of the $d + id$ QSL or not.

While it is unclear, at present, whether the ring-exchange model (21) can realistically describe the spin liquid phase of Ba$_3$NiSb$_2$O$_9$, it is a very natural model to study if one starts from an integer-filled three-band Hubbard model. Such three- (and higher-) band Hubbard models are currently of great interest, both theoretically and experimentally, in the cold-atom community; see, e.g., Refs. 42 and 46.

V. GAUGE THEORY FOR THE $d + id$ QSL

In this section, we propose to discuss the low-energy gauge theory description of the $d + id$ spin liquid and some of its properties. In order to impose the local particle-number constraint (3), the Lagrange multiplier $\lambda_j$ is introduced in the Euclidean path integral for the spinon partition function:

$$Z = \int D\lambda \prod_a \left[ Df^a Df^*_a \right] e^{-S}. \tag{22}$$

The action is given by

$$S = \sum_j \int_0^\beta d\tau \left( f^a_j(\partial_\tau - i\lambda_j) f^*_j + i\lambda_j z_j + H \right). \tag{23}$$

The Ising variables $z_j \in \{1,2\}$ specify whether site $j$ is constraint to the particle ($N_j = 1$) or hole ($N_j = 2$) representation. The Lagrange multiplier $\lambda_j$ turns out to be the temporal component of the emergent U(1) gauge field. $H$ is the microscopic spin-one Hamiltonian under consideration, written in terms of the spinon variables $f^a_j$. As already stated in Eqs. (4) and (5), a local transformation that leaves the spin operator (1) invariant is given by an element $g_j \in U(1) \times \mathbb{Z}_2$. Under the transformation $g_j = (e^{i\phi}, \chi_j = \pm)$, the fields transform as

$$f^a_j \mapsto e^{i\phi} \left( \frac{1 + \chi_j}{2} f^a_j + \frac{1 - \chi_j}{2} f^*_a \right),$$

$$z_j \mapsto \frac{1 - \chi_j}{2} + \chi_j z_j,$$

and

$$\lambda_j \mapsto \chi_j \lambda_j + \partial_\tau \phi_j. \tag{25}$$
Note that the action (23) is not invariant under time-dependent particle-hole transformations $\chi_j$. Therefore, the particle-hole part of the local symmetry group is not a genuine gauge symmetry of the action. In the following, we can simply choose a particular static $\mathbb{Z}_2$ configuration, e.g., $z_j = 1$, in (23). Furthermore, generic mean-field decouplings (see below) break this local particle-hole symmetry.

In a next step, the spinon interaction terms in $H$ can be decoupled by appropriate Hubbard-Stratonovich fields as is done in the usual slave particle formalism. To maintain the gauge invariance of the action, we need to introduce link variables $a_{ij}$ that are the space components of the U(1) lattice gauge field. The gauge field $(\lambda_j, a_{ij})$ mediates the interaction between the fermionic spinons. So far, all manipulations are formal transformations that do not change the physical content of the action. The question remains whether the resulting U(1) lattice gauge theory exhibits a phase with deconfined spinons. Possible low-temperature phases of the gauge theory are specified at the mean-field level by quadratic Hamiltonians (7) and (9).

Let us now specialize to the d + id phase that we found previously in the SU(3) ring-exchange model (21). This is a Higgs phase where particle-number conservation is two chiral edge modes. A semiclassical argument supports the bulk-edge correspondence, this indicates the presence of a topological state with Chern number equal to two. From charge dependent particle-hole transformations $\chi_j$, the Chern-Simons term $\int \epsilon^{\mu \nu \lambda} a_\mu \partial_\nu a_\lambda$ in the low-energy effective action. Another low-energy term that results in an outgoing wave packet $\psi_k e^{i k \cdot r}$ with wave vector $k = (k_x, k_y)$ at the boundary to an outgoing wave packet $\psi_k e^{i k \cdot r}$ with wave vector $k = (k_x, -k_y)$. The two wave packets “see” the gap functions $\Delta(k)$ and $\Delta(k')$, respectively. For a given incident wave vector $k$, it seems therefore possible to map this problem on the half plane to a one-dimensional scattering problem where the order parameter $\Delta(y)$ interpolates from $\Delta(k)$ as $y \to -\infty$ to $\Delta(k')$ as $y \to +\infty$:

$$
\left( -i \partial_y - E \frac{\Delta(y)}{\Delta(y)^*} \frac{\partial}{\partial E} \right) \psi_{k_y}(y) = 0. \tag{28}
$$

This one-dimensional problem can now be solved in the usual way. For simplicity, let us choose a bulk potential of the form $\Delta(k) = \Delta e^{i \theta(k)}$ where $l \in \mathbb{Z}$ is the winding of the phase of the order parameter around the Fermi surface, and $\cos \theta(k) = k_x / |k|$. A scattering state with incident angle $\theta$ results in an outgoing angle $\theta' = \pi - \theta$. The asymptotic potentials can therefore be chosen as $\Delta(k) = \Delta e^{i \theta(l - \pi/2)}$ and $\Delta(k') = \Delta e^{-i \theta(l - \pi/2)}$. Accordingly, the order parameter $\Delta(y)$ in Eq. (28) has a constant real part $\Delta \cos(\theta - \pi/2)$, and an imaginary part $\Delta \sin(\theta - \pi/2)$ that changes sign across the boundary. This problem can be solved exactly for certain special cases of the interpolating gap profiles. For example, a kink profile with $\Delta(y) = \Delta \cos(l \pi/2 - i \tanh(y) \sin l(\theta - \pi/2))$ yields the bound-state spectrum

$$
E_\theta = \Delta \cos \left[ l \left( \frac{\theta - \pi/2}{2} \right) \right] \left[ \sin l \left( \frac{\theta - \pi/2}{2} \right) \right], \tag{29}
$$

with corresponding eigenvectors

$$
\psi_{\theta}(y) = \frac{1}{2 \cosh(y)} \left( 1, \text{sgn} \left[ \sin l \left( \frac{\theta - \pi/2}{2} \right) \right] \right). \tag{30}
$$

We observe that $E_\theta$ as a function of $\theta$ vanishes exactly $|l|$ times. Therefore, there are $|l|$ gapless edge modes. Using $\cos \theta \approx k_x / k_f$ and expanding Eq. (29) around a node at momentum $k^n_x$, we get $E_0 \approx -l(k_x - k^n_x) \Delta(k_f + \ldots)$. The edge modes are chiral and propagate with the velocity $v_0 = -l \Delta / k_f$. In the simplest nontrivial and well-known case of a p + ip superconductor ($l = 1$), a single chiral edge mode is located at $k^n_x = 0$. Higher angular momenta have chiral modes at $k^n_x \neq 0$. Since the phase winding of the order parameter around the Fermi surface is a topological property, we expect that the number of chiral edge modes is a robust feature of the state, too. The precise location of the nodes at $k^n_x$ and the corresponding propagation speeds $|v_0|$, however, depend on further microscopic details.

**A. Edge modes in chiral superconductors**

In the bulk of a superconductor involving two fermion flavors, writing $\psi = (c_1, c_2)$, the Bogolubov equations are

$$
\begin{pmatrix}
\xi_k - E_k \\
\Delta(k)^* - \xi_k - E_k
\end{pmatrix}
\psi_k = 0. \tag{27}
$$

Here, we consider fully gapped superconductors with $|\Delta(k)| > 0$. The spectrum is given by $E_k = \pm \sqrt{\xi_k^2 + |\Delta(k)|^2}$.

Next, consider a superconductor with a boundary along the $x$ direction. Asymptotically (i.e., for $|k| y > 1$), an incident bulk wave packet $\psi_k e^{i k \cdot r}$ with $k = (k_x, k_y)$ is reflected at the boundary to an outgoing wave packet $\psi_k e^{i k \cdot r}$ with wave vector $k' = (k_x, -k_y)$. The two wave packets “see” the gap functions $\Delta(k)$ and $\Delta(k')$, respectively. For a given incident wave vector $k$, it seems therefore possible to map this problem on the half plane to a one-dimensional scattering problem where the order parameter $\Delta(y)$ interpolates from $\Delta(k)$ as $y \to -\infty$ to $\Delta(k')$ as $y \to +\infty$:

$$
\left( -i \partial_y - E \frac{\Delta(y)}{\Delta(y)^*} \frac{\partial}{\partial E} \right) \psi_{k_y}(y) = 0. \tag{28}
$$

This one-dimensional problem can now be solved in the usual way. For simplicity, let us choose a bulk potential of the form $\Delta(k) = \Delta e^{i \theta(k)}$ where $l \in \mathbb{Z}$ is the winding of the phase of the order parameter around the Fermi surface, and $\cos \theta(k) = k_x / |k|$. A scattering state with incident angle $\theta$ results in an outgoing angle $\theta' = \pi - \theta$. The asymptotic potentials can therefore be chosen as $\Delta(k) = \Delta e^{i \theta(l - \pi/2)}$ and $\Delta(k') = \Delta e^{-i \theta(l - \pi/2)}$. Accordingly, the order parameter $\Delta(y)$ in Eq. (28) has a constant real part $\Delta \cos(\theta - \pi/2)$, and an imaginary part $\Delta \sin l(\theta - \pi/2)$ that changes sign across the boundary. This problem can be solved exactly for certain special cases of the interpolating gap profiles. For example, a kink profile with $\Delta(y) = \Delta \cos(l \pi/2 - i \tanh(y) \sin l(\theta - \pi/2))$ yields the bound-state spectrum

$$
E_\theta = \Delta \cos \left[ l \left( \frac{\theta - \pi/2}{2} \right) \right] \left[ \sin l \left( \frac{\theta - \pi/2}{2} \right) \right], \tag{29}
$$

with corresponding eigenvectors

$$
\psi_{\theta}(y) = \frac{1}{2 \cosh(y)} \left( 1, \text{sgn} \left[ \sin l \left( \frac{\theta - \pi/2}{2} \right) \right] \right). \tag{30}
$$

We observe that $E_\theta$ as a function of $\theta$ vanishes exactly $|l|$ times. Therefore, there are $|l|$ gapless edge modes. Using $\cos \theta \approx k_x / k_f$ and expanding Eq. (29) around a node at momentum $k^n_x$, we get $E_0 \approx -l(k_x - k^n_x) \Delta(k_f + \ldots)$. The edge modes are chiral and propagate with the velocity $v_0 = -l \Delta / k_f$. In the simplest nontrivial and well-known case of a p + ip superconductor ($l = 1$), a single chiral edge mode is located at $k^n_x = 0$. Higher angular momenta have chiral modes at $k^n_x \neq 0$. Since the phase winding of the order parameter around the Fermi surface is a topological property, we expect that the number of chiral edge modes is a robust feature of the state, too. The precise location of the nodes at $k^n_x$ and the corresponding propagation speeds $|v_0|$, however, depend on further microscopic details.

**VI. CHIRAL EDGE MODES FOR THE d + id QSL**

In Ref. 47, it was shown that the d + id superconductor is a topological state with Chern number equal to two. From the bulk-edge correspondence, this indicates the presence of two chiral edge modes. A semiclassical argument supports this conclusion. In the next subsection, we recapitulate this semiclassical argument and generalize it to chiral topological superconductors. In Sec. VI B, we specialize to the d + id QSL state. We calculate its energy spectrum on a triangular-lattice strip, and we discuss the corresponding low-energy edge theory.
by The two gapless points in the boundary spectrum are denoted are delocalized and the energy levels above them are “dense”. localized on the lower boundary for left movers (dashed line), and on the upper boundary for right movers. The higher states (red online) are delocalized and the energy levels above them are “dense”.

B. Low-energy theory for the d + id QSL state

According to the above semiclassical argument, the d + id QSL state ($l = 2$) is expected to exhibit two chiral edge modes located at wave vectors $k_0^a = \pm k_j / \sqrt{2}$. To substantiate this claim, we calculate the spectrum of the d + id state (7) on an triangular-lattice strip of infinite length [here, we neglect the local constraint (3) and work in the fermionic Fock space]. The four lowest energy levels are shown in Fig. 5 as a function of wave vector $k_0$ along the strip. The triangular-lattice d + id state indeed exhibits two gapless left movers localized on the lower boundary and two right movers localized on the upper boundary. The spectrum of $f_z$ spinons with a bulk Fermi surface is omitted in Fig. 5.

As discussed above, the low-energy degrees of freedom localized on the edge for the d + id QSL state are two chiral Dirac fermions. To discuss the physics of these edge states, it is convenient to go to the spinon basis creating $S_z$ eigenstates. We have

$$f_{\sigma} = \frac{1}{\sqrt{2}} (f_x - i \sigma f_y),$$

with $\sigma = \pm 1$. We also denote $f_1 = f_{-1}$. The x-y (triplet) pairing term of the d + id state is $f_x f_{ij} - f_{i\bar{j}} f_{ii} i = (f_{ii} f_{ij} - f_{i\bar{j}} f_{1j})$. Let us consider an edge along the x direction and denote the momentum along the edge by $k = k_x \in [-\pi, \pi]$. The two gapless points in the boundary spectrum are denoted by $k_0^+ = \pm k_0^0$ with $k_0^0 > 0$.

Using the semiclassical expression (30), the edge states are created by operators

$$\chi_{\sigma}(k) \sim f_{\sigma k} + \sigma \text{sgn}(k) f_{\sigma -k}^\dagger,$$

for $|k| \approx k_0^0$. The excitations $\chi_1(k)$ and $\chi_{-1}(k)$ carry spin $S_z = \pm 1$, respectively. Note that the edge states at positive and negative momenta $k$ are not independent. We have $\chi_{-1}(k) = \sigma \text{sgn}(k) \chi_1(-k)$. The low-energy effective edge Hamiltonian is therefore given by

$$\mathcal{H} = v_0 \sum_{k \in \mathbb{R}, \sigma} (k - k_0^0) \chi_{\sigma}(k) \chi_{\sigma}(k),$$

where the sum over $k$ is restricted to the vicinity of the node at momentum $+k_0$ to avoid double counting of states.

Similar to the ordinary quantum Hall effect, the chiral edge modes are expected to be robust with respect to disorder and impurities because no backscattering is possible. Furthermore, due to $S_z$ conservation, hybridization terms such as $f_{\sigma} \chi_{\sigma}$ cannot appear in the low-energy Hamiltonian. In a mean-field decoupling, interaction terms such as $f_{\sigma} f_{\sigma} \chi_{\sigma}$ only shift the chemical potentials of bulk and edge gapless modes, and do not significantly alter the edge physics. The presence of protected chiral edge modes carrying spin $S_z = \pm 1$ implies a quantized spin Hall conductivity. We also expect a thermal Hall conductivity in the d + id QSL state.

In the d + id QSL phase with unbroken lattice symmetries, $f_z$ must necessarily form a spinon Fermi surface (see Sec. III A). However, this argument becomes invalid when the lattice symmetries are explicitly broken. For example, close to the boundary of the sample, symmetry allows a pairing term for $f_z$. Similarly, we expect the spinon to acquire a local gap in the vicinity of bulk impurities. This property makes the spinon Fermi surface hard to detect in any experiment that involves local probes.

VII. RESPONSE FUNCTIONS AND PHYSICAL PROPERTIES OF THE d + id QSL

In this section, we release the local constraint (3) in order to analyze the spectral properties of the d + id mean-field state. This can be justified from the point of view of the U(1) gauge theory since we are in a Higgs phase where gauge fluctuations can be neglected. In this case, the $f_z$ spinon can be treated as a weakly interacting Fermi liquid.

A. Static spin susceptibility and NMR relaxation rate

The response function, $R_{\alpha\alpha}(i\omega) = \sum_{ij} \int_0^\beta d\tau e^{i\omega\tau} \langle S_{ij}(\tau) S_{ij}\rangle$, in the d + id state has the following properties: Since $f_x$ and $f_y$ fermions are paired, we have $R_{xz}(i\omega) = 0$. However, $R_{xz}(i\omega) = R_{x\bar{z}}(i\omega)$ do not vanish at low temperature. In the low-frequency, low-temperature limit, $|\omega| \ll T \to 0$, we find

$$\chi_{x}^0 = \text{Re}[R_{xx}(0)] = \int_{\text{BZ}} \frac{d^2k}{2\pi} \frac{E_k - \text{sgn}(\xi_k^x)\xi_k^x}{E_k (E_k + |\xi_k^x|^2)},$$

with $\xi_k = 2|\cos(\hat{1} \cdot \mathbf{k}) + \cos(\hat{2} \cdot \mathbf{k}) + \cos(\hat{3} \cdot \mathbf{k})| - \mu_\sigma$, is the dispersion of the $x$ and $z$ fermions. $E_k = \sqrt{(|\xi_k^x|^2 + |\Delta_k^{x,\bar{z}}|^2)^2 + e^{2\pi i/3}(\cos(\hat{2} \cdot \mathbf{k}) + e^{-2\pi i/3}\cos(\hat{3} \cdot \mathbf{k}))}$, and the d + id gap function is $\Delta_k^{x,\bar{z}} = \Delta_0 \cos(\hat{1} \cdot \mathbf{k}) + e^{2\pi i/3}(\cos(\hat{2} \cdot \mathbf{k}) + e^{-2\pi i/3}\cos(\hat{3} \cdot \mathbf{k}))$. As before, $\hat{1}, \hat{2},$ and $\hat{3}$ are vectors of nearest-neighbor links on the triangular lattice. We find that the static spin susceptibility $\chi_{x}^0$ takes a nonzero value...
given by the integral over the Brillouin zone (BZ), Eq. (34). Its numerical value depends on the parameters \( \Delta, \mu_x, \mu_z \), and on \( s = \pm 1 \). In the limit \( \Delta \lesssim |\mu_x - \mu_z| \ll 1 \), \( \chi_s^0 \) approaches the Pauli susceptibility of two unpaired Fermions, \( \chi_s^0 \approx 2 \nu_s \), where \( \nu_s = \int_{\text{BZ}} d^2k/(2\pi) \delta(\xi_s^0) \) is the density of states at the Fermi surface. In conclusion, we predict a strong anisotropy of the spin susceptibility \( \chi_s^0 = \Re[R_{\text{max}}(0)] \) for the d+id state at low temperature.

The nuclear spin relaxation rate is given by \( T_1^{-1} \sim T \text{Im}[R(i\omega \to 0)] \). In the d+id QSL state, we find that this quantity is exponentially small for temperatures below the gap.

### B. Specific heat and Wilson ratio

In the d+id spin liquid, the magnetic specific heat at low temperature is linear in temperature due to the \( f_z \) spinon Fermi surface. The coefficient is given by\(^{34} \)

\[
\gamma = \frac{C_M}{T} = \frac{\pi^2 \nu_s}{3}.
\]

The Wilson ratio is defined as

\[
R_W = \frac{4\pi^2 \bar{\gamma}_0}{\gamma}.
\]

Since the measurements in Ba\(_3\)NiSb\(_2\)O\(_9\) were made on powder samples, a directional average should be used in this expression for comparison with experiment, \( \bar{\gamma}_0 = 2\nu_s^0/3 \).

The Wilson ratio, \( R_W = 8\nu_s^0 (3\nu_s) \), for the d+id state is plotted as a function of \( \mu_x - \mu_z^0 \) in Fig. 6. The choices of parameters (\( \Delta = 0.5 \) and 2.6 for the 0-flux state, and \( \Delta = 0.5 \) for the \( \pi \)-flux state) are examples of lowest energy d+id states in the ring-exchange model, (21), at \( \alpha \approx \pi/4 \). Note that in this plot, we adjust the chemical potential \( \mu_x = \mu_y \), such that the constraint is satisfied on average, \( \sum_a \langle n_a \rangle = 1 \). The shift \( \mu_z^0 \) is the optimized chemical potential for the ring-exchange model, i.e., for \( D = 0 \). In Fig. 6, we see that the Wilson ratio is enhanced in the d+id state with respect to a metal (where \( R_W = 4/3 \)) by a factor of approximately two at \( \mu_x = \mu_z^0 \). This can be attributed to the fact that only a single fermion flavor contributes to the coefficient of specific heat in the QSL state. Since \( S_z^2 = 1 - f_z^2 f_z \), a single-ion anisotropy term in the Hamiltonian acts as a chemical potential for the \( f_z \) spinon. We have \( D \propto (\mu_x - \mu_z^0) \), and \( R_W \) can be further enhanced by a nonzero \( D \). An easy-plane anisotropy \( (D < 0) \) shrinks the spinon Fermi surface, resulting in enhancement of \( R_W \). For an easy-axis anisotropy \( (D > 0) \), the Wilson ratio is enhanced due to an increase in magnetic susceptibility in the case of the \( \pi \)-flux state.

Experimentally, a large Wilson ratio of \( R_W \approx 5.6 \) was reported for the spin liquid phase of Ba\(_3\)NiSb\(_2\)O\(_9\).\(^{11}\) Within the framework of the d+id QSL state, we can conclude that quite a strong single-ion anisotropy, \( |D| \gtrsim 1 \), is required to explain the large Wilson ratio seen in Ba\(_3\)NiSb\(_2\)O\(_9\).

Note that the U(1) state has Fermi surfaces for all three spinon flavors. However, since this state is in a Coulomb phase, the U(1) gauge fluctuations are expected to be very strong. Assuming Landau damping of the photon, it has been proposed that the specific heat in such a strongly coupled phase should have the non-Fermi-liquid behavior \( C_M \propto T^{2/3} \).\(^{30,40}\)

### C. Thermal Hall effect

Due to the spinon Fermi surface of \( f_z \), the d+id QSL state exhibits a longitudinal heat conductivity.\(^{55}\) According to the Wiedemann-Franz law, it is of the form

\[
\kappa_{xx} = \frac{\tau \epsilon_f}{h} g_0, \quad \kappa_{yy} = \frac{\tau \epsilon_f}{h} g_0, \quad \kappa_{xy} = g_0.
\]

where \( g_0 = \pi^2 T/(3h) \) is the thermal conductance quantum, \( \epsilon_f \) is the Fermi energy of the \( f_z \) spinon, and \( \tau \) is its lifetime. However, no longitudinal spin current will flow since the spin excitations are fully gapped in the bulk. Nevertheless, we expect a thermal (and spin) Hall conductivity due to the chiral edge modes.\(^{56,57}\)

\[
\kappa_{yz} \simeq 2g_0.
\]

Since the state is compressible, \( \kappa_{yx} \) is not expected to be exactly quantized. The \( f_z \) spinon with a bulk Fermi surface also contributes to \( \kappa_{yz} \) due to a classical Hall effect in the chiral spin liquid. On the other hand, the spin Hall conductivity is expected to be exactly quantized.

Let us briefly contrast the physical properties of the d+id QSL state discussed here with the spin liquid scenario proposed by Xu et al.\(^{14}\) for the 6H-B phase of the Ba\(_3\)NiSb\(_2\)O\(_9\) compound. The proposed ("\( Z_4 \)") state has gapless fermionic spinon excitations with quadratic band touching. This leads to a \( T \)-linear specific heat and a constant spin susceptibility at low temperature. However, in contrast to the d+id QSL, the bulk spin excitations are gapless in the \( Z_4 \) state, and no chiral edge modes are expected. This leads to a finite spin relaxation rate at low temperature as well as absence of thermal and spin Hall effects in this state.

### VIII. Conclusion and Outlook

In this paper, we construct all natural quantum spin liquid states with three flavors of fermionic spinons for spin \( S = 1 \).
Heisenberg models on the triangular lattice. We compare their variational energies with the ones of various long-range ordered states. We find that for large biquadratic and ring-exchange terms (of the order of the Heisenberg exchange \( J > 0 \)), an exotic chiral quantum spin liquid with a spinon Fermi surface is stabilized. The physical properties of the \( d + id \) QSL state seem to be consistent with the recent experiment on \( \text{Ba}_3\text{NiSb}_2\text{O}_9 \). While the \( d + id \) QSL scenario we investigate in this paper has many attractive and novel features, it remains unclear whether the microscopic parameters required to stabilize such a phase are realized in \( \text{Ba}_3\text{NiSb}_2\text{O}_9 \). From the crystal structure proposed in Ref. 11, it seems more likely that the nearest-neighbor antiferromagnetic exchange energy \( J \) is the dominant microscopic parameter. Therefore, the theoretical research must continue and more experiments are needed to elucidate the spin state realized in this material.

Recently, new experimental results were published on the related spin liquid candidate \( \text{Ba}_3\text{CuSb}_2\text{O}_9 \) in Ref. 58. In contrast to earlier experiments on powder samples,\(^{10}\) the new experiments on single crystals indicated that the \( \text{Cu}^{2+} \) ions on the triangular lattice may form dipolar molecules with the \( \text{Sb}^{5+} \) ions and can move out of plane. Strong disorder due to Jahn-Teller distortions or fluctuations of these Ising dipoles may play a key role in the absence of ordering in the \( \text{Cu} \) compound. Similar effects may also be present in \( \text{Ba}_3\text{NiSb}_2\text{O}_9 \), which opens promising avenues for future studies on this material.

ACKNOWLEDGMENTS

We thank Kuang-Ting Chen, Rebecca Flint, Dmitri Ivanov, Z.-X. Liu, Tai-Kai Ng, Lara Thompson, Tamás Tóth, and Fa Wang for helpful discussions. T.S. is supported by NSF DMR 1005434. P.A.L. is supported by NSF DMR 1104498. S.B. acknowledges support from the Swiss National Science Foundation (SNSF).

APPENDIX A: VARIATIONAL MONTE CARLO

The variational Monte Carlo (VMC) method allows us to efficiently evaluate expectation values of observables in a given many body wave function within small error bars.\(^{22,59}\) This works as follows: Let \( | \psi \rangle \) be the wave function and let \( \mathcal{O} \) be the observable we want to evaluate. Let \( \{ | \alpha \rangle \} \) be an “Ising” basis of the Hilbert space; i.e., \( | \alpha \rangle \) is a product of local basis states. We can write

\[
\langle \psi | \mathcal{O} | \psi \rangle = \sum_{\alpha} | \langle \alpha | \psi \rangle |^2 \frac{\langle \alpha | \mathcal{O} | \psi \rangle}{\langle \alpha | \psi \rangle}, \tag{A1}
\]

with \( | \langle \alpha | \psi \rangle |^2 = |\langle \psi | \alpha \rangle|^2 \langle \psi | \psi \rangle \). Since \( \sum_{\alpha} | \langle \alpha | \psi \rangle |^2 = 1 \), \( | \psi (\alpha) \rangle \) is a probability distribution on the Ising configurations \( \{ | \alpha \rangle \} \). Such a distribution can be generated by a Metropolis algorithm with acceptance probability

\[
p(\alpha \rightarrow \alpha') = \min \left\{ \frac{| \psi (\alpha') |^2}{| \psi (\alpha) |}, 1 \right\}. \tag{A2}
\]

Note that, in Eq. (A2), \( \psi (\alpha) \) does not need to be normalized. The sequence \( \{ \alpha \} \) generated by a random walk with probability (A2) can be used to efficiently calculate the expectation value,

\[
\langle \psi | \mathcal{O} | \psi \rangle \simeq \sum_{\alpha} \frac{\langle \alpha | \mathcal{O} | \psi \rangle}{\langle \alpha | \psi \rangle}. \tag{A3}
\]

In this paper, we use \( \sim 200 \) Monte Carlo runs to estimate the error of Eq. (A3) by its variance over the runs. The length of a run is \( \sim 200 \) steps, and the observables are measured after each step. The measurements are precessed by an equilibration skip of \( \sim 400 \) steps. Each Monte Carlo step consists of \( 4 \times N \sim 600 \) local moves, accepted with probability (A2). We use a lattice of \( N = L \times L \) sites, with a linear size \( L = 12 \) in our calculations. The error bars on the variational energies shown in Figs. 1 and 3 are smaller than the symbol sizes.

Local and global constraints (projections) on the wave function \( | \psi \rangle \) can be easily implemented in the VMC scheme. The Gutzwiller projection, \( | \psi \rangle = P_G | \psi_0 \rangle \), for example, can be taken into account by restricting the Ising configurations \( \alpha \) to the singly occupied subspace (\( n_f = 1 \)). Similarly, projection of a spin wave function to \( S_N^z = 0 \) leads to a global restriction on the configurations \( \alpha \). Here, it is important to have an algorithm that generates all states \( \alpha \) in the constrained subspace with uniform probability.

To apply VMC to a particular wave function, we first need an expression for \( \langle \psi (\alpha) | \alpha | \psi \rangle \). Next, an efficient algorithm is needed to calculate the Metropolis acceptance probabilities (A2) for local moves in the constrained subspace. Similarly, for each observable of interest, one has to find an efficient way to calculate the ratio of overlaps in Eq. (A3).

APPENDIX B: FERMIONIC WAVE FUNCTIONS

The first class of wave functions that we are considering in this paper are Gutzwiller-projected ground states of quadratic Hamiltonians, \( H_{\text{ff}} \), for three flavors of fermions \( f_a \). A similar study of wave functions with two flavors of fermions has been pioneered by Gros\(^{22}\) for spin \( S = 1/2 \) models.

In our calculation of fermionic QSLs and fermionic ordered wave functions, we use the local basis of time-reversal-invariant states, \( | \alpha \rangle \in \{ | x \rangle, | y \rangle, | z \rangle \} \). Eq. (2). The Ising configurations \( \alpha \) are restricted to singly occupied states on a lattice of \( N = L \times L \) sites. Furthermore, we restrict the configurations to states with \( N_x = N_y \) and \( N_z \) kept fixed (that is, the wave functions are projected to fixed total flavor numbers; see below).

Let \( r_j^a \in \mathbb{Z}^L \times \mathbb{Z}^L \) be the lattice positions of flavor \( a \in \{ x, y, z \} \) in the Ising configuration \( \alpha \). The U(1) state and the triplet (\( x-y \) paired) QSL states in Eq. (7) can be written as a product of two determinants,

\[
\langle \alpha | \psi \rangle = \det \left[ e^{i k_j^a r_j^a} \right] \det \left[ A \left( r_j^a - r_j^l \right) \right], \tag{B1}
\]

where \( j \) and \( l \) are the indices for the determinants. \( k_j^a \) are the occupied momentum states of \( f_a \) spinons inside the Fermi sea, \( \epsilon_{k_j^a} < \mu_z \). For the U(1) state, \( A(r) \) is a Slater matrix\(^{22}\),

\[
A(r) = \sum_{k \in \mathbb{BZ}, \epsilon_k < \mu_z} e^{ikr}. \tag{B2}
\]
with momenta \( k \) going over filled states in the first Brillouin zone (BZ). For the triplet QSL states (s-wave, d + id), we have

\[
A(r) = \sum_{k \in \text{BZ}} a_k e^{i k \cdot r},
\]

where \( a_k = v_k/u_k = \Delta_k/(E_k + \bar{k}_v) \) is the ratio of BCS coherence factors for the pairing of \( f_s \) and \( f_s \) fermions.\(^4\)

For the QSL states with equal-flavor pairing (\( f \)-wave, \( p + ip \)), the wave function is a product of three Pfaffians,\(^60,61\)

\[
\langle \alpha | \psi \rangle = \prod_{\alpha} \text{Pf} \left[ A^\alpha (r_j^a - r_i^a) \right].
\]

with

\[
A^\alpha (r) = \sum_{k \in \text{BZ}} a_k^\alpha \sin(k \cdot r),
\]

where \( a_k^\alpha = v_k^\alpha/u_k^\alpha \) are the ratio of coherence factors for each paired fermion flavor.

In the case of the ordered states (9), the fermions are unpaired, but the flavors hybridize through terms \( f_{a \alpha} f_{b \beta} \), etc. For a lattice of \( N \) sites, the corresponding wave function is a single Slater determinant of size \( N \times N \),

\[
\langle \alpha | \psi \rangle = \det \left[ A_l (r_j^a) \right].
\]

Here, \( l = 1 \ldots N \), and \( A_l (r_j^a) \) are the lowest eigenvectors of the mean-field matrix \( H_{ij}^{ab} \) with \( H_{ord} = \sum_{ij,ab} f_{a \alpha} f_{b \alpha}^\dagger H_{ij}^{ab} f_{b \beta} f_{a \beta}^\dagger \). For the three-sublattice ordered states we consider in this paper, the eigenvectors can be labeled by \( l = (n, k) \), where \( n \) is a band index and \( k \) lies in the reduced Brillouin zone.

Our calculations are done on a finite lattice with \( N = L \times L \) sites. In order to avoid singularities or degeneracies in Eqs. (B1)–(B6), we use quadratic trial Hamiltonians (7) and (9) with periodic in one and antiperiodic boundary conditions in the other lattice direction for the spinons \( f_{a \alpha} \). The \( f \)-wave state, however, has lines of nodes in the gap function \( \Delta_k \) (at momenta \( \{k_\|\} \) that cannot be avoided by choosing periodic-antiperiodic boundary conditions. A singularity \( |a_k^\alpha| \to \infty \) occurs on these lines, and (B5) is ill defined. To cure the divergencies, we replace \( a_k^\alpha \) by a large but finite quantity, namely, \( \pm 20 \times \max_{k \in \{k_\|\}} |a_k^\alpha| \). The sign is chosen to be consistent with the sign of \( a_k^\alpha \) as \( k \to k_0 \). We have verified that the relevant correlators do not depend on the precise factor in the regularization and that the wave function (correlators) correctly reproduces the U(1) state when \( |\Delta^{\alpha \alpha}| < 1 \).

We use the usual tricks for an efficient evaluation of the Metropolis acceptance probability (A2) and the expectation values (A3) in fermionic wave functions: The inverse of the matrices in Eqs. (B1), (B4), and (B6) is stored and updated during the Monte Carlo random walk.\(^59\) This allows for efficient evaluation of determinants and Pfaffians with rows and/or columns replaced or removed.\(^22,60,61\) To update the inverse of an antisymmetric matrix with a row and column replaced, we use the Sherman-Morrison algorithm\(^63\) twice, followed by antisymmetrization of the matrix. This procedure greatly improves the numerical stability of the update. The PFAPACK package by Wimmer\(^64\) is used for efficient evaluation of Pfaffians.

### 1. Flavor-number nonconservation

An important technical difficulty with fermionic RVB wave functions for spin \( S = 1 \) is that typical microscopic models such as (14), when written in terms of fermion operators, do not conserve the number of each fermion flavor separately. This issue is also present if we wish to represent the spin operator by more than three fermion flavors. We have \( N^\alpha = N - \sum_j S^\alpha_{ij} \) and \( \{H_{KD}, N^\alpha\} \neq 0 \), in general. Unlike in the case of spin-1/2, conservation of \( S^\alpha_{tot} = \sum_j S^\alpha_{ij} \) does not imply conservations of flavor number. Note, however, that \( N_0 \) is conserved in the SU(3) model (21) or in the KD model (14) at \( K = 1 \), where this issue does not arise. Writing (14) with fermions, the terms not commuting with \( N_0 \) are

\[
(K - 1) \sum_{ab} f^\dagger_{ai} f_{bi} f^\dagger_{aj} f_{bj},
\]

which vanish for \( K = 1 \). In general, there is therefore no justification for using variational wave functions that are particle-number eigenstates. For such wave functions, the Ising configurations \( \alpha \) in Eq. (A2) must visit all possible total flavor numbers, with \( \sum_\alpha N^\alpha = N \) kept fixed. In a brute force implementation, the determinants and Pfaffians in Eq. (B1) and (B4) may need to change sizes during a Monte Carlo run, which implies a high computational overhead. Such a simulation has recently been done in the case of spin-one chains.\(^65\)

The problem is actually absent for the QSL states with a spinon Fermi surface. In this case, the wave function is an \( N \)-eigenstate. \( N_0 \) and \( N_y \) do fluctuate in a paired state; nevertheless, \( N_x = N_y \) and all expectation values of Eq. (B7) vanish in this class of wave functions. The difficulty is only present for equal-flavor paired QSL states (\( f \)-wave and \( p + ip \)) and for the ordered states (9). In these cases, the expectation value of Eq. (B7) does not vanish (before or after Gutzwiller projection). The flavor numbers \( N_\alpha \) fluctuate independently of each other in these wave functions.

To resolve this issue, we can use the standard argument\(^22\) that relates grand-canonical and microcanonical RVB wave functions: The paired mean-field states are strongly peaked at some average flavor number \( \bar{N}_0 = (\bar{N}_x, \bar{N}_y, \bar{N}_0) \). This peak in flavor number may shift position to \( N_0 \) after Gutzwiller projection, but it should still be present. Furthermore, the variance is expected to vanish in the thermodynamic limit, \( \langle (N_0 - \bar{N}_0)^2 \rangle / N^2 \sim 1/N \). Therefore, it is justified to work with microcanonical wave functions that are obtained by projecting the grand-canonical wave function, \( |\psi\rangle \), to fixed total flavor numbers,

\[
|N_0\rangle = P(N_0) |\psi\rangle.
\]

VMC calculation of expectation values of particle-number conserving operators within a microcanonical wave function is straightforward. However, off-diagonal operators such as (B7) require some care.\(^66\) As an example, let us consider the operator

\[
R_{xy} = f^\dagger_{xi} f_{yi} f^\dagger_{xj} f_{yj}.
\]
Its expectation value in the grand-canonical wave function can be approximated as
\[
\langle \psi | R_{xy} | \psi \rangle \simeq \frac{\langle \hat{N}_0^+ | R_{xy} | \hat{N}_0 \rangle}{\sqrt{\langle \hat{N}_0^+ | \hat{N}_0 \rangle}}, \quad (B10)
\]
with \( \hat{N}_0^\pm = (\hat{N}_0^0 \pm 2 \hat{N}_0^1 \mp 2 \hat{N}_0^2) \), and \( \hat{N}_0 \) is the average particle number in \( |\psi\rangle \). In VMC, the right-hand side of Eq. (B10) cannot be calculated directly with the correct normalization. However, it is possible to calculate
\[
\frac{\langle \hat{N}_0^+ | R_{xy} | \hat{N}_0 \rangle}{\langle \hat{N}_0 | \hat{N}_0 \rangle} \quad \text{and} \quad \frac{\langle \hat{N}_0 | R_{xy} | \hat{N}_0^+ \rangle}{\langle \hat{N}_0^+ | \hat{N}_0 \rangle}, \quad (B11)
\]
within a single Monte Carlo run. Since the last average satisfies \( \frac{\langle \hat{N}_0 | R_{xy} | \hat{N}_0^+ \rangle}{\langle \hat{N}_0 | \hat{N}_0 \rangle} \simeq \frac{\langle \hat{N}_0^+ | R_{xy} | \hat{N}_0 \rangle}{\langle \hat{N}_0^+ | \hat{N}_0 \rangle} \), the normalization factor can be calculated from the ratio of the two correlators in Eq. (B11),
\[
g_{xy} = \left. \frac{\langle \hat{N}_0 | \hat{N}_0 \rangle}{\langle \hat{N}_0^+ | \hat{N}_0 \rangle} \right|^{(B11)} \left. \frac{\langle \hat{N}_0 | R_{xy} | \hat{N}_0 \rangle}{\langle \hat{N}_0^+ | \hat{N}_0 \rangle} \right|^{(B11)}.
\]
Finally, the correctly normalized expectation value (B10) is evaluated as
\[
\langle \psi | R_{xy} | \psi \rangle \simeq \sqrt{g_{xy}} \frac{\langle \hat{N}_0^+ | R_{xy} | \hat{N}_0 \rangle}{\langle \hat{N}_0 | \hat{N}_0 \rangle}. \quad (B13)
\]
It is clear that for a given wave function, \( g_{xy} \), (B12), does not depend on the off-diagonal operator \( R_{xy} \) (for example, \( R_{xy} \) on different sites must give the same \( g_{xy} \)). This provides a nontrivial check of our code and we found that the renormalization factors \( g_{ab} \) are indeed identical on different sites within error bars.

Of course, a particle-number projection \( |N⟩ \) is only a faithful representation of \( |ψ⟩ \) if the flavor number \( N \) is sufficiently close to the average value \( \hat{N}_0 \) in the Gutzwiller projected wave function. Using \( N \) as a variational parameter (here with the restriction \( N_x = N_y \) guarantees that the state \( |\hat{N}_0⟩ \propto |ψ⟩ \) is among the variational wave functions. For the equal-flavor paired singlet wave functions, we found that the agreement between our optimal correlators and the ones calculated in the corresponding grand-canonical wave functions is very good.\(^{67}\)

For spin \( S = 1/2 \) systems, the investigation of (doped) RVB wave functions in the grand-canonical ensemble was pioneered by Yokohama and Shiba in Ref. 68. These authors introduced a particle-hole transformation \( c_i^\dagger \rightarrow c_i \) that allows one to do fixed-particle VMC simulations. However, this trick does not easily generalize to spin-one. For spin-half RVB wave functions, the agreement between microcanonical and grand-canonical approaches was found to be very good. Note, however, that particle number renormalization by the Gutzwiller projector in grand-canonical wave functions leads to sublattice effects that need to be taken into account if one wishes to apply the Gutzwiller approximation.\(^{69-71}\)

APPENDIX C: HUSE-ELSER WAVE FUNCTIONS

This Appendix contains details regarding the implementation of trial wave functions of Huse-Elser type, generalized to the spin \( S = 1 \) case. Similar to the case of spin \( S = 1/2 \), our construction starts from an uncorrelated product-state wave function. Quantum correlations are introduced by applying Jastrow factors to the simple product state. The resulting wave function has two sets of variational parameters: parameters controlling the product state, and Jastrow parameters responsible for the quantum correlations.

For the Huse-Elser wave functions, we use the local basis of \( S_z \) eigenstates, i.e., the states \( |0⟩, |1⟩, \) and \( |1⟩ \) with \( S_z = 0, 1, \) and \( -1 \), respectively. The corresponding basis of Ising configurations is denoted by \( |\alpha⟩ = |110101 \ldots⟩ \). As before, the singly occupied subspace corresponds to physical spin states. Furthermore, we project the wave functions to \( S_z^{\text{tot}} = 0 \) by restricting to Ising states with \( N_y = N_1 \). However, here we allow the total flavor numbers to fluctuate within this subspace.

In Ref. 31 the optimal three-sublattice product states for the bilinear-biquadratic model (14) were calculated. It was found that the ordering patterns in this model are well captured by the antiferromagnetic and nematic states given in Eqs. (15) and (16). In the basis of \( S_z \) eigenstates, the wave function on \( A, B, \) and \( C \) sublattices is given by
\[
|A⟩ = \cos \eta |0⟩ + \kappa \frac{\sin \eta}{\sqrt{2}} (|1⟩ + |1⟩),
\]
\[
|B⟩, |C⟩ = \cos |0⟩ + \kappa \frac{\sin \eta}{\sqrt{2}} (e^{\pm 2\pi i/3} |1⟩ + e^{\pm 2\pi i/3} |1⟩),
\]
where \( \eta \) is a variational parameter, \( \kappa = 1 \) corresponds to the antiferromagnetic, and \( \kappa = i \) to the nematic product state. Using the Ising basis, the corresponding wave function may be written as
\[
|\psi_p⟩ = \sum_\alpha e^{\tilde{H}_1} |\alpha⟩,
\]
where the sum goes over Ising states in the \( S_z \) basis. The one-body operator \( \tilde{H}_1 \) accounts for different weights of \( |0⟩, |1⟩, \) and \( |1⟩ \), as well as for site-dependent phase factors in the product-state wave function. For the particular case specified in Eq. (C1), it can be written in terms of \( S_z \) operators as
\[
\tilde{H}_1 = \sum_j \left\{ \frac{2\pi i}{3} (\delta_{j\in C} - \delta_{j\in B}) S_{zj} + \ln \left( \frac{\tan \eta}{\sqrt{2}} \right) S_{zj}^2 \right\}.
\]
(C3)
The Kronecker symbols \( \delta_{j\in B} \) and \( \delta_{j\in C} \) are nonzero only for sites \( j \) belonging to the \( B \) or \( C \) sublattice, respectively.

The advantage of the rather complicated form Eq. (C2) for writing a simple product state is that quantum correlations can be built in easily by adding extra terms to \( \tilde{H}_1 \). We define
\[
|\psi⟩ = \sum_\alpha e^{\tilde{H}} |\alpha⟩,
\]
where
\[
\tilde{H} = \tilde{H}_1 + \tilde{H}_2 + \tilde{H}_3 + \cdots,
\]
and \( \tilde{H}_2, \tilde{H}_3, \ldots \) denote many-body Jastrow factors. The correlated wave function (C4) is easy to use in VMC, as long as \( \tilde{H} \) is diagonal in the Ising basis \( |\alpha⟩ \). In this paper, we only consider two-body correlation terms,
\[
\tilde{H}_2 = -\sum_{\langle i,j⟩} [\beta (S_{zi} S_{zj}) + \gamma (S_{zi} S_{zj})^2].
\]
(C6)
In principle, in Eq. (C6), the sum can go over farther-neighbor lattice sites, and the variational parameters $\beta$ and $\gamma$ may depend on the distance between sites. However, inclusion of farther-neighbor correlations are expected to have a small effect on the ground state energy.\textsuperscript{28} Because of this, and also, in order to have a number of variational parameters that is similar to the number of parameters used for the spin liquid wave functions, we consider only nearest-neighbor Jastrow factors here.

The VMC algorithm can now be applied to Huse-Elser wave functions as outlined in Appendix A. The wave function is given by

$$\langle \alpha | \psi \rangle = e^{i\hat{H} (\alpha)}, \tag{C7}$$

where $\hat{H} (\alpha) = \langle \alpha | \hat{H} | \alpha \rangle$. The Metropolis acceptance probability (A2) and the expectation values (A3) are straightforward to calculate. In contrast to the case of fermionic wave functions, no determinants or Pfaffians need to be evaluated or updated for this.

In contrast to similar wave functions for spin $S = 1/2$, an important subtlety arises here in the generation of the random walk. For $S = 1/2$ and $S_{\text{tot}}^{\text{ext}} = 0$, the configurations $\alpha$ are restricted to states with an equal number of up and down spins. Therefore, the only admissible local Monte Carlo move is an exchange of two opposite spins. For $S = 1$, due to presence of the nematic state $|0\rangle$ with $S_z = 0$, more local moves are possible. The Hilbert space for $S = 1$ and $S_{\text{tot}}^{\text{ext}} = 0$ can be written as a direct sum of orthogonal subspaces ($N_1$-sectors) with a fixed number $N_1 = 0 \ldots N/2$ of sites in configuration $|1\rangle$. The dimension of each $N_1$-sector is $D(N_1) = (\frac{N}{N_1}) (\frac{N-N_1}{N_1})$. There exist two types of local moves in a random walk through the Ising configurations: those leaving $N_1$ intact and those changing $N_1$ and moving to a different $N_1$-sector. The algorithm generating the random walk has to be unbiased with respect to moves between different sectors such that each $N_1$-sector is visited with probability $p(N_1) = D(N_1)/\sum_{N_1=0}^{N/2} D(N_1)$. We have checked that such a distribution is accurately generated by the following procedure. We pick two sites at random and, depending on the states found on the sites, perform the following move:

(i) $|0\rangle|1\rangle$ or $|0\rangle|\bar{1}\rangle$: exchange the states.

(ii) $|1\rangle|\bar{1}\rangle$: exchange states or change to $|0\rangle|0\rangle$, each with probabilities 1/2.

(iii) $|0\rangle|0\rangle$: change state to $|1\rangle|\bar{1}\rangle$.

(iv) $|1\rangle|1\rangle$ or $|\bar{1}\rangle|\bar{1}\rangle$: pick two different sites that are occupied by unequal flavors and exchange them.

In (iv), when the configurations $|1\rangle|1\rangle$ or $|\bar{1}\rangle|\bar{1}\rangle$ are encountered, it is important to find two flavors to exchange, thus not changing the $N_1$-sector. For example, if our algorithm rejected this case, and retried with another pair of sites, the random walk would be biased with respect to the distribution $p(N_1)$, resulting in a higher probability for visiting sectors with smaller $N_1$.

APPENDIX D: SYMMETRIES OF KD AND SU(3) MODELS

In this Appendix, we elaborate on the symmetry properties of the bilinear-biquadratic model (14) and of the SU(3) ring-exchange model (21) investigated in this paper. Let us first discuss the SU(3) symmetry of these models. Writing the Heisenberg exchange operator for spin $S = 1$, Eq. (20), in terms of the operators $f = (f_x, f_y, f_z)$, we have

$$\mathcal{P}_{ij} = S_i \cdot S_j + (S_i \cdot S_j)^2 - 1$$

$$= \sum_{ab} f^\dagger_{ai} f_{bi} f^\dagger_{bj} f_{aj} = f^\dagger_i \cdot (f_j \cdot f^\dagger_j) f_j.$$ \tag{D1}

In this notation it is clear that $\mathcal{P}_{ij}$ is invariant under a global transformation $f \mapsto A f$ where $A$ is a general $3 \times 3$ unitary matrix. However, as discussed previously, the transformation $f_\alpha \mapsto e^{i\phi} f_\alpha$ with the same phase for all flavors does not change the corresponding spin state. Therefore, the relevant spin symmetry is SU(3) $= U(3)/U(1)$, and we can take $A \in SU(3)$. Similar to the operators $f_\alpha$ that create these states, the spin states $|\alpha\rangle$ transform in the fundamental representation of the SU(3) symmetry, by matrix multiplication with $A$. To find the action of the symmetry on spin operators, let us define

$$\hat{Q}_\mu = \sum_{ab} f^\dagger_{ai} \lambda^{ab}_\mu f_b,$$ \tag{D2}

where $\lambda^{ab}_\mu = (Q^{ab}_\mu, \mu = 1 \ldots 8$, are the Gell-Mann matrices, generators of SU(3). Using

$$[\hat{Q}_\mu, f_a] = \sum_b \hat{Q}^{ab}_\mu f_b,$$ \tag{D3}

it is clear that

$$A f = e^{i\phi} \hat{Q} f = e^{i\phi} \hat{Q} f e^{-i\phi},$$ \tag{D4}

for $A = \exp\{i \sum_\mu \alpha_\mu \hat{Q}_\mu\}$ and $\hat{Q} = \sum_\mu \alpha_\mu \hat{Q}_\mu$. Therefore, the spin operators

$$S = -i f^\dagger \wedge f$$ \tag{D5}

transform as

$$S \mapsto e^{i\phi} S e^{-i\phi}$$ \tag{D6}

under an SU(3) symmetry transformation.

Rather than explicitly writing down all eight generators of the SU(3) symmetry, Eq. (D2), in spin language using the Gell-Mann basis, let us mention an equivalent set of generators. This set consists of the three spin rotation generators $S_\alpha$ and the five independent quadrupolar operators $Q_{ab} = (S_a S_b + S_b S_a)/2 - 2/3 \delta_{ab}.$\textsuperscript{19}

The ring-exchange model, Eq. (21), is written in terms of Heisenberg exchange operators $\mathcal{P}_{ij}$. Therefore, it has the large SU(3) symmetry discussed above for all values of parameter $\alpha$. The KD model, Eq. (14), enjoys the SU(3) symmetry only at the special point $K = 1$ and $D = 0$ in parameter space (where it is equivalent to the ring-exchange model at $\alpha = 0$). Moving away from this special point, for general $K$ but keeping $D = 0$, the symmetry is reduced to SO(3) spin rotation symmetry, generated by $S$. Finally, for $D \neq 0$, this symmetry is further reduced to $U(1)$ spin rotation about the $z$ axis.

When we move away from the SU(3) symmetric point along the line $K = 1$ and $D \neq 0$, the symmetry is reduced to SU(2) on that line. Clearly, the spin rotation symmetry is reduced to $S_z$, as $D \neq 0$. To find the remaining unbroken generators, we need to determine the SU(3) generators that commute with the biquadratic term $S_z^2$. These generators are $S_x S_z + S_y S_z$ and $S_x^2 - S_y^2$. Hence, $\{ S_z, S_x S_y + S_y S_x, S_x^2 - S_y^2 \}$ are the three
generators of an SU(2) symmetry of the model (14) on the line $K = 1$.

Let us briefly discuss the symmetry reasons behind the degeneracy of the correlated AFM and the nematic states, (15) and (16), on the line $K = 1$. In terms of spinon operators, the relevant symmetry generator is written as
\[ S_y^2 - S_z^2 = f_x^+ f_x - f_y^+ f_y. \]  
\[ \text{(D7)} \]

From (D4), we see that $x$ and $y$ states simply acquire an opposite phase under this transformation: $f_x \mapsto e^{i\phi} f_x$, $f_y \mapsto e^{-i\phi} f_y$. It is easy to check that the magnetic state (15) is mapped to the spin-nematic state (16) for $\phi = \pi/2$, i.e., when $f_x \mapsto i f_y$ and $f_y \mapsto -i f_x$. Furthermore, it is clear that the hopping term in (9) and the Jastrow factors in (10) are invariant under this transformation. Hence, the correlated ordered states are exactly mapped into each other by this transformation.

18. Here we consider fermionic QSL wave functions for spin $S = 1$. QSLs in terms of bosonic spin flip operators for $S > 1/2$ have also been considered in the literature; see, e.g., Ref. 72 and references therein. A study of a doped spin-1/2 Heisenberg model on the triangular lattice in terms of fermionic RVB wave functions can be found in Ref. 73.
21. For example, an $x$-$y$ pairing with $\Delta_{xy}^{i,j} = +\Delta_{xy}^{i,j} \neq 0$ or a state with $\mu_x \neq \mu_y$ break spin-rotation symmetry around the $z$ axis.
23. The case of $x$-$y$ pairing also allows for on-site $s$-wave pairing with a term $\Delta_{z}^{i,j} f_i^+ f_j$ in the trial Hamiltonian. However, we found that such a pairing term does not gain any variational energy in the models we consider.
25. In this work, we also considered QSL wave functions with mixed pairing symmetries, i.e., states that break lattice rotation symmetry. However, we find that such QSL states are always higher in energy than the rotation-invariant QSL states for the models we consider.
32. We always choose the spin Jastrow factors in the $120^\circ$-AFM Huse-Elser wave function (10) to lie perpendicular to the ordering plane of the spins. That is, for $D < 0$ (when the spins order in the $x$-$z$ plane) the Jastrow factor in Eq. (10) should read $\exp[-\beta S_i S_j - \gamma(S_i S_j)^2]$.
33. We investigate the range $|D| < 1.5$ in detail. But even greater values of $D$ do not seem to stabilize the QSL states.
34. The field-theory description of this phase consists of a U(1) gauge field interacting with gapped fermionic spinons. Integrating out the massive fermions leads to a pure compact U(1) gauge theory in 2 + 1 dimensions, which is expected to be confining at all couplings due to the instanton condensate (Ref. 74).
44. In C. Kittel, Phys. Rev. 120, 335 (1966), it was proposed that biquadratic terms can also arise from lattice distortions.
67. Z.-X. Liu (private communications).