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Abstract

There is increasing evidence that iron deposition occurs in specific regions of the brain in normal aging and neurodegenerative disorders such as Parkinson's, Huntington's, and Alzheimer's disease. Iron deposition changes the magnetic susceptibility of tissue, which alters the MR signal phase,
and allows estimation of susceptibility differences using quantitative susceptibility mapping (QSM).

We present a method for quantifying susceptibility by inversion of a perturbation model, or ‘QSIP’. The perturbation model relates phase to susceptibility using a kernel calculated in the spatial domain, in contrast to previous Fourier-based techniques. A tissue/air susceptibility atlas is used to estimate $B_0$ inhomogeneity. QSIP estimates in young and elderly subjects are compared to postmortem iron estimates, maps of the Field-Dependent Relaxation Rate Increase (FDRI), and the L1-QSM method.

Results for both groups showed excellent agreement with published postmortem data and in-vivo FDRI: statistically significant Spearman correlations ranging from $Rho = 0.905$ to $Rho = 1.00$ were obtained. QSIP also showed improvement over FDRI and L1-QSM: reduced variance in susceptibility estimates and statistically significant group differences were detected in striatal and brainstem nuclei, consistent with age-dependent iron accumulation in these regions.
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**I. Introduction**

Excessive iron accumulation in specific regions of the brain is implicated in neurodegenerative disorders such as Parkinson’s, Alzheimer’s, Multiple Sclerosis, and Huntington’s disease [1]–[7]. Iron is involved in many cellular functions throughout the body, but its role in the pathophysiology of neurodegenerative disease remains unknown. Postmortem iron concentration varies substantially between brain regions and throughout the lifespan [8]. In-vivo imaging studies have shown that subcortical brain regions accumulate iron at different rates during normal aging [7], [9]–[11], resulting in significantly greater iron deposition relative to young adults [12]. While increasing iron concentration in neurodegenerative disease and normal aging was first described in histopathological studies (a review of these early studies can be found in [13]), non-invasive imaging methods such as MRI and ultrasound are now being applied to study iron distribution in-vivo [9], [10], [14]–[21].

Iron deposits cause small changes in the magnetic susceptibility of tissue that measurably affect the local magnetic field and corresponding phase of the MR signal. The observed field perturbations can be modeled as the convolution of a dipole-like kernel with the spatial susceptibility distribution. In the Fourier domain, the kernel exhibits zeros along a conical surface, making the inverse problem ill-posed [22]. In addition, the field can only be measured in regions where the MR signal is valid (i.e. soft tissue). Furthermore, susceptibility differences between typical brain tissue (which is assumed to have approximately the same susceptibility as water) and iron-rich tissue is more than an order of magnitude less than the susceptibility difference between tissue and air ($\chi_{\text{tissue}} - \chi_{\text{air}} \approx -9.5$ ppm). As a result, tissue/air boundaries create a background field that obscures the subtle iron-related effects of interest. Nonlocal field effects from the neck and torso, lung
expansion during respiration, and imperfect shimming meant to improve field homogeneity also contribute to the background field and corrupt the iron-related phase effects of interest. Thus, eliminating background fields is critical for accurate susceptibility estimation.

Early approaches to susceptibility mapping allowed susceptibility differences to be inferred from parameters such as relaxation rates or phase. For example, in Susceptibility-Weighted Imaging (SWI), developed by Haacke et al., the observed phase data is high-pass filtered to remove background fields. The filtered phase and magnitude data are then combined to produce a composite image which enhances the susceptibility-related phase contrast [17], [23]. While SWI allows excellent visualization of veins, microhemorrhages, and other structures with underlying susceptibility differences, it provides estimates of phase, rather than quantitative susceptibility estimates. In addition, mean SWI values in iron-rich regions of interest in the brain do not always correlate well with postmortem iron estimates [10].

The Field-Dependent Relaxation Rate Increase (FDRI) [14] is computed from spin-echo EPI acquisitions obtained at two different field strengths (i.e. 1.5 and 3 Tesla). The difference in transverse relaxation rate ($R_2 = 1/T_2$) divided by the difference in field strength gives the FDRI. FDRI has been reported to have a high specificity for ferritin [14], which is responsible for storing the largest fraction of iron in the brain that is not found in hemoglobin or iron-containing enzymes (non-heme iron) [8]. Ferritin has been shown to exert a strong magnetic effect that results in marked $T_2$ shortening in-vitro [24]–[26] and in-vivo [27], [28]. Previous studies have shown that FDRI correlates well with postmortem iron concentrations in young and elderly subjects [10], [12], but may be impractical for many studies since it requires images to be collected on two separate scanners.

Recently, there has been growing interest in solving the inverse problem to obtain quantitative estimates of magnetic susceptibility from measured fieldmaps. Accurate removal of background fields, however, is a central challenge in quantitative susceptibility mapping (QSM). Removing the background field from the measured fieldmap gives the field due only to local susceptibility sources inside the region of interest, which we refer to as the ‘background-corrected’ or internal magnetic field ($B_i$). Similarly, we refer to magnetic field sources outside the region of interest as ‘external sources’ (i.e. air in the sinuses, tissue in the neck, or the shim system) and the corresponding field as the external magnetic field ($B_e$). Background fields are typically removed using preprocessing strategies that have shown promising results [19], [23], [29]–[34], but may prevent subsequent QSM algorithms from recovering from imperfections in background field estimation. In section II-B, we discuss existing techniques in more detail and describe an iterative approach to simultaneous background field elimination and susceptibility estimation.

Quantitative susceptibility estimates were first obtained by segmenting objects into regions of homogeneous susceptibility, estimating $B_i$ using kernel-based forward models, and solving for the unknown susceptibility by linear least squares fitting of the estimated field to the background-corrected observed field [35]–[38]. Other approaches to QSM have obtained susceptibility estimates in each voxel using threshold-based k-space division [34], [39], multiple orientation sampling [22] or iterative techniques [12], [40]–[44].
Inversion of the forward model by complex division in k-space results in severe noise amplification and streaking artifacts in the estimated susceptibility map. This is due to values in the kernel that are equal or close to zero near a conical surface in k-space that lies at the magic angle of 54.7° relative to \(B_0\). To address this, [39] stabilize the inversion using a threshold-based deconvolution approach, in which points in the deconvolution kernel, \(1/K\), that are greater than a truncation parameter, \(t\), are set equal to the value of \(t\) that minimizes artifacts in the estimated susceptibility map. Similarly, [34] uses a threshold-based approach, but sets \(1/K\) to zero in regions where the values of \(K\) are less than a chosen threshold. These techniques reduce streaking artifacts in the estimated susceptibility maps, but involve a trade-off between the accuracy of estimated susceptibility values and severity of the artifact.

[22] showed that zeros can be effectively eliminated from the kernel (at all locations in k-space except the origin) by acquiring data with the object rotated at three of more angles about an axis perpendicular to \(B_0\). They used optimal sampling orientations of \(-60°, 0°, \) and \(60°\) and weighted least squares fitting to obtain accurate susceptibility maps in simulation, phantom and ex-vivo tissue experiments. [34] expanded on this work, by showing that accurate susceptibility maps can be estimated from rotations about two orthogonal axes. These results showed improvement over those obtained using three orientations about a single axis for small to moderate rotations in the range of \(±20°\). Although they obviate the need for regularization, multiple orientation approaches may be difficult to implement in patient studies, due to the difficulty of head rotation in the scanner, limited scan time, and the need for precise registration post-acquisition.

Other methods have recently been developed to estimate susceptibility from a single fieldmap acquisition using iterative techniques that incorporate prior anatomical information [12], [40]–[44]. This approach was first investigated thoroughly by [40] who incorporated the spatial gradients of the magnitude image into an L2 norm penalty to ensure consistency of edge structure in the estimated susceptibility map. [41] included voxel-based constraints derived from lesion geometry and a ‘local solution vector’ to account for local field shifts unrelated to the underlying susceptibility distribution (i.e. from chemical shift). [42] used the L2 norm to encourage agreement in spatial frequency structure between the magnitude data and estimated susceptibility distribution and the L1 norm to enforce agreement of a partial differential equation, in which the differential operator was similar in form to the wave equation operator. Using the L1-norm of the estimated susceptibility to promote sparse gradients in the estimated susceptibility map was investigated thoroughly in the L1-QSM method [12]. This method showed promising results in-vivo, but large variance in susceptibility estimates may reduce its efficacy in detecting group differences. [43], [45] and [44] also incorporate the gradient of the magnitude data into a L1 norm penalty on the estimated susceptibility to encourage sparsity and edge structure consistency. Use of L1 and L2 regularization without strong prior knowledge was investigated by [46], who showed stronger suppression of streaking artifacts and background noise using the L1 norm.

In this work, we develop a new method for quantifying susceptibility by inversion of a perturbation model (QSIP). This approach successfully inverts a spatial formulation of the forward model relating magnetic susceptibility to the observed field and requires only a single acquisition. Applying the Laplacian to the observed field eliminates low frequency...
background fields that are solutions to the Laplace equation (i.e. shim fields or fields originating from external susceptibility sources). Using the L1 norm with regularization terms involving sparsity-inducing transforms such as the Gradient or Laplacian has shown promising results [12], [42]–[45], motivating its use in this work. In addition, a tissue/air atlas is used to resolve ambiguity between internal and external susceptibility sources that is inherent in the inversion of kernel-based forward models. The QSIP algorithm is applied to data from a study of normal aging and results are validated against in-vivo FDRI and published postmortem iron measurements. Mean susceptibility values in multiple brain regions are computed to investigate age-dependent differences in iron concentration. Results show improved detection of group differences relative to those previously reported for the same data set [12].

II. Methods
A. Fieldmap Estimation and the Forward Model
Several methods have been developed to estimate the magnetic field induced by susceptibility distributions. These include iterative approaches [47]–[51], a perturbation solution of Maxwell’s equations in image space [52], and Fourier-based methods [35], [53], [54]. Here, we briefly review two of these kernel-based forward models: the perturbation solution [52] and the Fourier method in [54], which are used in the atlas-based susceptibility estimation and QSIP algorithm described later in this paper. In the first, assuming \( B_0 \) is the main field along the \( z \)-direction, a Lorentz sphere corrected perturbation solution of Maxwell’s equations in continuous space [52] gives an expression for the estimated fieldmap, \( B \):

\[
B = \delta B_0 \left[ \frac{\chi_1}{3+\chi_0} - \frac{1}{1+\chi_0} \left( \frac{\partial^2 G}{\partial z^2} * \chi_1 \right) \right] \tag{1}
\]

\[
= (c_1 \delta_0 - c_2 k) * \chi_1, \tag{2}
\]

where \( G = -1/(4 \pi r) \) is the Green’s function of the Laplacian, \( r = \sqrt{x^2 + y^2 + z^2} \), where \((x, y, z)\) is the location where the field is being evaluated and \( \chi_0 = 0.4 \) ppm is the susceptibility of air. The scaled susceptibility, \( \chi_1 \), is related to the susceptibility, \( \chi \), by the expansion, \( \chi = \chi_0 + \delta \chi_1 \), where \( \delta \) is a constant equal to the susceptibility difference between tissue and air (\( \delta = -9.5 \) ppm for the difference between brain tissue and air). In Eq. 2, \( \delta_0 \) is the Dirac delta function, \( c_1 = (\delta B_0)/(3 + \chi_0) \), \( c_2 = (\delta B_0)/(1 + \chi_0) \), and \( k = (\partial^2 G)/(\partial z^2) \). Eq. 2 can be written concisely as:

\[
B = K_s * \chi_1, \tag{3}
\]

where \( K_s = c_1 \delta_0 - c_2 k \) is the kernel computed in the spatial domain. When the object and corresponding susceptibility distribution are approximated by discrete voxels, \( K_s \) is computed using the voxel-based model described in Appendix A.
The forward model developed by [54] provides a Fourier-based method for estimating the magnetic field induced by a susceptibility distribution. The kernel, $\mathcal{K}_f$, is derived in the Fourier domain and used to compute the Fourier transform of the fieldmap, $\tilde{B}$, according to:

$$\tilde{B} = B_0 \left(\frac{1}{3} - \frac{k_x^2}{k_x^2 + k_y^2 + k_z^2}\right) \odot \tilde{\chi} \quad (4)$$

$$= \tilde{K}_f \odot \tilde{\chi}, \quad (5)$$

where $\tilde{K}_f = B_0 \left(\frac{1}{3} - \frac{k_x^2}{k_x^2 + k_y^2 + k_z^2}\right)$ and $\odot$ denotes Hadamard (element-wise) multiplication. Taking the inverse Fourier transform of Eq. 5 gives the predicted fieldmap in image space [54]:

$$B = \tilde{K}_f \ast \chi. \quad (6)$$

The equivalence of the spatial and Fourier space formulations of the forward model has previously been discussed in some detail [30], [36], [55].

B. Inversion of the Forward Model and Background Field Elimination

Imperfect shimming and fields from external susceptibility sources confound the field due to local susceptibility sources in the region of interest (i.e. the brain). Accurate susceptibility estimation, however, requires careful modeling and removal of this unknown background field from the measured fieldmap. Current approaches to background field removal rely on forward modeling [30], [32], filtering [23], [33], projection of the observed field onto an external susceptibility distribution using an iterative approach [40], estimation of external dipole distributions using least squares fitting [34] and Laplacian-based techniques [19], [29], [42]. [30] registered CT data from a reference subject to the subject of interest and segmented the CT to produce a subject-specific susceptibility model. The predicted fieldmap was computed from the estimated susceptibility map and applied for distortion correction of echo-planar images (EPI). While this method reduced distortion in EPI data, it may not account well for anatomical differences in all cases, especially in sinus regions. [32] also used forward field calculations to remove background field from air/tissue interfaces. The head, sinuses, and mastoid cavities were segmented by a combination of automatic and manual techniques and susceptibility values were estimated by minimization of the residual phase. The need for manual intervention presents a practical disadvantage of this approach and both [30] and [32] used additional preprocessing techniques to remove inhomogeneity from imperfect shimming.

High-pass filtering techniques [23], [33] are robust methods for removing low frequency background fields, but may also eliminate fields of interest from neuronal tissue. The method proposed by [40] is an optimization approach that searches for the distribution of external susceptibility sources and associated background field that best approximates the observed field. This method is more successful than filtering at removing fields due only to external sources, but it may be under-constrained as it does not enforce agreement with
anatomy outside the brain (i.e. the skull). Similarly, the method developed by [34] estimates the background field by least squares fitting of the observed field to a set of fields produced by external dipoles. This method may be overly constrained, since the number of dipoles is restricted for computational purposes. As a result, additional processing (such as 3D polynomial fitting) is required to account for shim fields, which are difficult to model with a relatively sparse dipole distribution.

Shim coils are typically designed to produce fields based on the first and second order terms of a spherical harmonic expansion of the observed field (which are given in cartesian form by \(x, y, z, xz, yz, xy, (x^2-y^2)\), and \(z^2-(1/2)(x^2+y^2)\) [56], [57]. Since each term is a solution to the Laplace equation, \(\Delta B_z = 0\), shims are effectively eliminated by taking the Laplacian of the observed field. More generally, any static magnetic field generated from sources outside the volume of interest is harmonic and satisfies the Laplace equation [29], [58]. Assuming the spatial distribution of the MR signal phase, \(\phi(x, y, z)\), is a linear function of \(B_z\) (i.e. no phase aliasing), the phase from external susceptibility sources (i.e. tissue/air interfaces) also satisfies the Laplace equation, \(\Delta \phi = 0\). As a result, several Laplacian-based methods [19], [29], [42] have been proposed for background field elimination. [19] developed an elegant method that uses the spherical mean value (SMV) property of harmonic functions to eliminate the background field. The accuracy of this method, however, may be reduced if unreliable phase data falls within the spatial extent of the SMV convolution kernel. This includes the perimeter of the brain, which is adjacent to air/bone voxels that lack MR signal, and data sets containing substantial B1 inhomogeneities, which are not harmonic. Although non-harmonic fields can be subtracted prior to applying the SMV, this requires two flow-compensated phase data sets, which may not be available in all cases (i.e. standard single-echo SWI sequences).

Given the large contribution of shim and other harmonic fields to the background field, we apply the Laplacian to the forward model in Eq. 1. Since \(\chi_0 \ll 1\) and \(B_0\) is the main field along the \(z\)-direction, the expression for the fieldmap, \(B\), is:

\[
B = \delta B_0 \left[ \frac{\chi_1}{3} - \left( \frac{\partial^2 G}{\partial z^2} * \chi_1 \right) \right]. \tag{7}
\]

The forward model in Eq. 7 consists of a local term \(\delta B_0 (\chi_1/3)\), and the convolution of \(\chi_1\) with the second \(z\)-derivitive of \(G = -\frac{1}{4\pi r}\), which can be rearranged to give:

\[
\frac{B}{\delta B_0} - \frac{\chi_1}{3} = \frac{\partial^2}{\partial z^2} \frac{1}{4\pi r} * \chi_1 \tag{8}
\]

\[
= -\frac{1}{4\pi r} * \frac{\partial^2 \chi_1}{\partial z^2}. \tag{9}
\]

Using the fact that \(\frac{1}{4\pi r}\) is the Green’s function for the Laplacian (which we denote here by \(\Delta\)), applying the Laplacian to Eq. 9 gives:

\[
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Rearranging Eq. 10 gives:

$$\Delta \left( \frac{B}{\delta B_0} - \frac{\chi_1}{3} \right) = -\frac{\partial^2 \chi_1}{\partial z^2}, \quad (10)$$

This can be written concisely as,

$$f(\chi_1) = 3 \frac{\Delta B}{\delta B_0} \quad \text{where} \quad f = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} - 2 \frac{\partial^2}{\partial z^2}, \quad (13)$$

Eq. 13 is a hyperbolic partial differential equation (PDE), where \( f \) is similar in form to the wave operator. In [42], Eq. 13 was used with the fieldmap magnitude data to successfully remove background fields and obtain accurate susceptibility estimates in phantom data consisting of homogeneous susceptibility regions. In-vivo QSM methods that rely heavily on agreement between observed and predicted field values using kernel-based forward models [12], [19], [22], [40], [42], however, are inherently limited. They cannot distinguish between fields generated by certain susceptibility distributions inside the region of interest, and identical fields produced by external sources. Susceptibility distributions that are eigenfunctions of \( K_s \) in Eq. 3 are one example of this; they include constant and linear functions of space along the z direction. Applying the forward model in Eq. 1 to a \( \chi_1 \) distribution that increases linearly along z in the region of interest, produces a predicted field, \( B \), that is also a linear function of the z-coordinate. This field could, in principle, be produced by an external source, such as a z-shim. [30] have shown that such fields can also be produced by anatomy outside the brain. They demonstrated that the jaw and neck can produce a frequency offset along z, which is approximately linear in the brain, while the torso may produce a global frequency offset. Therefore, when solving the inverse problem, removing all low frequency fields prior to susceptibility estimation will eliminate the background field, but may also eliminate some fields due to the sources of interest. In contrast, inadequate removal of the background field may result in the estimation of artifactual susceptibility distributions in the region of interest. Incorporating prior anatomical information about external (or internal) susceptibility distributions is one way to address this ambiguity. Operations such as \( \Delta \) or \( K_s \) also result in information loss due to derivatives or zeros in the kernel. This suggests that additional information such as boundary conditions or priors may be necessary to regularize the inversion.

Probabilistic atlases and CT data have frequently been used to compensate for missing information in MR data [52], [59]– [61]. In [61] it was shown that structural MR images of the head can be segmented into tissue-air susceptibility maps using a tissue-air atlas.
constructed from CT data. Voxels in the atlas take continuous values between \([0, 1]\) corresponding to susceptibilities ranging from \(\chi_{\text{air}} = 0.4\) ppm to \(\chi_{\text{tissue}} = -9.1\) ppm and are co-registered with the MNI152T1 template [62]. In this work, the susceptibility atlas was used to obtain an initial estimate of external susceptibility sources and the corresponding background field. First, the MNI152T1 template was registered to the magnitude image of the subject of interest (generated during fieldmap acquisition), using 12 degrees of freedom and normalized correlation ratio as the cost function. The resulting transform was then applied to the susceptibility atlas. The co-registered atlas, \(\chi_A\), was used to estimate the susceptibility sources, \(\chi\), according to:

\[
\chi^* = \arg \min_{\chi} \left( \left\| M \circ \left( B - \frac{\delta B_0}{3} f(\chi) \right) \right\|_2^2 + \lambda_1 \left\| M \circ \delta \left( M^C \circ \chi \right) \right\|_2^2 \right), \tag{14}
\]

where \(M\) is a binary brain mask, \(B\) is the observed fieldmap, \(K_f\) is the kernel from Eq. 6, and \(M^C\) is the complement of \(M\), thus representing the region outside the brain (including structures such as the sinuses). Although the kernels \(K_s\) and \(K_f\) are effectively equivalent, implementing Eq. 3 and Eq. 6 in discrete space may introduce some discrepancies between the models due to the single voxel approximation (see Appendix A). Error in the discrete perturbation model (Eq. 19) can be reduced by increasing the image resolution, but this may still pose a problem in the case of smooth fields produced by relatively smooth external \(\chi\) distributions, as smooth distributions are harder to approximate with discrete voxels. Assuming the background field is largely composed of smooth fields (i.e. from mis-set shims), we use the kernel \(K_f\) in Eq. 14 rather than incur the computational expense of using \(K_s\), which would require searching over \(\chi\) distributions with both high resolution and large field of view (to encompass distant sources). Eq. 14 was solved using standard conjugate gradient techniques where \(\chi\) was initialized to \(\chi_A\) and the FOV was expanded to search over a large region of external sources. The convolution in Eq. 14 was implemented using the 3D Fast Fourier Transform (FFT).

Following the atlas-based susceptibility mapping (ASM) in Eq. 14, the estimated background field due to external sources, \(B_e = K_f \ast (M^C \circ \chi^*)\), is then used in the QSIP method:

\[
\chi_1^* = \arg \min_{\chi_1} \left[ \lambda_1 \left\| W \circ \left( \Delta B - \frac{\delta B_0}{3} f(\chi_1) \right) \right\|_1 + \lambda_2 \left\| M \circ \left( B - \left( K_s \ast (M^C \circ \chi_1) \right) \right\|_2^2 + \lambda_3 \left\| M^C \circ \left( \chi_1 + \chi_0 / \delta \right) \right\|_2^2 \right], \tag{15}
\]

where \(B_0\) is the main field strength, \(f\) is the partial derivative operator from Eq. 13, \(K_s\) is the kernel from the perturbation model, \(\delta\) is the susceptibility difference between brain tissue and air (\(\delta = -9.5\) ppm), \(\chi_0\) is the susceptibility of air (0.4 ppm), and \(\lambda_1\), \(\lambda_2\), and \(\lambda_3\) are constants [55]. The first term in Eq. 15 penalizes departures from Eq. 13, while removing low order background fields. A weighting factor of \(W = |\Delta B|\), where \(|\cdot|\) denotes the absolute value, was chosen to encourage in areas where local susceptibility differences cause agreement high frequency field perturbations (i.e. near boundaries between iron-rich and normal brain tissue where \(|\Delta B|\) is large). As these regions are relatively sparse, the L1 norm was chosen as described in [12], [42]. Thresholding \(W\) enforces agreement only in regions where \(|\Delta B|\) is large, and makes the L1 norm more robust to noise in the observed fieldmap.
A threshold of 2σ was chosen where σ is the standard deviation of the signal in a noise region of the magnitude image generated by fieldmap acquisition; voxels in W that fall within 2σ were set to 0. The second term encourages agreement of the predicted field, \( K_s \ast \chi_1 \), with an estimate of the background-corrected observed field. Since there are no sparsity-inducing transforms in this term, the L2 norm was chosen to promote estimation of accurate susceptibility values throughout the brain, including regions where internal susceptibility distributions may be relatively smooth. Given the expansion, \( \chi = \chi_0 + \delta \chi_1 \), the third term controls how easily \( \chi_1 \) values outside the brain can vary from \( -\chi_0/\delta \), which is the value of \( \chi_1 \) when \( \chi = 0 \). Variation away from this value corresponds to estimating additional external susceptibility sources beyond those computed in Eq. 14. This allows the initial estimate of the background field, \( B_e \), to be updated in an iterative process, in contrast to sequential algorithms that eliminate it in a preprocessing step. Use of the L2 norm discourages large deviations away from the initial estimate of external sources.

Although Eq. 15 is derived from the forward model in Eq. 1, the voxel-based perturbation model (Appendix A) can be used when applying it to estimate discrete \( \chi_1 \) distributions. In this case, \( \frac{\delta \mu}{\delta} f(\chi_1) \approx \Delta (K_s \ast \chi_1) \), where \( K_s \) is the kernel from Eq. 19, and Eq. 15 can be re-written:

\[
\chi_1^* = \arg \min_{\chi_1} \left[ \lambda_1 |W \ast (\Delta B - \Delta (K_s \ast \chi_1))|_1 + \lambda_2 |M \ast (B - (K_s \ast \chi_1 + B_e))|^2_2 + \lambda_3 |M^C \ast (\chi_1 + \chi_0/\delta)|_2^2 \right].
\]

Eq. 16 was solved using a standard conjugate gradient technique; the required convolution was computed using the 3D FFT and the Laplacian was implemented using finite differences. Given fieldmap units of radians/sec, \( \lambda_1 \) was chosen to be \( O(1/\gamma) \), where \( \gamma \) is the gyromagnetic ratio (2.675 \( \times \) \( 10^8 \) radians/sec/T). For any \( \lambda_1, \lambda_2 > 0 \), setting \( \lambda_3 = 0 \) results in severe streaking artifacts in the estimated susceptibility map. To find the optimal value of \( \lambda_2 \), streaking artifacts were first eliminated by setting \( \lambda_3 \gg \lambda_1 \) (i.e. \( \lambda_3 = 1 \times 10^{16} \)). A search over \( 1 \times 10^{-12} < \lambda_2 < 1 \times 10^{-4} \) was performed and the value of \( \lambda_2 \) that optimized the relative contributions of the first and second terms was chosen empirically. For studies in which the susceptibility atlas is an approximation of external susceptibility sources (i.e. human subjects with variable sinus anatomy), the value of \( \lambda_3 \) was decreased to an optimal value at which small changes in external susceptibility sources were possible, while streaking artifacts were effectively eliminated.

Once \( \chi_1^* \) has been estimated, the final susceptibility map can be computed: \( \chi^* = \chi_0 + \delta \chi_1^* \). Results of the QSIP algorithm are validated against known susceptibility distributions in phantom data, postmortem iron estimates reported in [8] and compared to previously reported results obtained for the same subjects using FDRI and L1-QSM [12].

C. QSIP: Phantom Experiments

A cylindrical phantom with known susceptibility distributions was constructed. Magnevist (gadopentetate dimeglu-mine) solutions of 0.5, 1.0, 2.0, and 3.0 mM were placed in cylindrical NMR tubes 10 cm in length and 3.43 mm in diameter. The molar susceptibility of 0.027 cgs units/mol Gd was used for conversion [63], giving susceptibility values of 0.15,
0.31, 0.62, and 0.94 ppm respectively. The four tubes were separated by plastic disks and placed in a plastic cylinder filled with water, which measured 22.5 cm in length by 7.2 cm in diameter.

Imaging was conducted on a 3T Siemens Trio MRI system. The phantom was placed horizontally on the patient table and a 12-channel radiofrequency head coil was used. A 3D gradient-recalled echo (GRE) sequence was used (TE1/TE2=10/20 ms, TR=27 ms, 256x256 in-plane, FOV=128x128 mm, 80 slices, thickness=3 mm, FA=25°) to obtain magnitude and phase data for each echo time, and phase unwrapping was performed using Prelude (Phase Region Expanding Labeler for Unwrapping Discrete Estimates) [64]. Masks of the cylindrical container and each NMR tube were generated by thresholding the first magnitude image, and a mask of all four tubes was computed by summing the individual tube masks. A susceptibility atlas was generated by setting all voxels in the cylindrical container mask to have the susceptibility of water. An initial estimate of the external susceptibility sources and background field was computed following Eq. 14, where $M$ was equal to the binary cylinder mask and its complement, $M^C$, denoted the region outside the phantom.

Two QSIP experiments were conducted to estimate the unknown susceptibility map. In the first, no prior knowledge of the susceptibility distributions within the phantom was assumed and the relative susceptibility maps were computed following Eq.15, using the binary cylinder mask, $M$, and its complement, $M^C$. In the second experiment, the region of interest was limited to voxels of unknown susceptibility: $M$ was a binary mask encompassing the four NMR tubes, and $M^C$ denoted the region outside the tubes. Since inversion of the forward model results in estimates of relative susceptibility, a baseline correction of the estimated susceptibility map was computed before comparison to known susceptibility values (see section II-D5).

**D. QSIP: Validation and application to a study of normal aging**

To evaluate the efficacy of QSIP for quantifying susceptibility in-vivo, we applied our method to the data set of young and elderly subjects first described in [10]. Results are compared to previous studies that examined the performance of FDRI [10] and L1-QSM [12]. In L1-QSM, background fields were eliminated by projecting the observed field onto an external susceptibility distribution as described by [31]. Here we analyze the same data set used in previous L1-QSM and FDRI studies [10], [12], which is summarized below.

1) **Subjects**—Two groups of healthy, highly educated, right-handed adults were studied: 11 younger adults (mean ± S.D. age=24.0±2.5, range=21 to 29 years, 15.9 years of education; 5 men, 6 women) and 12 elderly adults (mean±S.D. age=74.4±7.6, range=64 to 86 years, 16.3 years of education; 6 men, 6 women). The younger subjects included laboratory members and volunteers recruited from the local community. All older participants were recruited from a larger ongoing study of normal aging and scored well within the normal range on the Dementia Rating Scale [65]: mean=140.6, range=132 to 144 out of 144, cut-off for dementia=124. Mean (and range) of days between 1.5 T and 3.0 T scan acquisition were 16.5 (0 to 56) days for the young and 9.3 (0 to 42) days for the elderly.
group; for 2 of the young and 8 of the elderly both sets of scans were acquired on the same day.

2) **Image acquisition protocols**—MRI data were acquired prospectively on 1.5 T and 3.0 T General Electric (Milwaukee, WI) Signa human MRI scanners (gradient strength=40 mT/m; slew rate=150 T/m/s).

**FDRI acquisition:** At 1.5 T, after auto shimming for the session, the following sequences were acquired:

1) 3D Spoiled Gradient Recalled Echo (SPGR) for structural imaging and registration (TR/TE=8.1/3.3 ms, FA=30°, 512×256 in-plane, FOV=24 cm, 62 slices, 2.5 mm thick);

2) multi-shot Echo Planar Spin Echo (EPSE) (TR/TE=6000/17 ms, FA=90°, 256×192 in-plane, FOV=24 cm, 4 NEX, 24 interleaves with 8 phase-encode lines per TR, 62 slices, 2.5 mm thick, 9:40 min);

3) multi-shot EPSE (TR/TE=6000/60 ms, FA=90°, 256×192 in-plane, FOV=24 cm, 6 NEX, 24 interleaves, 62 slices, 2.5 mm thick, 14:20 min).

At 3.0 T, after auto shimming for the session, the following sequences were acquired in the axial plane:

1) 3D SPGR for structural imaging and registration (TR/TE=8.1/3.3 ms, FA=15°, 256×256 in-plane, FOV=24 cm, 124 slices, 1.25 mm thick);

2) multi-shot EPSE (TR/TE=6000/17 ms, FA=90°, 256×192 in-plane, FOV=24 cm, 3 NEX, 24 interleaves, 62 slices, 2.5 mm thick, 7:10 min);

3) multi-shot EPSE (TR/TE=6000/60 ms, FA=90°, 256×192 in-plane, FOV=24 cm, 6 NEX, 24 interleaves, 62 slices, 2.5 mm thick, 14:20 min).

**Susceptibility-weighted image acquisition:** In practice, ‘susceptibility-weighted imaging’ (SWI) is often used to refer to both a type of MRI acquisition and a method for analyzing the data collected from gradient-echo sequences [17, 23]. Gradient-echo sequences generate magnitude and phase data, which are suitable for further SWI analysis, or the phase maps may be used as inputs to QSM algorithms, such as the QSIP method described in this article. At 1.5 T, after auto shimming for the session, the following sequences were acquired for 62 axial slices, each 2.5 mm thick:

1) 3D SPGR for structural imaging and registration (TR/TE=28/10 ms, FA=30°, 256×256 in-plane, 24 cm FOV);

2) Susceptibility-weighted 3D SPGR (TR/TE=58/40 ms, FA=15°, 512×256 in-plane, 24 cm FOV, 12:20 min, with flow compensation) [9], [17];

Phase images were constructed from the real and imaginary components of the susceptibility-weighted SPGR data after phase unwrapping with FSL PRELUDE [64]. The magnitude and phase-unwrapped SWI data were down-sampled from 512×256 to 256×256 via averaging to match the FDRI resolution. Brain masks were generated with the FSL Brain
Extraction Tool, BET [66]. After estimating the fieldmaps from the unwrapped phase data with the down-sampled size 256×256, relative susceptibility maps were computed with the QSIp algorithm.

3) Image Registration—The image registrations were performed as described previously [10], [12] and are summarized here. The late-echo EPSE data were non-rigidly registered [67] [http://www.nitrc.org/projects/cmtk/] to the early-echo EPSE data for each subject and each field strength. The 1.5 T early-echo EPSE image of each subject was registered to the 3.0 T early-echo EPSE image of the same subject, which was then registered non-rigidly to the subject’s 3.0 T SPGR image. Following brain extraction with BET, the 3.0 T SPGR image from each subject, was registered non-rigidly to the SPGR channel of the SRI24 atlas [68] [http://www.nitrc.org/projects/sri24/]. Calculated transformations were concatenated and applied to reformat all EPSE images into 1-mm isotropic SRI24 space. The 1.5 T SWI magnitude images were rigidly registered to the corresponding structural SPGR image, which was then registered non-rigidly to the same subject’s 3.0 T SPGR image. Transformations were then concatenated and applied to reformat the SWI phase images and QSIp results (which were computed in native space) to 1-mm isotropic SRI24 space for the purpose of computing group averages. For the QSIp results, separate young and elderly group averages were computed for visualization purposes only.

4) Calculation of group averages and region-of-interest (ROI) identification and analysis—For each subject and for each ROI at each field strength, the mean intensity of all voxels in an ROI for the early- and late-echo EPSE were used to compute R2\textsubscript{3T} and R2\textsubscript{1.5T}. FDRI images (FDRI = (R2\textsubscript{3T}−R2\textsubscript{1.5T})/1.5 T) were computed [10], [14], [69] for each subject and used to make a group FDRI average, comprising all young and elderly subjects. A similar group average was made for the phase data. The FDRI and phase averages were used to guide ROI delineation as described below. Separate young and elderly group averages of the FDRI data were also computed for visualization purposes.

As previously described [10], bilateral caudate, globus pallidus, putamen, thalamus, and white matter sample regions of interest (ROIs) were drawn (by A.P.) on the group-average (all young plus all elderly subjects) FDRI images in common SRI24 space, reformatted in the coronal plane. The globus pallidus, putamen, caudate, and white matter sample were drawn on 10 contiguous, 1-mm thick slices at an anterior-posterior location that maximized the presence of all three basal ganglia structures in the same slices. The thalamus was drawn on the next 10 contiguous slices posterior to the basal ganglia. The caudate was eroded one pixel and thalamus was eroded two pixels on a slice-by-slice basis to avoid partial voluming of CSF. Substantia nigra and red nucleus ROIs were also identified based on their FDRI intensities. The same ROIs were also manually identified on the group-average phase data (all young and all elderly subjects combined), reformatted in the axial plane [70], and guided by phase conspicuity. When drawing ROIs on the phase data, an effort was made to exclude the bright rims around the globus pallidus and putamen as well as the division between them. Although this approach biases the data towards more negative phase (i.e., lower values reflecting less iron), its purpose was to maximize the sensitivity of phase to age...
effects. Thus, iron estimates were conducted on both sets of ROI identifications, the phase-guided and the FDRI-guided.

For each subject, the mean $R_{23T}$, $R_{21.5T}$, and FDRI were computed for each ROI from the early- and late-echo EPSE data. All QSIP results were computed in the native space of each subject and the ROIs were projected onto each subject’s QSIP data. Mean relative magnetic susceptibility in parts per million (ppm) in each ROI were computed from each subject’s QSIP results. ROI averages were computed twice following both FDRI-guided (axial) and phase-guided (coronal) ROI delineation.

5) Baseline correction of estimated susceptibility values—The estimated susceptibility map is inherently a distribution of relative susceptibility values. As described in Appendix B, susceptibility may be defined with respect to a reference value (i.e. susceptibility of air), but this (or any other) reference is effectively eliminated by setting the kernel to zero at the k-space origin. For meaningful interpretation of QSM results, it is necessary to establish some new reference and report susceptibility values relative to it. In [12], the average susceptibility in the splenium of each subject was used as the reference for baseline correction of the subject’s L1-QSM results. We took the same approach in this work, and used the mean splenium susceptibility in each subject for correction of the QSIP results, producing baseline corrected susceptibility estimates (QSIP-C). As described in [12], the splenium was preferred over taking CSF as a reference since the susceptibilities were observed to differ substantially between anterior and posterior regions of the ventricles in this data set. The mean splenium susceptibility in the young and elderly groups did not differ significantly, but was slightly larger in the elderly group ($\chi_{\text{splenium}}^{\text{Elderly}} = -0.0345$ ppm) than the young group ($\chi_{\text{splenium}}^{\text{Young}} = -0.0352$ ppm). This is similar to mean values previously reported using the L1-QSM method ($\chi_{\text{splenium}}^{\text{Elderly}} = -0.0378$ ppm) and ($\chi_{\text{splenium}}^{\text{Young}} = -0.0479$ ppm) [12]. In both cases, this should introduce a small bias against observing higher susceptibility values in young relative to elderly groups. More importantly, the use of such a reference may increase the variance of baseline-corrected susceptibility values (relative to the uncorrected values), which could reduce the statistical power of group differences. This could occur, for example, if the elimination of background fields in the splenium was not consistent across subjects, resulting in artificially greater variance of splenium susceptibility, which would then propagate to the baseline-corrected susceptibility values. To account for this possibility, all subsequent analysis was carried out on both corrected (‘QSIP-C’) and uncorrected (‘QSIP’) results.

6) Statistical analysis—We hypothesized that average susceptibility values in each ROI obtained with QSIP and QSIPC would correlate positively with published postmortem iron [8] and FDRI values [10]. Validation of our results against postmortem values and FDRI were based on nonparametric Spearman correlations. In addition, we compared our correlations to published results of the L1-QSM method [12]. Statistical significance of correlation coefficient differences across methods was assessed using the Fisher transformation. We then tested the hypotheses that the elderly group would have higher
QSIP and QSIP-C values in striatal and brain stem ROIs, but not in thalamic or white matter ROIs. To assess group differences, p-values were calculated using two-tailed t-tests with $\alpha = 0.05$. Directional hypotheses regarding group differences were considered significant for $p \leq 0.0125$, the corresponding one-tailed, family-wise Bonferroni-corrected p-value for 8 measures. All analysis was conducted using both FDRI-guided and phase-guided ROIs.

III. Results

A. Comparison of QSIP with known susceptibility values: results of the phantom experiments

Results of the phantom experiments are shown in Fig. 1. Magnitude and fieldmap images computed from the MR signal are shown in rows 1 and 2 of Fig. 1a, respectively. The magnitude image shows homogeneous contrast across the four tubes, while the fieldmap intensities increase as a function of gadolinium concentration. The fieldmap shows substantial background fields from external sources (i.e. air and shim), which are successfully eliminated by applying the Laplacian (Fig. 1a, row 3). In the QSIP analysis, parameters for each term were optimized as described in section II-B, giving $\lambda_1 = 1e-8$, $\lambda_2 = 1e-6$, and $\lambda_3 = 1e10$. Baseline correction of QSIP results was applied as described in section II-C to obtain QSIPC susceptibility estimates.

QSIP-C results show strong agreement with ground truth susceptibility values (Fig. 1b). A plot of estimated versus true susceptibility for the four tubes gives a slope of 1.06 for experiment 1 and 0.98 for experiment 2. The increase in susceptibility as a function of gadolinium concentration can be seen in axial cross-sections in row 2, for both experiment 1 (column 1) and experiment 2 (column 2).

B. Correlations of QSIP with postmortem iron concentrations

Young and elderly group averages from the QSIP results are shown adjacent to the corresponding FDRI group averages in Fig. 2. The QSIP results show an age-dependent increase in estimated susceptibility values in sub-cortical regions known to accumulate iron in normal aging. Fig. 3 shows the mean±SD iron concentration in each ROI [8] on the x-axis and the mean±SD FDRI values in s$^{-1}$/T, as well as the L1-QSM and QSIP-C values in ppm on the y-axis for both elderly and young subjects. In the elderly subjects, the correlations between QSIP-C and postmortem data are high ($Rho=0.905, p=0.0023$) and agree well with published results for FDRI ($Rho=0.952, p=0.0006$) and L1-QSM ($Rho=0.905, p=0.0023$) computed on the same subjects [12]. No statistically significant difference in the correlation coefficients ($Rho=0.905$ and $Rho=0.952$) was observed ($z=0.75, p=0.45$, two-tailed). In the young subjects, QSIP-C shows strong correlation with postmortem measurements ($Rho=0.976, p=0.0002$), which is an improvement over L1-QSM ($Rho=0.762, p=0.0184$), and this difference in $Rho$ is statistically significant ($z=2.41, p=0.016$, two-tailed). The QSIP-C correlation with postmortem data in young subjects is comparable to FDRI ($Rho=0.976, p=0.0002$); no difference in the correlation coefficients is observed between these methods.
C. Correlations between QSIP and FDRI

Fig. 4 shows the correlations between FDRI and L1-QSM, QSIP-C, and QSIP in both elderly and young subjects. In the elderly subjects, QSIP results correlate highly with the FDRI ($\rho=0.952$, $p=0.0006$), consistent with published L1-QSM correlations ($\rho=0.952$, $p=0.0006$), and no difference in correlation coefficients is observed. In the young subjects, QSIP shows excellent agreement with FDRI ($\rho=1.00$, $p=0.00002$) and improvement over L1-QSM ($\rho=0.857$, $p=0.0054$); this difference in $\rho$ is statistically significant ($z=5.04$, $p=0$, two-tailed). In the young subjects, the QSIP plots show reduced variance in 5 of 8 ROIs relative to the L1-QSM results and in 7 of 8 ROIs relative to the QSIP-C results. In the elderly subjects, the QSIP plots show reduced variance in 7 of 8 ROIs relative to the L1-QSM results and in all ROIs relative to the QSIP-C results.

D. Group differences in regional iron concentration identified with QSIP

Since previous statistical analysis of this data set showed no consistent cerebral hemisphere asymmetries across iron-rich structures [10], statistical analysis of group differences was computed on bilateral data (computed as the mean of the left and right measurements for each ROI). Results of the statistical analysis are shown in Fig. 5. The QSIP-C results are consistent with L1-QSM results, showing greater iron concentration in the elderly subjects in the putamen, substantia nigra, red nucleus, and globus pallidus. Results of the QSIP algorithm without baseline correction are similar to those of QSIP-C, but results of QSIP show smaller $p$-values due to reduced variance. All $t$-test and $p$-values are presented in Tables 1-4 of the supplemental material for both FDRI- and phase-guided ROIs.

IV. Discussion

In this work, we presented a new method for quantifying susceptibility by inversion of a perturbation model in the spatial domain. QSIP demonstrated the ability to detect group differences in iron concentration between young and elderly subjects in regional striatal and brain stem nuclei, and showed greater differences and improved statistical significance relative to L1-QSM results reported for the same data. QSIP results from both FDRI-guided and phase-guided ROIs were validated against postmortem and FDRI iron measurements. Correlations between QSIP and postmortem data were high in both young and elderly subjects and agreed well with correlations previously reported between FDRI and postmortem iron concentrations. Further validation was obtained by directly comparing in vivo results (QSIP and FDRI), which showed strong correlation. Third, validation was provided by computing age-related group differences in QSIP values; higher iron concentrations in elderly adults were observed in striatal and brain stem nuclei (caudate nucleus, putamen, globus pallidus, red nucleus, and substantia nigra), consistent with FDRI. Finally, QSIP results both before and after baseline correction were compared to previously reported L1-QSM susceptibility estimates. Correlations of QSIP with postmortem data in elderly subjects are equal or greater than those obtained with L1-QSM for FDRI-guided and phase-guided ROIs, respectively. In young subjects, correlations of QSIP with postmortem data are higher than L1-QSM in FDRI-guided and phase-guided results. Similarly, comparable or better correlations of QSIP with in-vivo FDRI were observed relative to L1-QSM. In the group difference results, L1-QSM showed statistically significant increases in
QSM values in four striatal and brain stem nuclei (putamen, globus pallidus, red nucleus, and substantia nigra) across FDRI-guided or phase-guided analysis. FDRI results from both FDRI-guided and phase-guided ROIs showed a statistically significant difference in only one of these structures (putamen), while QSIP showed significant differences in all five (caudate nucleus, putamen, substantia nigra, red nucleus, and globus pallidus). In addition, QSIP did not show a significant increase in QSM values in frontal white matter, dentate nucleus, or thalamus. These results are consistent with the hypothesis of age-dependent iron accumulation in striatal and brain stem nuclei. The increase in statistically significant results using QSIP can be attributed to the reduced variance in mean susceptibility estimates. This is important since reduced variance would provide greater statistical power in future clinical studies that seek to investigate group differences in iron concentration between patients and controls. For example, it has been hypothesized that iron accumulation in the substantia nigra (SN) may be a sub-clinical marker of Parkinson's Disease [72], but this has yet to be confirmed with existing QSM methods. [73] computed susceptibility maps for a volume of tissue encompassing the SN of Parkinson's patients, using 7 Tesla data and a threshold-based k-space approach. Although they showed an increase in susceptibility of the SN in Parkinson's patients, group differences were not statistically significant after controlling for age.

In this work, we analyzed both phase-guided and FDRI-guided ROIs, and applied baseline correction of QSIP susceptibility estimates using splenium as a reference, to be consistent with previous analysis of this data set [12]. Similar to the results in [12], the mean susceptibility value in the globus pallidus using the QSIP-C method (0.10−0.13 ppm, splenium reference) is slightly lower than values previously reported for young subjects (approximately 0.20 ppm, with CSF as reference) [19], [74], which is likely due to inter-subject averaging and partial volume effects arising from the 2.5 mm slice thickness as described in [12]. While baseline correction yields absolute susceptibility values in reasonable agreement with previously published QSM estimates, the correction does not affect correlations with postmortem iron concentrations or FDRI. Relative susceptibility differences between groups, however, are likely to be of greater interest in clinical studies. In this case, QSIP produces favorable results. The reduced variance in uncorrected susceptibility estimates may be due to inherent variability in splenium susceptibility, to anisotropic susceptibility effects that have been reported in white matter [75], or to less robust background field elimination in this region. While several studies have shown diamagnetic susceptibility values for myelin [19], [33], its magnetic properties and relative contribution to phase contrast is an area of active research. Since lipid concentration is known to be much lower in gray matter than in white matter [76], and substantial age-dependent iron accumulation has been shown in postmortem analysis [8], we have implicitly assumed any potential myelin-based susceptibility differences between groups are negligible in the gray matter structures we examined. It is possible, however, that if such differences exist, they would confound inferences about iron concentration, especially at higher field strengths, or in regions where exclusion of adjacent white matter voxels by manual segmentation is more difficult. More accurate data regarding the relative contribution of myelin and non-heme iron to voxel-based susceptibility estimates is necessary to advance the interpretation and application of future QSM studies.
Other factors that contribute to uncertainty in QSM results include discrete sampling of the continuous Green's function and continuous susceptibility distribution, low signal-to-noise ratio (SNR), and errors associated with manual delineation of ROIs. Discretization of the kernel results in uncertainty in susceptibility estimates that is inherent in all QSM methods and has been discussed in some detail in [36], [54] and [30]. Voxels with low SNR (i.e. due to signal loss or partial volume effects) may reduce the accuracy of QSM estimates, but substantial signal loss was not observed in the 1.5 T data set used in this study. At higher field strengths these voxels can be identified from two fully flow-compensated data sets and excluded from analysis as described by [19]. Uncertainty due to voxel-based approximation of the susceptibility distribution can be reduced by acquiring data with high spatial resolution. The relatively small diameter of the cylindrical ROIs used in the phantom study, however, may have resulted in imperfection in ROI boundaries and account for some of the error in estimated susceptibility values. The impact of any errors in ROI delineation in the human study was reduced by analyzing data from both FDRI-guided and phase-guided ROIs. A noticeable difference, however, was seen between phase-guided and FDRI-guided results in elderly subjects in the globus pallidus across all methods (QSIP, L1-QSM, and FDRI). This may be due to reduced SNR in this region, leading to error in ROI delineation; in phase-guided striatal nuclei, the globus pallidus had the lowest SNR on average across all subjects (7:1).

While other QSM methods such as L1-regularized QSM [12] have performed well in-vivo, QSIP also shows strong results, and provides additional methodological contributions. First, the background field removal technique developed in [31] and applied in [12] is further developed here, by incorporating a tissue/air susceptibility atlas. The atlas is useful in segmenting air from bone, and for this purpose affine registration of the atlas was found, empirically, to provide good results. The use of affine transforms also potentially increases robustness from using fewer parameters than nonlinear registration. The co-registered atlas, however, provides only an estimate of true anatomy, and therefore is used only to provide a more anatomically meaningful initialization of susceptibility outside the brain. The initial atlas-based estimate is updated iteratively when solving Eq. 14, and sources outside the brain can be further optimized when solving Eq. 15 by varying the strength of $\lambda_3$. Second, the QSIP method does not enforce agreement between edges in the magnitude data and estimated susceptibility map, which may be advantageous in certain pathologies. Third, to our knowledge this is the first work to investigate inversion of the spatial formulation of the forward model described in [52] for the purpose of computing whole brain susceptibility maps. Finally, this work builds on the innovative development of susceptibility-weighted imaging (SWI) by [9], [17], [23]. While the high-pass filtering approach used in SWI is highly effective at removing low-order background fields, it may also remove phase effects due to internal susceptibility sources, which may confound the final SWI results. The phase data from SWI acquisitions, however, can also be used as input to a variety of QSM algorithms, such as the one described in this article, to obtain quantitative susceptibility maps. The increasingly widespread adoption of SWI is thus a great asset for this work, as QSIP could be used for retrospective analysis of SWI studies to provide complementary quantitative estimates of tissue susceptibility.
V. Conclusion

We presented a quantitative susceptibility mapping algorithm that inverts a spatial formulation of the forward model and incorporates a tissue/air susceptibility atlas to quantify susceptibility in-vivo. An important limitation of the validation presented herein is the lack of direct comparisons to other QSM results using a single phantom data set. Such experiments are impeded by a lack of standardized data sets and open-source implementations of existing QSM techniques. Detailed comparisons of QSIP to L1-QSM were provided for the same human data, however, in addition to correlations of QSIP with both FDRI and postmortem iron. The QSIP method demonstrated favorable results relative to currently published QSM algorithms, including stronger correlations with FDRI and postmortem iron measurements and reduced variance in mean susceptibility estimates in multiple brain regions. Results from a study of normal aging suggest QSIP could provide valuable insight into the pathophysiology of iron deposition known to occur in neurodegenerative disease [1–7]. In comparison to other QSM algorithms and susceptibility-related techniques, QSIP provides accurate susceptibility maps from data acquired at a single field strength without the need for patient re-positioning or strong agreement with observed magnitude data. The reduced variance in susceptibility estimates may also provide increased statistical power for detecting group differences. Thus, QSIP has demonstrated the potential to be a valuable tool for future clinical studies of neurodegenerative disorders.
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Appendix A

Discretization of the Perturbation Model

The perturbation model in Eq. 1 requires the susceptibility distribution to be specified at each point in space, making the convolution analytically intractable for complicated functions. Approximating the object and corresponding susceptibility distribution by discrete voxels, however, allows the convolution in Eq. 1 to be calculated analytically for a single voxel with \( \chi_1 = 1 \) [52]:

\[
H(x, y, z) = \int \int_{\text{voxel}} \frac{\partial^2 G}{\partial z^2}(x, y, z) \, dx \, dy \, dz
\]

Due to the linearity of Eq. 1, the single voxel solutions can be added together to give the final fieldmap:

\[
B = (c_1 \delta_0 - c_2 H) \ast \chi_1
\]

(18)

\[
B = K_s \ast \chi_1.
\]

(19)
where $K_s = c_1 \delta_0 - c_2 H$ is the discrete kernel in the spatial domain. The single voxel solution, $H$, replaces $k$ in Eq. 2, and $\delta_0$ is the Kronecker delta function.

Appendix B

Equivalence of the Forward Models

[30] and [36] have previously shown that the forward model is equivalent in the Fourier and spatial domains. Here, we show that this equivalence holds for the spatial formulation in Eq. 1 under the condition that $\chi_0 = 0$. Taking the Fourier transform of Eq. 1 gives:

$$\tilde{B} = \delta B_z^{(0)} \left[ \frac{1}{3 + \chi_0} - \frac{1}{1 + \chi_0} \left( \frac{k_z^2}{k_x^2 + k_y^2 + k_z^2} \right) \right] \circ \tilde{\chi}_1 \quad (20)$$

where the Fourier transform of $\chi$ is given by $\tilde{\chi}_1 = \frac{1}{\delta_0} (\tilde{\chi} - \chi_0 \delta_0)$. Eq. 20 can then be rewritten as:

$$\tilde{B} = B_z^{(0)} \left[ \frac{1}{3 + \chi_0} - \frac{1}{1 + \chi_0} \left( \frac{k_z^2}{k_x^2 + k_y^2 + k_z^2} \right) \right] \circ \tilde{\chi} - \delta_0 \chi_0 \quad (21)$$

The second term arises from the fact that the forward model in Eq. 1 defines all measurements with respect to vacuum, requiring an offset of $\chi_0 = 0.4$ ppm. Susceptibility values are typically quoted with respect to vacuum, but the fields of interest will generally be measured in air. The forward model can be formulated with respect to air as a reference (for both fields and susceptibility) or with respect to vacuum. In Eq. 1, the latter is done and so a constant offset for all fields is required, whereas if it is formulated with respect to air, no offset is necessary as long as the susceptibility is also provided as a difference with respect to air.

The value of the kernel at the k-space origin determines the effect of the second term on the model, and so requires careful consideration. The magnetic induction at the origin is equal to the Lorentz sphere term (the second term in equation (5.64) in [77]). Given this, [36] have noted that comparison of the forward model (see equation (1) in [36], equation (3) in [54] or equation (5.56) in [77]) with the expression for the magnetic induction (equation (5.64) in [77]), shows that it is consistent to set $B = 0$ at $k = 0$. Setting the kernel to zero at the k-space origin eliminates the second term in Eq. 21. Then, for $k \neq 0$,

$$\tilde{B} = B_z^{(0)} \left[ \frac{1}{3 + \chi_0} - \frac{1}{1 + \chi_0} \left( \frac{k_z^2}{k_x^2 + k_y^2 + k_z^2} \right) \right] \circ \tilde{\chi}, \quad (22)$$

and the Fourier and spatial models are effectively equivalent since $\chi_0 \ll 1$. Alternatively, one can set $\chi_0 = 0$. Doing this assumes susceptibility and magnetic field values are measured with respect to air. The two models are then equivalent for all $k$, and the value of the kernel at the k-space origin is set to zero as previously described.
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Fig. 1.
Results of the Phantom Experiments. Column (a) shows axial and sagittal cross-sections of the magnitude (row 1), fieldmap (row 2) and Laplacian of the fieldmap (row 3). Magnitude values appear homogeneous in the four tubes, while the fieldmap shows increasing contrast as a function of increasing gadolinium concentration. Applying the Laplacian to the fieldmap eliminates the substantial background field from external sources (i.e. air and shim). QSIP-C results show strong agreement with ground truth susceptibility values in column (b), with a slope of 1.06 and 0.98 for experiments 1 and 2, respectively. The axial cross-sections in column (b) also show increasing contrast with increasing gadolinium concentration in both experiment 1 (left) and 2 (right). The scale of the magnitude data is [0,1000] arbitrary units (a.u.) and all other images are shown on a scale of [-1,1] parts per million (ppm).
Fig. 2.
Young (a) and elderly (b) group averages of FDRI and young (c) and elderly (d) group averages of QSIP results. Greater iron concentration yields brighter FDRI and QSIP images.
Fig. 3. Mean ± SD iron concentration (mg/100 g fresh weight) determined postmortem in each ROI [8]. Y-axis: Mean SD FDRI in s⁻¹/T (left), L1-QSM in ppm (middle) and QSIP-C in ppm (right) in phase-guided (axial) ROIs in 12 elderly (top) and 11 young (bottom) subjects. ROIs: frontal white matter (WM), thalamus (TH), dentate nucleus (DN), caudate (CD), putamen (PT), substantia nigra (SN), red nucleus (RN), and globus pallidus (GP).
Fig. 4.
Correlations between Mean ± SD FDRI in $s^{-1}/T$ and L1-QSM in ppm (left), QSIP-C in ppm (center), and QSIP in ppm (right) in 12 elderly (top) and 11 young (bottom) subjects using phase-guided (axial) ROIs. QSIP shows strong correlation with the FDRI, and QSIP results without baseline correction show smaller variance than L1-QSM in 7 of the 8 ROIs.
Fig. 5.
Mean ± S.E.M. of mean relative susceptibility (ppm) in L1-QSM (left), QSIP-C (center) and QSIP (right) using phase-guided ROIs. Without baseline correction, QSIP measurements have lower absolute values, but also reduced variance, which increases the statistical significance of group differences. To assess group differences, p-values were calculated using a two-tailed t-test with $\alpha = 0.05$. Directional hypotheses regarding group differences were considered significant for $p \leq 0.0125$, the corresponding one-tailed, family-wise Bonferroni-corrected p-value for 8 measures.
Fig. 6.
Summary of group differences. Statistically significant increases in ROI values in elderly relative to young subjects across all phase-guided and FDRI-guided ROIs is shown above in axial views of the cerebrum and brainstem (red box). ROIs obtained from a standard Talairach atlas [71] are overlaid on the MNI152T1 atlas [62] for visualization purposes only. Numerical results of all t-tests (requiring $p \leq 0.0125$ for significance under one-tailed, Bonferroni-correction for 8 comparisons) are provided in tables 1-4 of the supplemental material. QSIP (d) showed statistically significant increases in QSM values in all five striatal and brain stem nuclei: putamen (yellow), caudate (maroon), globus pallidus (green), red nucleus (red), and substantia nigra (purple), consistent with hypothesized age-dependent iron deposition in these regions. Results for FDRI (a), L1-QSM (b), and QSIP-C (c) show group differences in fewer regions, which may be due to greater variability in ROI estimates obtained with these methods.